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ABSTRACT 

Indoor optical wireless communication systems have been shown to be viable 

alternatives to radio systems for indoor networks because optical wireless systems 

offer a huge unlicensed bandwidth, high data rates, secure connectivity, immunity to 

electromagnetic interference and prevention from multipath fading. However, optical 

wireless systems are subject to multipath distortion and are governed by eye safety 

standards. Therefore, a modulation scheme is required that is capable of providing high 

speed and good immunity to multipath dispersion on indoor optical channels. 

In this thesis, a critical review of optical wireless systems and suitable modulation 

schemes has been presented. A new modulation scheme called dual header pulse 

interval modulation (DH-PTh1) is presented. A comprehensive theoretical analysis 

supported by computer simulations has been carried out to study characteristics of 

DH-PTh1. Novel expressions for the DH-PTh1 pulse train, symbol length, bandwidth 

requirement, packet transmission rate, transmission capacity, Fourier transform, power 

spectral density, slot and packet error rates and power requirement and penalty due to 

multipath propagation have been presented. 

Results from the analyses have been compared with OaK, PPM and DPTh1 modulation 

schemes. It has been shown that DH-PTh1 is a viable alternative scheme for indoor 
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optical wireless communications, due to its built-in symbol synchronisation and 

relatively easy slot synchronisation. Compared with PPM and DPIM, DH-PIM offers 

shorter symbol lengths, improved transmission rates, increased transmission capacity, 

improved bandwidth requirement and better immunity to multipath dispersion when 

the dispersion is high. However these features are at the expense of a slightly higher 

optical power requirement and increased probability of error. The proposed scheme is 

suitable for applications where there is a need for high throughput. 
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Chapter 1 

INTRODUCTION 

1.1 Background 

Both optical and radio wireless systems offer a low cost, reliable, high speed and low 

power point-to-point and network connectivity in indoor environments. However, the 

combination of the need for effective short range indoor wireless connectivity, relative 

security, and the promise of higher unregulated bandwidth and high data rate at a low 

cost makes the optical wireless link an attractive alternative to radio links [1-6]. Future 

multimedia application will demand high data rate and low optical power. Since the 

average optical power emitted by an infrared transceiver is limited, then the choice of 

modulation technique that can offer bandwidth and power efficiencies at a low cost is 

important. On-off-keying (OOK) is the simplest scheme but is unable to provide power 

efficiency [7-8]. Digital pulse time modulation (DPTM) schemes have received a 

considerable attention for use on optical wireless links [9-11]. DPTM schemes 

represent an alternative approach to analogue and digital modulation techniques due to 

their ability to improve signal-to-noise performance at the expense of bandwidth [10-



11]. Among the DPTM schemes proposed for use in optical wireless links are pulse 

position modulation (PPM) and digital pulse interval modulation (DPTh1). PPM offers 

an improvement in power efficiency at the cost of relatively poor bandwidth efficiency 

but it requires symbol and slot synchronisation [6-7]. DPTh1 requires no symbol 

synchronisation, and offers an improvement in bandwidth efficiency compared with 

PPM and power efficiency compared with OOK and PPM [7,9,11]. 

In this work, a novel modulation scheme referred to as dual header pulse interval 

modulation (DH-PTh1) is proposed for use over optical wireless links. DH-PTh1, which 

has built-in symbol and slot synchronisation capabilities, offers even higher 

transmission capacity and requires less transmission bandwidth compared with PPM 

and DPTh1 [12-13]. Because of these characteristics, this scheme is suitable for optical 

wireless / optical fibre multimedia applications where the need for high transmission 

capacity is desirable. 

1.2 Obj ectives of the Research 

1. Comprehensive literature survey of indoor optical wireless systems and the most 

adopted modulation schemes such as OOK, PPM and DPTh1. 

2. To investigate a new modulation scheme based on digital pulse modulation for 

indoor wireless systems. 

3. To investigate the code properties, symbol structure, transmission bandwidth, 

transmission rate, transmission capacity, transmitter/receiver block diagrams, 

spectral characteristics, probability of errors and multipath propagation of the 

proposed scheme, and compare the results with existing schemes. 
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4. Presentation of the findings at relevant conferences and University seminars. 

5. Writing papers for pUblication in relevant journals and conferences. 

6. Writing up of the PhD thesis. 

1.3 Original Contribution 

Here for the first time a new modulation scheme called DH-PIM is proposed for use 

over optical wireless links. To the author's best knowledge, no work has ever been 

reported on the proposed scheme, and this thesis investigates its properties, 

characteristics and performance. The original contributions are as follows: 

DH-PIM symbol structure, expreSSIOns for pulse train, transmission bandwidth 

requirements, transmission rate and capacity, and system simulation (Chapter 3). 

Mathematical derivation and computer simulation of the Fourier transform and 

power spectral density ofDH-PIM signal (Chapter 4). 

Mathematical derivation and computer simulation of the slot and packet error rates 

together with optical power requirement formulas for non-dispersive channels 

(Chapter 5). 

Mathematical derivation and computer simulation of the optical power requirement 

and penalty formulas for multipath channel (Chapter 6). 
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Chapter 2 

INDOOR OPTICAL WIRELESS SYSTEMS 

2.1 Introduction 

This chapter presents a literature review of the recent research and development on the 

fundamentals of indoor optical wireless communication systems. In section 2.2, indoor 

optical wireless systems are compared with radio systems and it is shown that optical 

systems are viable alternatives to radio based system. In section 2.3, indoor optical link 

configurations are presented. In section 2.4, the issue of eye safety is discussed. 

Optoelectronic components are presented in section 2.5 and ambient light noise is 

discussed in section 2.6. Intensity modulation and direct detection (IMIDD) is 

presented in section 2.7. Section 2.8 is devoted to the modulation schemes, which are 

used on current optical wireless systems such as OOK, PPM and DPIM. Infrared data 

association, IEEE 802.11 working group, free space optical wireless systems and the 

RF Bluetooth specifications are briefly presented in section 2.9. The chapter concludes 

with a short summary. 
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2.2 Comparison of Optical Wireless and Radio Links 

Indoor optical and radio wireless links are both attractive and viable solutions for 

providing a low cost, reliable, high speed and low power consumption wireless point

to-point and network connectivity in indoor environments. However, as a medium for 

short-range indoor applications, non-directed optical wireless communication systems 

have been shown to be a viable alternative to radio based system [1-6,14]. 

Table 2.1 shows a comparison between radio and infrared systems for indoor wireless 

communications [4]. 

Property Radio Infrared Implication for infrared 

Bandwidth regulated? Yes No Approval not required. 

Worldwide compatibility. 

Passes through walls? Yes No Inherently secure. 

Carrier reuse in adjacent rooms. 

Multipath fading Yes No Simple link design. 

Multipath dispersion Yes Yes Problematic at high data rates 

Dominant noise Other users Background 

light 

Rangel coverage High Low Short range. 

Table 2.1: Comparison between radio and infrared for indoor wireless communication. 

As a transmission medium, optical wireless offers vast-unlicensed bandwidth, high 

data rates and immunity to electromagnetic interference. Also, since the optical signal 
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(infrared) does not pass through walls, indoor optical wireless links are relatiyely 

secure systems and it is possible to reuse the same spectrum in adjacent rooms 

[1,4,7,13-14]. 

In multipath propagation, the signal may undergo many reflections from the walls, 

ceiling and other object within the transmission area before arriving into the receiver. 

As a result, the received electric field may undergo severe amplitude fades on the scale 

of a wavelength, therefore, a detector area smaller than the wavelength would 

experience multipath fading. However, multipath fading is prevented in optical 

systems when intensity modulation and direct detection (IMIDD) is employed. This is 

because the total generated photo current is proportional to the integral of the optical 

power over the entire photo detector surface area, which is larger than the optical 

wavelength, this provides an efficient inherent spatial diversity, thus preventing 

multipath fading. [16]. 

Both radio and optical wireless channels are still subject to multipath induced 

distortion, which results in intersymbol interference (lSI) [ 4,7,14]. Multipath 

propagation becomes more problematic as the data rate increases [4]. The dominant 

noise source in radio frequency systems is the interference caused by other users. 

However, in optical wireless systems, the main source of noise is the intense amount 

of ambient light, arising from both natural and artificial sources, which gives rise to 

shot noise in the receiver, which is the dominant noise source even when optical 

filtering is used [1,4-6,14,16]. 
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2.3 Link Configurations 

There are many different configurations for designing an indoor infrared link. These 

links can be classified in terms of their directionality and whether or not the link 

require line-of-sight (LOS) transmission, as illustrated in Fig. 2.1 [4]. 

Line-of-sight 

Non
line-of-sight 

Directed Non-directed 

(Diffuse) 

Fig. 2.1: Classification of optical wireless systems. 

Hybrid 

In directed links, the power efficiency is maximised by utilising narrow beam 

transmitters and narrow field of view (FOV) receivers but must be aimed. However, in 

the non-directed links, wide-angle transmitters and receivers can be used without a 

need for pointing them, thus more convenient to use and increased coverage area. The 

hybrid links combine transmitters and receivers with different degrees of directionality 

[ 4]. 
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In line-of-sight (LOS) systems, there must be an uninterrupted line of sight path 

between the transmitter and receiver, whereas such a path is not required in non-LOS 

systems where reflections of light from the ceiling and walls of the room are essential 

to establish the linle Measurements have shown that materials used in typical office 

environments are between 40 - 90 % efficient at reflecting infrared radiation [5]. Non

LOS links have the advantages of ease of use and high link robustness, allowing the 

link to operate even if, for example, people are standing between the transmitter and 

receiver. The increased robustness and ease of use are achieved by the 

non-directed-non-LOS design, referred to as a diffuse system [4] as shown on Fig. 2.1. 

Among these configurations, the directed LOS, non-directed LOS and diffuse 

configurations have received the most attention from researchers. In the following 

subsections 2.3.1, 2.3.2 and 2.3.3 these three configurations will be discussed. 

2.3.1 Directed LOS configurations 

Directed LOS systems do not suffer from multipath propagation, and are less 

susceptible to ambient background light, which means the data rate is limited only by 

the available power budget rather than multipath dispersion [17]. Directed LOS links 

have been chosen for IrDA links [18] and many directed LOS experimental links have 

been reported [19-22]. An example of a directed LOS link used in a local area network 

operating at a data rate of 50 Mbps with an average power of 1 m W over a distance of 

30 m has been reported in [20]. Another example of this configuration is for low bit 

rate remote control applications as used in domestic electrical equipment, such as 

televisions and audio equipment. 
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The directed LOS links can be further improved using a tracking system that allows 

the light beam to be directed to the user [23-27]. In this system, a ceiling unit with a 

separate photodiode array is used to identify the location of each user, thus the 

corresponding laser in the down-link and the photodiode in the up-link can be 

activated [23]. Such a system when uses an 8 x 8 array of 0.8 m W laser diodes 

operating at a wavelength of 850 run may offer a potential bit rate of 155 Mbps on 

both down-link and up-link, with a coverage area of 1 m by 1 m [23]. 

2.3.2 Non-directed LOS configurations 

The non-directed LOS link suffers from multipath dispersion. It can be used for point

to-multipoint communications applications. For example, an infrared access point 

located on the ceiling of a room, providing connectivity to the portable devices within 

its coverage area employing the same wavelength. 

Computer generated holograms have been used in BT laboratories as antennas to 

achieve a safe distribution of optical power in non-directed LOS links by emitting 

equal-intensity light beams which overlap in the far field to produce the required 

distribution in the target area [3]. 

Non-directed LOS systems where large rooms are divided into optical cells, each 

covered by a different infrared access port have been reported [28-30]. In such a 

system, simulation results showed that a maximum bit rate of 100 Mbps can be 

supported based on a cell size of 5 m2 and a power per transmitted unit of + 13 dBm 

[28]. Also many different applications have been proposed such as optical telepoint 

systems and dealing desks. Optical telepoint, shown in Fig. 2.2, can be used in a 

hospital ward or an exhibition in a museum and provides a high capacity video link 

within a cell where the user can move within the cell boundaries [31-32]. 
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Fig. 2.2: Optical telepoint [32]. 

Dealing desks have been proposed by BT laboratories to intelligently work with 

dealers rather than merely for them by managing the input voice, data and video and 

presenting them to the dealers in a simple form [33]. 

2.3.3 Diffuse configurations 

The non-directed non-line-of-sight is also known as the diffuse configuration, see 

Figs. 2.1 and 2.3. 

Fig. 2.3: Example of a diffuse configuration [32]. 
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Diffuse links achieve the greatest robustness and ease of use but are more susceptible 

to multipath dispersion and optical path loss than other configurations [1,-+, 34-36]. 

The flexibility comes from the fact that in diffuse systems the transmitter has a wide 

beam and the receiver a wide FOV, therefore pointing of the transmitter or receiver is 

not required. The signal may undergo one or more reflections from the ceiling, walls 

and any objects in the room before reaching the receiver [4-5,35]. 

Since the publication of the first paper on diffuse systems by Gfeller et al. in 1978 

[37], diffuse links have received considerable attention from researchers worldwide 

who have developed models to calculate the diffuse channel impulse response [38-47]. 

A number of experimental diffuse links have been reported [14,48-57]. In Chapter 6 of 

this thesis, the ceiling-bounce model proposed by Carruthers et-al. in 1997 is chosen to 

study multipath propagation as it offers a simple and accurate method for predicting 

the power requirements given simple parameters of the room and the location of the 

transmitter and receiver [38]. 

Experimental results reported by Kahn et-al. have shown that the unshadowed diffuse 

links incur a high optical path loss of 53 - 64 dB for a horizontal separation distance 

between transmitter and receiver of 0 to 5 m [57]. The path loss is about 2-5 dB higher 

for a shadowed diffuse link, when the main signal path is obstructed by a person 

standing next to the receiver [57]. However, in the presence of shadowing diffuse 

links exhibit path losses that are 2-5 dB smaller compared with corresponding LOS 

links [57]. Diffuse links also suffer from multipath dispersion, which limits the data 

rate [1]. Smyth et-al. reported that, the unequalised bit rate would be limited to about 

16 Mbps for a coverage volume of lOx lOx 3 m [28]. An experimental 50 Mbps 

diffuse link using OOK with decision-feedback equalisation has been reported by 
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Marsh et-al. [50,53]. Equalisation provides a resistance to intersymbol interference 

(lSI) due to multipath dispersion. The system achieved a low bit error rate with a range 

of 2.9 m in a bright skylit room [53]. The diffuse link is also the chosen link 

configuration for the IEEE 802.11 infrared physical layer standard [58]. Diffuse 

systems are commercially available such as the PC Card Wireless LAN Adapter, 

manufactured by Spectrix Corporation [59]. This Spectrix adapter sends and receives 

diffuse infrared allowing users to move freely within the service area and is specified 

to work over a coverage area of 1000 square feet, and achieves a data rate of 4 Mbps, 

which is shared between all the users within the cell [59]. 

To improve the performance of non-directed links (LOS and diffuse), an angle

diversity receiver can be used which can be implemented in either of two methods, 

non-imaging or imaging (also called 'fly-eye receiver') [2,4,60-69]. The non-imaging 

angle-diversity receiver consists of multiple nonimaging receiving elements oriented in 

different directions, each of which has its own optical concentrator [61]. An 

experimental 70 Mbps OOK link using a nine-element non-imaging angle-diversity 

receiver which achieved a 4.2 m range has been reported [61]. The main drawback of 

this approach is that it can lead to a bulky and costly receiver [60]. 

The imaging angle-diversity receiver was first proposed by Yun and Kavehrad [62]. It 

consists of a one imaging optical concentrator (e.g. a lens) that produces an image of 

the received light on a segmented photodetector array placed at its focal plane, so 

separating signals that arrive from different directions [60]. 

In both implementations, the photo current generated by each element is amplified 

separately [60]. The angle-diversity receiver not only achieves a high optical gain over 

a wide FOV, but it also reduces the effects of ambient noise, co-channel interference 
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and multipath dispersion by exploiting the fact that the unwanted signals are usually 

received from different directions to that of the desired signal [60]. 

2.4 Eye Safety 

Eye safety is a very important issue in any optical wireless system due to the fact that 

the infrared signal can penetrate the human cornea and potentially induce thermal 

damage to the retina [4]. The eye safety of infrared sources is governed by the 

International Electrotechnical Commission (lEC) standards [70]. Infrared transmitters 

must conform to the Class 1 classification (inherently safe) of the British Standards 

number BS EN 60825-1: 1994 derived from the IEC 825-1:1993 [4,24,71]. The 

standard specifies that the average power for a pulse train of duration 100s must not 

exceed the power of a single pulse of duration 100s [71]. 

Although infrared transmission at wavelengths beyond 1400 nm is much less 

hazardous to the safety of the eye than the band 780 - 950 nm, the band 780 - 950 nm 

is now commercially preferred. This is because of the availability of cheap light

emitting diodes (LEDs) and laser diodes (LDs), and because it coincides with the peak 

responsivity of cheap silicon photo detectors [3-4]. 

2.5 Optoelectronic Components 

In this section, the main components used in an optical wireless system are briefly 

presented. The optical transmitter can be one or more laser diodes or LEDs. The 

optical receiver contains an optical front end and an electrical front end. The optical 
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front end consists of a concentrator and filter and the electrical front end consists of 

one or more photo detectors followed by a wide-band preamplifier [1]. 

2.5.1 Optical emitters 

LEDs and laser diodes are suitable as optical wireless emitters due to their 

characteristics such as high electro-optic conversion efficiency, a small optical 

bandwidth, small size, safety and fast modulation properties [2,4]. The choice between 

LEDs and laser diodes depends on many factors such as the cost, speed and 

performance of the application. Compared to laser diodes, LEDs are less expensive, 

require simpler drive circuitry and generally considered eye safe, on the other hand, 

the output of laser diodes must be diffused to classify them as eye safe [4]. This can be 

done, for example, by the use of computer generated holograms [17, 72] or integrating 

sphere diffusers [73-74]. However, laser diodes enjoy many advantages over LEDs 

such as 1) A good electro-optic conversion efficiency (30-70 %) while it is (10-40 %) 

in LEDs. 2) Wide modulation bandwidths (up to tens of GHz) compared to limited 

bandwidths in LEDs (up to tens of MHz) which can be increased but at the cost of 

reduced electro-optic conversion efficiency. 3) Very narrow spectral widths (less than 

5 nm) compared to wide spectral widths in LEDs (25-100 nm), thus LEDs require 

wide receiver optical pass-band making them more susceptible to ambient light [2,4], 

Consequently, LEDs are generally used in low-speed, low-cost applications such as 

IrDA serial ports, while laser diodes are preferable in high-speed links [4,75]. 

A potential laser emitter is the low-power vertical cavity surface emitting laser 

(VCSEL), which produces light from its surface [76-77]. 
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2.5.2 Optical filters 

The use of a long-pass or band-pass optical filter is essential at the receiver to reduce 

the unwanted ambient light [2,4]. The long-pass filters are usually made of coloured 

glass or plastic, and their cut-off wavelength is shorter than the operating wavelength. 

The combination of photo diode and long-pass filter results in a band-pass filter with a 

bandwidth several times that required to pass the radiation of an LED [4]. 

The band-pass filters, known as interference filters, are made of multiple thin dielectric 

layers [1,4,24]. They can achieve extremely narrow bandwidths, thus very effective 

when used in systems employing laser diode emitters [4]. However, such filters may 

not be suitable for non-directed links because the pass band of the filter shifts towards 

shorter wavelengths as the angle of incidence increases which results in narrowing the 

FOV [4]. 

2.5.3 Optical concentrators 

The optical power detected at the receIver Increases as the effective area of the 

photodiode increases. Enlarging the photodiode area is costly and increases the 

receiver noise. Therefore, optical concentrators are usually used in optical wireless 

receivers to increase the effective area of the detector by transforming the light 

incident over a large area into a set of rays that emerge from a smaller area [4,24]. 

High gains can be achieved using compound parabolic concentrators, but these are 

limited to use in directed links because of their narrow FOV. However, in non-directed 

links, hemispherical or truncated spherical concentrators can be used because they 

achieve wide FOV and an omnidirectional gain [1,4,24]. 



2.5.4 Photodetectors 

The photo detector used in an optical wireless system must have a high responsivity to 

maximise the system power margin and wide bandwidth to allow for high data rates 

[2-3]. Two types of photodetectors can be used in infrared systems, the positive

intrinsic-negative (PIN) photodiode and the avalanche photodiode (APD). 

The APDs achieve a very good performance when the ambient light is very low, i.e. 

LOS systems [3]. However, in non-directed infrared links, particularly diffuse links, 

where shot noise due to ambient light is dominant, the gain achieved by APDs 

decreases the SNR because the random nature of the APD' s internal gain increases the 

variance of the shot noise by a factor greater than the signal gain [1,4]. Therefore, PIN 

photodiodes are preferable to APDs for use in non-directed optical wireless links [1-4]. 

Other advantages of silicon PIN photodiodes are low-cost, availability and large 

surface area, which results in improved signal-to-noise ratio (SNR) because the 

received signal power increases linearly with the area while the noise power increases 

with its square root [3]. The photo current produced by the PIN photo diode is given by: 

i(t) = Rx(t) , (2.1) 

where, x(t) is the instantaneous received optical power and R is the photodiode 

responsivity (AlW) , which is typically in the range 0.5-0.75 AIW for silicon PIN 

operating in the wavelength band of 800-1000 nm [2]. 

Throughout his Thesis, it is assumed that a PIN photo diode is used. 
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2.5.5 Preamplifiers 

A transimpedance amplifier is the best choice as a preamplifier stage at the receiver 

because it achieves a wide bandwidth and large dynamic range without the need for 

equalisation [4,24,78-79]. The large dynamic range is important to accommodate 

variable link distances [78]. The choice between employing a field-effect transistor 

(FET) or a bipolar-junction transistor (BJT) in the preamplifier depends on many 

factors. For example, FETs achieve low noise at high bit rates but suffer from 

relatively low transconductance, whilst BJTs achieve higher transconductances leading 

to better power conception [4,24]. 

2.6 Ambient Light Noise 

The environments where infrared wireless systems operate usually contain an intense 

amount of ambient light, which has many sources such as natural (solar), incandescent 

and fluorescent sources. These noise sources have high power levels at the desired 

optical wavelength as shown on Fig. 2.4 [4]. 

Sun Incandescent 
.... " .... .................... ...... / 

o ~~40LO--~--6~O-O--~--8~OO---L~1~OLOO---L--l~2~OO~~~14~O~O~ 

Wavelength (run) 

Fig. 2.4: Optical power spectrum of main ambient infrared sources [4]. 
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The average combined power of the ambient light results in the photodetector 

generates a DC background photo current IB giving rise to shot noise net), which is the 

dominant noise source in optical wireless systems [1-4]. Even when optical filtering is 

used to reject ambient light sources, the received signal power is usually much lower 

than the power from ambient light sources [1-2]. The shot noise net) due to ambient 

light is independent of the signal and can be modelled as a white Gaussian with one

sided power spectral density 11, which can be given as [2,4,12,16,80]: 

(2.2) 

where q e is the electron charge. 

The other main noise source is the receiver preamplifier noise, which is also Gaussian 

and independent of the signal. However, preamplifier noise is dominant when little or 

no ambient light is present [4]. Artificial light of fluorescent lamps also induces a 

nearly periodic and deterministic interference, which may cause baseline wander [81-

82]. This will be discussed in Chapter 6. 

2.7 Intensity Modulation and Direct Detection (IMlDD) 

The practical method of operation in an optical wireless system is the intensity 

modulation and direct detection (IMIDD) [1,4]. The term 'intensity' refers to optical 

power and 'modulation' to electro-optical conversion, thus 'intensity modulation' (IM) 

means that the instantaneous power of the optical carrier is modulated by a signal. 

Direct detection (DD) means that the photo detector generates a photo current, which is 
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proportional to the instantaneous received optical power [1,2,4]. An optical wireless 

system using IMIDD has an equivalent baseband model, which will be explained in 

Chapter 6. 

In optical wireless systems the instantaneous optical signal x(t) represents power rather 

than amplitude [1]. This results in two constraints on the transmitted optical signal. 

Firstly, x(t) must be positive, i.e. x(t) ~ 0 . Secondly, the average amplitude of x(t) is 

limited to a specified value P max because of eye safety and power consumption 

requirements, i.e. [1]: 

Tt /2 

lim _1 fx(t)dt ~ Pmax , 
Tt~ooTt_T/2 

t 

where, Tt is the truncated time. 

(2.3) 

Note that in the case of conventional electrical transmission where x(t) represents 

amplitude rather than power, IX(tf must replace the term x(t) in (2.3) [1]. This means 

that in electrical links, the SNR is proportional to the average received power, whereas 

in optical wireless links, it is proportional to the square of the average received optical 

power. Therefore, implying that relatively high optical transmit powers and a limited 

path loss are essential [4]. 

2.8 Modulation Schemes 

Since the average optical power emitted by an infrared transceiver is limited, then the 

choice of a modulation technique, which can offer bandwidth and power efficiencies at 

a low cost is important. Many digital modulation schemes have been proposed for use 

on optical wireless systems. Among these schemes, OOK, PPM, DPIM have received 
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a considerable attention from researchers worldwide [1-2,4,7,14,82]. These techniques 

will be presented with more details in the following subsections and also will be used 

for comparison with the proposed scheme DH-PIM throughout this thesis. 

2.8.1 On-off-keying (OOK) 

On-off keying is a very simple digital modulation scheme, however, it is more 

susceptible to multipath dispersion and artificial light interference than PPM [14]. 

Depending on the duty cycle, OOK can be either retum-to-zero (RZ) or non-retum-to-

zero (NRZ). In both OOK-RZ and OOK-NRZ a zero is represented by zero intensity, 

however, in OOK-NRZ, a pulse occupies a full bit duration and in OOK-RZ, a pule 

occupies a specified part of the bit duration and the rest of the bit duration is 

represented by a zero intensity. Figure 2.5 shows a representation of bits "1 0" using 

OOK-NRZ and OOK-RZ (50% duty cycle). 
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Fig. 2.5: Representation of bits "1 0" using (a) OOK-NRZ, and (b) OOK-RZ (50% 

duty cycle). 

There is also an inverted version of OOK-RZ called, retum-to-zero-inverted (RZI) 

signalling, used on some commercial applications such as the IrDA serial infrared link, 

which supports optical link lengths from zero to at least one meter for data rates up to 
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1.152 Mbps. In RZI, a "0" is represented by a light pulse with different duty cycles 

depending on the data rates [83]. 

Due to the relatively wide pulses, OOK-NRZ achieves a good bandwidth efficiency, 

but at the expense of poor power efficiency compared with PPM and DPIM [7]. 

However, power efficiency can be improved by the use of OOK-RZ. Therefore, there 

should be a trade off between optical power and bandwidth efficiency when choosing 

the width of the OOK-RZ [2]. The performance of OOK signals on optical wireless 

channels has been investigated and reported in many papers, [1,2,4,7,14,50,53,84-87]. 

2.8.2 Digital pulse time modulation schemes 

The ability to exchange optical power against bandwidth extension in pulse time 

modulation techniques is of increasing importance in high-speed networks. These 

techniques deal exclusively with a pulse format, thus there is no concern over LED or 

laser diode linearity. In addition, these schemes also offer simple circuit 

implementation [11,88-90]. 

In pulse time modulation techniques, one of the time-dependent features of a pulsed 

carrier is used to convey information, e.g. pulse position, width, interval, width and 

interval, frequency, etc. are varied depending on the amplitude of the modulation 

signal. 

Analogue and digital schemes can be divided mainly into two categories, isochronous 

and anisochronous. In isochronous schemes, the symbol length is fixed while in 

23 



anisochronous methods the symbol length is variable [11,88-90]. Figure 2.6 shows the 

pulse time modulation tree [7,11]. 

Pulse Time Modulation 

I 
Analogue Digital 

I 

Isochronous Anisochronous Isochronous Anisochronous 

PWM PIWM DPWM DPIWM 

PPM PIM PPM DPPM 

PFM MPPM DPIM 

SWFM PCM DH-PIM 

Fig. 2.6: Pulse time modulation tree. 

In the following subsections, digital PPM and DPIM are presented. 

2.8.2.1 Pulse position modulation (PPM) 

PPM achieves the best optical power performance but at the expense of increased 

bandwidth requirement and circuit complexity since both slot and symbol 

synchronisation are required in the receiver in order to demodulate the signal [1-

2,4,91]. When encoding an OOK input words into PPM, the higher the bit resolution, 

the better the average power efficiency and the larger bandwidth requirement [1,7]. 

In PPM, each block of M-bit word is mapped to one of L possible symbols, where 

L = 2M. Each symbol consists of a pulse occupying one slot, and the rest of the symbol 

duration is empty of pulses. Therefore, the information is represented by the position 

of the pulse within the symbol, which is equal to the decimal value of the input binary 
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word [1-2,4,91]. For example to map the 4-bit word "1 0 1 0" into a PPM symbol, a 

symbol of L = 16 slots should be generated with one pulse occupying position 10 

which corresponds to the decimal value of the binary word 1010 as shown in Fig. 2.7. 

Note that numbering starts from "0", therefore, the first slot is number "0" and the last 

slot is number "15". 

OOK 1 0 1 0 
(4 bits) 

~ 
:~ ..... ~ , 

Tb , 

PPM 
~ 

Information 

tn (16 slots) ...................... 

: 0 1 1 1 1 1 1 1 1 1 1 1 115
: ~ , I 

.~ ~. time 
, L = 2M Ts .< ..................... >-

Fig. 2.7: Mapping the word "1 0 1 0" into a PPM symbol. 

There are two different methods of decoding PPM signals, hard decision decoding and 

soft decision decoding [1,4,91], see a PPM system block diagram shown in Fig. 2.8. 

Input ,...--_-, 
data PPM 

modulator 
Optical TX 

Optical 
channel 

Noise 

Optical RX 

Threshold 
detector 

MAP 
detector 

Fig. 2.8: Block diagram of the PPM system. 

,...--_-, Output 
PPM data 

Demodulator 

The hard decision decoders use a threshold detector which samples the received signal 

at the slot rate, and assigns a '1' or a '0' to each slot depending on whether the signal 
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is above or below the threshold level at the sampling instant. Soft decision decoders 

use a maximum-a-posterior (MAP) detector, which compares the values of all L slots 

within a symbol, assigns a '1' to the slot with the highest optical power and assigns 

"O"s to the other slots within the symbol. Soft decision decoding is the best when 

channels are distortion-free and AWGN is the dominant noise source [1,4,91]. 

PPM is used on commercial applications such as the IrDA serial infrared link, which 

employs 4-PPM to support optical link lengths from zero to at least 1 meter for data 

rates of 4 Mbps. A "1" is represented by a light pulse and the nominal pulse duration is 

125 ns [83]. Also, the infrared physical layer section of the IEEE 802.11 standard on 

wireless LANs specifies 16-PPM for bit rate of 1 Mbps and 4-PPM for 2 Mbps [92]. 

The performance of PPM on optical wireless channels has been broadly investigated. 

Audeh et-al. reported that on unequalised multipath channels, the good power 

efficiency remains good for large values of L if the amount of lSI is small. However, 

as lSI increases, the power requirements increase more rapidly for PPM than for OOK 

especially for large L, due to the short slot duration [93]. The performance of PPM on 

multipath channels can be improved by the use of maximum-likelihood sequence 

detection (MLSD), however, MLSD is complex and as lSI increases. The power 

requirements of PPM increase much more rapidly than those of OOK [4, 94-95]. This 

has motivated many researchers to consider equalisation to improve the performance 

of PPM on non-directed wireless channels [1,4,34,36,56,96-98]. There are linear and 

decision-feedback equalisers (DFEs) operating at either the slot or symbol rates [1,4]. 

Audeh et al. have examined the performance of PPM on measured non-directed indoor 

infrared channels employing DFEs. They found that although the computational 
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complexity and storage requirements of zero-forcing DEFs (ZF-DFEs) are much less 

than that of the MLSD, the performance of symbol-rate ZF-DFE was very close to that 

ofMLSD [96]. 

2.8.2.2 Digital pulse interval modulation (DPIM) 

Digital pulse interval modulation has built-in symbol synchronisation and offers an 

improvement in bandwidth efficiency and data rate compared with PPM and power 

efficiency compared with OOK [11]. In DPIM, the symbol is represented by a discrete 

time interval between two successive pulses belonging to two consecutive symbols. 

Each symbol starts with a short duration pulse followed by guard band then a number 

of empty time slots determined by the decimal value of the input code word [11]. The 

guard band consists of zero or more empty slots and is important to avoid consecutive 

pulses when the input word is zero [11]. Unlike isochronous schemes, e.g. PPM where 

the symbol length is fixed, the symbol length in DPIM is variable as shown in Fig. 2.9 

where the input word "1 0 1 0" is encoded into a DPIM symbol with a guard band of 

one time slot. 

1 o 
) 

time 

Fig. 2.9: Mapping the word "1 0 1 0" into a DPIM symbol. 
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The maIn principles and characteristics of DPIM have been studied by many 

researchers [7,9,11,82,100-104], and practical system implementations and results are 

given in [9,11,99-100]. Because of its variable symbol duration, practical 

implementations favour the use of simpler threshold detection receivers rather than 

soft decision detector [100], see a DPIM system block diagram shown in Fig. 2.10. 

Input ,--__ ---., 
data DPIM 

modulator 
Optical TX Optical 

channel 

Noise 

Optical RX Threshold 
detector 

Fig. 2.10: Block diagram of the DPIM system. 

. I Output 
i DPIM ~data 
IDemodulator 

The spectral properties ofDPIM have been studied in [82,101-103]. Derivation of the 

power spectral density (PSD) is given in [82]. Unlike PPM, the PSD of DPIM and 

OOK do not approach zero at DC, however, DPIM is more resistant to the baseline 

wander than OOK [82,102]. 

For low bit rates around 1 Mbps with high-pass filter cut-on frequencies of the order of 

tens or hundreds of kHz, 8-DPIM with one guard slot offers the lowest optical power 

penalty compared with 8-PPM and OOK [82]. 

The error performance of DPIM has been studied in [7,82]. Ghassemlooy et al. 

reported a detailed analysis of the packet-error-rate (PER). They showed that for a 

given bandwidth, DPIM using a threshold detector outperforms both OOK and PPM in 

terms of PER [7]. 

The effect of multipath dispersion on the performance of DPIM has been analysed and 

results showed that DPIM without a guard band is more resistant to the effects of 

multipath propagation compared with PPM due to its longer slot duration. Howeyer, 
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the use of a guard band reduces the bandwidth efficiency but improves the 

performance ofDPIM as the severity of the intersymbol interference increases [104]. 

2.9 Wireless Systems and Standards 

2.9.1 Infrared data association (IrDA) systems 

IrDA was founded in 1993 as a non-profit industry-sponsored International 

organization, headquartered in Walnut Creek, California, to create international 

standards for the hardware and software used in low cost infrared communication 

links. The IrDA standards support a broad range of appliances, computing and 

communications devices. International travelers can use IrDA functional devices 

wherever they are with minimal interference problems [75]. 

The IrDA standards published in 1994 include serial infrared (SIR) link specification, 

infrared link access protocol (IrLAP) specification, and infrared link management 

protocol (IrLMP) specification. 

Products provided with infrared features based on IrDA standards include components, 

adapters, printers, PC's, personal digital assistants (PDA's), notebook computers, local 

area network (LAN) access, and software applications. Microsoft has added support 

for IrDA connectivity to Windows 95 operating system, and IrDA connectivity is 

being incorporated into most notebooks. IrDA featured devices are predicted to be 

popular in future office and home mobile environment. Future PCs will support 

connectivity of more than one device via a single IrDA access point [75]. 
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2.9.2 IEEE 802.11 standards 

The IEEE 802 LANIMAN Standards Committee develops local area network (LAN) 

standards and metropolitan area network (MAN) standards. There are many working 

groups in IEEE 802, and the 802.11 is the working group on wireless LAN. The IEEE 

802.11 standard defines three alternative physical interfaces, two radio frequency 

(direct sequence spread spectrum and frequency hopping spread spectrum) and one 

infrared [105-108]. 

The standard was finalized in 1997 after seven years of work. The spread spectrum RF 

products provide 1 to 2 Mbps data rates and a range from 50 feet to 1000 feet 

depending on the type of building construction and interference sources [107]. 

Unlike IrDA LOS links, the 802.11 IR links use diffuse infrared transmission. An 

802.11 IR wireless LAN (WLAN) is suitable for a big, open area because it will 

operate at much higher power than an IrDA link. The range of 802.11 IR links will be 

up to about 10 meters. The basic access rate is based on 1 Mbps, with an enhanced 

access rate of2 Mbps [108]. 

2.9.3 Free space optical wireless communications 

Free space optical wireless systems have been used initially by the military and space 

aviation pioneers. However, in recent years, they have been used in a wider range of 

communication applications especially when a physical connection is impossible or 

costly and in cities where radio spectrum is already too crowded and expensive to 

license [109-115]. For example, across highways and rivers, across land not owned by 

the network operator, temporary connectivity [112]. Free space optical wireless 

systems have the ability to communicate between two fixed optical transceiver 
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separated by a free space LOS path to provide full duplex (bi-directional), which 

currently enables optical transmission of data, voice and video signal at up to 2.5 Gbps 

via a wireless connectivity [113]. 

However, in this thesis, the focus is on indoor wireless systems rather than free space 

systems. 

2.9.4 Bluetooth specifications 

Bluetooth, named after a medieval Danish king, Harald Blaatand II or Bluetooth 

(940-981), is sort of a cross between IEEE 802.11 and IrDA LAN s. It is a computing 

and telecommunications industry specification for a small-form factor, low-cost radio 

solution and has been sanctioned as the foundation of wireless personal-area networks 

(WP AN) being developed by the IEEE standards body in its 802.15 specification. 

Bluetooth products will provide wireless connectivity between mobile computers, 

mobile phones, printers and other portable devices, as well as access to the Internet 

using a short-range wireless connection [116-121]. 

The Bluetooth SIG (Special Interest Group) was formed in February 1998 by 5 

companies Ericsson, IDM, Intel, Nokia, Toshiba. Now there are more than 2100 

members of SIG. 

The products, which support Bluetooth technology, must be tested and approved by 

the SIG. The Bluetooth l.1 specification consists of two documents: the Core [113], 

which provides design specifications, and the Profile [114], which provides guidelines. 

Users of Bluetooth products will be able to bye a three-in-one phone which functions 
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as a cellular phone, pager, and PDA, and can initiate the sending or receiving of a fax 

and initiate a print-out. Each Bluetooth device requires a low-cost transceiver chip, 

which transmits and receives in the frequency band 2.45 GHz, which is available 

globally. In addition to data, up to three voice channels are available. The maximum 

range is 10 meters. Data can be exchanged at a rate of 1 Mbps [117]. 

2.10 Summary 

In this chapter, a review of the current indoor optical wireless systems has been 

presented. Comparison with the radio wireless systems showed that optical wireless 

systems have many advantages for short-range links. Different link configurations 

have been discussed and the issue of eye safety was considered. Optoelectronic 

components have been presented. The problem of ambient light noise, which affects 

transmission on optical wireless channels particularly non-directed links has been 

discussed. Transmission using IMIDD has been discussed. The main modulation 

techniques being used or proposed for use in indoor optical wireless systems were 

presented. OOK offers better bandwidth efficiency but poor optical power 

performance. Digital pulse time modulation techniques such as PPM and DPIM offer a 

trade off between bandwidth and optical power efficiencies. Finally, the infrared data 

association, IEEE 802.11 working group, free spaces optical wireless systems and 

Bluetooth specifications have been described briefly. 
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Chapter 3 

DH-PIM: SYSTEM PRINCIPLES 

3.1 Introduction 

In this chapter for the first time a new modulation technique called dual header pulse 

interval modulation (DH-PIM) is introduced and its properties are presented. DH-PIM 

offers shorter symbol length, improved transmission rate, capacity and bandwidth 

requirement compared with existing pulse techniques such as DPIM and PPM. It also 

provides a built-in symbol synchronisation and simple slot synchronisation. Symbol 

structure and mathematical expression of the DH-PIM pulse train, transmission 

bandwidth requirement, transmission rate and capacity are presented in sections 3.2 -

3.5. The block diagrams of the complete system, transmitter and receiver of DH-PIM 

as well as selected simulated waveforms in the time domain are presented in section 

3.6. The chapter is concluded with a summary of the results. 
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3.2 DH-PIM Symbol Structure 

The DH-PIM principles and its difference with other pulse modulation techniques such 

as OOK, PPM and DPIM may be best understood by reference to Fig. 3.1 in which an 

example of two consecutive symbols is shown. 

< Symbol 1 >.< Symbol 2 > . · · (d = 2) · (d= 15) . 

OOK 
0 0 1 0 1 1 1 1 

< > 
PPM 

2Ts ~ 

DPIM 

DH-PIM1 

///// 

DH-PIM2 

;(H2)/ 

~ 2T.~ 
s t 

Fig. 3.1: OOKJPPMlDPIMIDH-PIM1IDH-PIM2 symbol structure. 

In PPM, a pulse of one time slot duration is located in the slot corresponding to the 

information data and in DPIM the symbol length is shortened by eliminating the 

redundant slots which follow the PPM pulse, thus resulting in an increased data 

throughput [7,9,11]. The DPIM symbol starts with a pulse of duration equal to or less 
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than one slot duration Ts followed by a guard band of zero or more Ts and the 

information slots which corresponds to the decimal value of the input code word. 

Throughout this thesis and unless otherwise sated we will use DPIM with a guard band 

of one Ts for comparison purposes. 

In DH-PIM, the symbol consists of two sections, a header, which initiates the symbol 

and an information section which concludes it. Fig. 3.2 shows the nth symbol 

S n (hn ,d n) of a DH -PIM sequence, where hn represents the header and d n represents 

the information slots of the symbol S n . 

v ~ .......... ti.1 .......... >: 
V 1-----. 

_ aTs T = (a/2+ l)T: 
Ln - g s, 

k··· '~»I<-""""""'~"""""""""" Guard . 
band 

Information slots 

dnI: 

I 
I 
I 
I 

................... >l 
I 
I 
I 

T : ~ +(a+l)I: :Tn+1 n , , 
, , 
, th , 
~ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . n symbol .. _ ............................... >-

(a) 

V IL H2 C/ ...•••••••.••....••••• »; 
1" , 

V 1-------, 

"C n =a1's ~=U;: I<- ............. » k'G'u'a'r~' .................. . 
band 

T: n, ~ +(a+l)I: 

Information slots 

dnI: 

I 
I 
I 
I 

................... >l 
I 
I 
I 

, , 

: th : 
~ ............................... _ . . n symbol .. _ ............................... >-

(b) 

Fig. 3.2: The nth symbol ofDH-PIM: (a) shows HI, and (b) shows H2. 
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Depending on the most significant bit (MSB) of the input word, two different headers 

are considered HI and H2, which correspond to MSB = 0 and MSB = 1, respectively. 

Both HI and H2 have a total duration of Th = (a + l)Ts , where a > 0 is an integer. The 

header hn is composed of a pulse of duration aTs in HI and aTs in H2 each 
2 

followed by a guard band of appropriate length Tg so that the total duration of the 

both headers is Th = (a + l)Ts , where a > 0 is an integer. The guard band is important 

to cater for symbols representing zero, and it has a duration of Tg E {( ~ + I )Ts ,Ts } 

corresponding to hn E {H 1, H 2 } . 

The information section is composed of d n empty slots. The value of 

d n E p,1, ... ,2M 
-1 -I} is simply the decimal value of the input code word when the 

symbol starts with HI, or the decimal value of the 1 's complement of the input code 

word when the symbol starts with H2, where M is the bit resolution of the OOK input 

word. The header pulse plays the dual role of symbol initiation and time reference for 

the preceding and succeeding symbols resulting in built-in symbol synchronisation. 

The DH-PIM signal can be expressed as a rectangular pulse that starts at t = Tn' and 

has duration: 

(3.1) 
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where hn E {O,I} indicating HI or H2 respectively, and n is the instantaneous-symbol 

number as shown in Fig. 3.2. The DH-PIM pulse train can be expressed 

mathematically as: 

00 { [2(t-T) 1] [2(t-I) 3]} x(t) = V L rect n -- +hnrect n -- , 
n=O uTs 2 uTs 2 

(3.2) 

where, V is the pulse amplitude, and the rectangular pulse function is defined as [122]: 

{
I ; - 0.5 < u < 0.5 

rect(u) = o ; otherwise 
(3.3) 

For hn = 0, (3.2) represents DH-PIM symbols with HI only having a pulse duration of 

uTs 
't n = --. 

2 

The start time of the nth symbol is defined as: 

(3.4) 

where, To is the start time of the first pulse at n = 0 and d k E p,I, ... ,2
M 

-1 -I} the 

number of information time slots in the kth symbol. 

Throughout this thesis, DH-PIM will be referred to as L-DH-PIMa according to the 

values of L and u, e.g. 8-DH-PIMI and 8-DH-PIM2 refer to DH-PIM with L = 8 
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(M = 3) and a = 1 and a = 2 respectively. Also DPIM and PPM will be referred to as 

L-DPIM and L-PPM according to the values of L. e.g. 8-PPM, 8-DPIM. 

Table 3.1 shows the mapping of all possible combinations of a 3-bit OOK code word 

into 8-PPM, 8-DPIM and 8-DH-PIM2 symbols. 

OOK 8-PPM 8-DPIM 8-DH-PIM2 

000 10000000 1 0 100 

001 01000000 100 1000 

010 00100000 1000 10000 

o 1 1 00010000 10000 100000 

100 00001000 100000 110000 

101 00000100 1000000 11000 

1 1 0 00000010 10000000 1100 

111 00000001 100000000 11 0 

Table 3.1: Mapping ofOOK code into 8-PPM, 8-DPIM and 8-DH-PIM2 symbols. HI 

and H2 are shown in bold font. 

Therefore, DH-PIM not only removes the redundant time slots that follow the pulse as 

in PPM symbol, but it also reduces the average symbol length compared with DPIM, 

resulting in an increased data throughput. The minimum, maximum and average 

symbol lengths ofDH-PIM are given respectively as: 
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and the slot duration is defined as: 

Lmin = a +1, 

L 2M-l 
max = +a, 

- 2M - 1 +2a+l 
L=-----

2 

T _ 2M 
s - (2 M - 1 +2a+l)Rb 

where, Rb is the bit rate of the OOK input signal. 

The symbol length of PPM (in slots) is fixed and is given by [11]: 

and the average symbol length ofDPIM with one guard slot is given by [11]: 

L 
_ (2M +3) 

DPIM - 2 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

The average symbol lengths of PPM, DPIM, DH-PIMl and DH-PIM2 versus the bit 

resolution (M) are shown in Fig. 3.3. It can be observed from this figure that changing 

the value of a results in a very small improvement on the average symbol length of 

DH-PIM. However, both DH-PIM\ and DH-PIM2 display a significant improvement 

compared with PPM and DPIM by reducing the average length of the symbol 
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especially at high bit resolutions (M> 5) where the average symbol length ofDH-PlM 

is about quarter that of PPM and half that of DPIM. 

250 ~====--~----__ -. ________ .-______ -, ______ ~ 

Vi' 
t::. 
..c 

200 

g> 150 
Q) 

o 
.0 
E 
>. 
(/) 

Q) 100 
0> 
~ 
Q) 

> 
<{ 

50 

-- PPM 
-B- DPIM 
__ +_ DH-PIM

1 

-e-- DH-P 1M 2 

O~--------L-------~------__ -L ________ ~ ______ ~ 

3 4 5 6 7 8 
M [bit] 

Fig. 3.3: The average symbol length of PPM, DPIM, DH-PlM1 and DH-PlM2 versus 

M. 

3.3 Transmission Bandwidth Requirements 

The bandwidth requirement of any digital pulse time modulation DPTM scheme is 

determined by the frequency characteristics of the pulse [91]. 

The transmission bandwidth requirement ofDH-PIM system can be expressed as : 

1 
Breq =-

't . nun 
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where, "C min is the minimum pulse duration which is given by (3.1) as: 

Therefore, 

aTs 
"Cmin =--

2 

2 
Breq =-

aTs 

Substituting (3.8) in (3.13) gives: 

2LRb 
Breq =-

aM 

Therefore, from (3.7) the bandwidth requirement is given as: 

Rb (2 M - 1 + 2a + 1) 
Breq = ---=---a-M---

The bandwidth requirement ofDPIM is given by: 

Therefore, from (3.10), 

The bandwidth requirement of PPM is given by: 

.+1 

(3.12) 

(3.13) 

(3.14) 

(3.15) 



Therefore, from (3.9), 

Rb 2M 
Breq-PPM = --

M 
(3.16) 

The bandwidth requirements of DH-PIM given in (3.14) is plotted in Fig. 3.4 against 

M for Rb = 1Mbps and a = 1,2&3. The DH-PIM requires less bandwidth with a 

increasing particularly at high values of M (> 5). For example, with M = 6, DH-PIM1, 

DH-PIM2 and DH-PIM3 require 5.83, 3.08 and 2.17 MHz bandwidth respectively, and 

at M = 8, they require 16.38, 8.31 and 5.63 MHz, respectively. 

X 10
7 

5.5 

5 

4.5 

....-. 4 N 
I .......... 

OH-PIM
1 

2 3.5 
c 
Q) 

E 3 ~ 
'5 
rr 
~ 2.5 
.c ..-
-0 2 .§ 
-0 

/OH-PIM2 

C 
C\J 1.5 OJ 

1 

0.5 OH-PIM
3 

0 
3 4 5 6 7 8 9 

M [bit] 

/ 
/ 

10 

Fig. 3.4: Transmission bandwidth ofDH-PIMl, DH-PIM2 and DH-PIM3 versus M for 

Rb = IMbps. 
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Figure 3.5 shows the bandwidth requirements normalised to OOK-NRZ versus bit 

resolution for PPM, DPIM, DH-PIM1, DH-PIM2 and DH-PIM3. DH-PIM1 has similar 

bandwidth requirements as DPIM but lower than PPM. For a > 1 and M> 5, DH-PIM 

shows a considerable bandwidth improvement compared to its counterparts. For 

example, at M = 6, PPM, DPIM, DH-PIM1, DH-PIM2 and DH-PIM3 require 10.7, 5.6, 

5.8, 3.1 and 2.2 times the bandwidth of OOK-NRZ, respectively. This is because the 

minimum pulse width of DH-PIM increases as a increases and as M increases the 

symbol length ofDH-PIM becomes far shorter than those of PPM and DPIM resulting 

in wider slot duration in the case ofDH-PIM compared with its counterparts. 
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Fig. 3.5: Transmission bandwidth of PPM, DPIM, DH-PIM1, DH-PIM2 and DH-PIM3 

normalised to OOK-NRZ versus the bit resolution M. 

43 



3.4 Transmission Rate 

In an anisochronous modulation scheme such as DR-PIM, the symbol length is 

variable and consecutive header pulses define its boundaries. Hence an error is not 

necessarily confined to the symbol in which it occurs. Therefore, it is convenient to 

base the study on the packet transmission rate rather than the bit rate. 

The packet is assumed to have a fixed length of N pkt bits, therefore the average 

length of a DR-PIM packet in time slots is given by: 

Substituting for L , 

Npkt L 
L pkt = ----=-M--

The slot rate Rs = _1_ and the packet transmission rate R pkt = ~ , therefore, 
~ L~ 

Since Ts = 2 (from 3.15), then the packet transmission rate is given by: 
aBreq 

aMBreq 
R kt = ---------':....----

p N (2 M -1 + 2a + 1) pkt 

.+4 

(3.17) 

(3.18) 



For DPIM, the packet transmission rate is given by: 

2MBreq-DPIM 
Rpkt-DPIM = M . 

N pkt(2 + 3) 
(3.19) 

And for PPM, the packet transmission rate is given by: 

MBreq-PPM 
Rpkt-PPM = M 

N pkt 2 
(3.20) 

Figure 3.6 displays the packet transmission rate ofDH-PIMr, DH-PIM2 and DH-PIM3 

versus M for a fixed bandwidth of 1 MHz and N pkt = 1 kilobyte. As M increases, the 

transmission rate decreases because the symbol length increases, and as a increases 

the transmission rate increases. For example, for M = 4, the packet rate of DH-PIMr, 

DH-PIM2, and DH-PIM3 are 44.4, 75.1 and 97.7 packet/sec, respectively and for 

M = 6, the packet rate of DH-PIMr, DH-PIM2, and DH-PIM3 are 20.9, 39.6 and 

56.3 packet/sec, respectively. 
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Fig. 3.6: DH-PIM1, DH-PIM2 and DH-PIM3 packet transmission rate versus M for a 

fixed bandwidth of 1 MHz. 

Figure 3.7 displays the packet transmission rate of PPM, DPIM, DH-PIM1, DH-PIM2 

and DH-PIM3, normalised to that of PPM versus M for a fixed bandwidth of 1 MHz. 

For M> 6, DH-PIM1 displays similar transmission rate compared with DPIM and 

about twice that of PPM, however, DH-PIM2 and DH-PIM3 offer 4 and 6 times the 

transmission rate compared with PPM, respectively . 
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Fig. 3.7: Packet transmission rate of PPM, DPIM, DH-PIM1, DH-PIM2 and DH-PIM3 

normalised to PPM versus M for a fixed bandwidth of 1 MHz. 

Figure 7.8 shows the packet transmission rate of 32-PPM, 32-DPIM, 32-DH-PIM1, 

32-DH-PIM2 and 32-DH-PIM3 versus the bandwidth requirements. It shows that 

32-DH-PIM2 and 32-DH-PIM3 provide higher transmission rate than 32-PPM and 

32-DPIM for a given bandwidth requirement. For example, for a bandwidth 

requirement of 6 MHz, 32-PPM, 32-DPIM, 32-DH-PIM1, 32-DH-PIM2 and 

32-DH-PIM3 achieve transmission rates of 114.3, 208.3, 191.7, 350.2 and 479.3 

packet/sec, respectively. The improvement becomes even more significant for 

Breq > 6 MHz as shown in Fig. 3.8. 
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Fig. 3.8: The packet transmission rate of 32-PPM, 32-DPIM, 32-DH-PIM j , 

32-DH-PIM2 and 32-DH-PIM3 versus the bandwidth requirements. 

3.5 Transmission Capacity 

The transmission capacity for pulse modulation schemes is defined as [10,123]: 

(3.21 ) 

In the case of DH-PIM, DPIM and PPM and assuming an M-bit input word, the 

number of valid code combinations is given as L. 

From (3.9), (3.21) can be written as: 
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thus, 

From (3.6), (3.7) and (3.22), the transmission capacity ofDH-PIM is given as: 

C
T 

= 2MRb(2M~1 +a), 
2M - 1 +2a +1 

From (3.8), and (3.13), (3.24) can be rewritten as: 

2aM2 Breq (2M -1 + a) 
Cr = . 

(2 M - 1 +2a+l) 

The transmission capacity ofDPIM is given as [11,124]: 

From (3.21), (3.9) and (3.16), the transmission capacity of PPM is given as: 

2 
M Breq 

Cr,PPM = 2M 
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The transmission capacity of DH-PIM1, DH-PIM2 and DH-PIM3 versus M for 

bandwidth requirement of 1 MHz is shown in Fig. 3.9. The capacity increases as M 

increases until M= 5, then starts to drop. This can be understood by reference to (3.24) 

where the denominator contains M to the power of 2. As a increases, higher capacity 

can be achieved. For example, at M= 5, a transmission capacity of2.34, 4.06 and 5.36 

Mbps is achieved for DH-PIMl, DH-PIM2 and DH-PIM3, respectively. 
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Fig. 3.9: Transmission capacity ofDH-PIMl, DH-PIM2 and DH-PIM3 versus M for 

bandwidth requirements = 1 MHz. 

Figure 3.10 shows the transmission capacity of PPM, DPIM, DH-PIM!, DH-PIM2 and 

DH-PIM3 normalised to PPM versus M for bandwidth requirements of 1 MHz. For 

M> 6, DH-PIM! and DPIM offer similar capacity, which is about four times that of 
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PPM. DR-PIM3 and DR-PIM2 achieve even higher capacity, which is about 8 and 12 

times that of PPM, respectively. 
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Fig. 3.10: Transmission capacity of PPM, DPIM, DR-PIM!, DR-PIM2 and DH-PIM3 

nonnalised to PPM versus M for bandwidth requirements = 1 MHz. 

3.6 System Simulation 

A general block diagram of an optical system employing DH-PIM is shown in 

Fig. 3.11. The DR-PIM modulator encodes every M-bit input word into a DH-PIM 

signal, which is used by the optical transmitter to drive the optical source. The optical 

source could be a laser diode or light-emitting diode (LED). 
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Fig. 3.11: System block diagram ofDH-PIM. 

The optical wireless channel adds noise, which is dominated by the background light 

shot noise. The shot noise is modeled as a white Gaussian noise. In addition for diffuse 

systems, multipath channel leads to intersymbol interference (ISI), which is significant 

at high bit rates> 10 Mbps [95,125]. The effect of multipath dispersion is studied in 

Chapter 6. 

The optical receiver, typically a p-intrinsic-n (PIN) diode or avalanche photo diode 

(APD) converts the received optical signal into an electrical DH-PIM signal. The 

signal is then passed through a pre-detection filter, the output of which is passed to the 

demodulator in order to recover the OOK bits. Also shown is the clock recovery unit, 

which can be used for synchronisation, as explained in details in Chapter 4. 

3.6.1 DH-PIM transmitter 

The DH-PIM transmitter block diagram is shown in Fig. 3.12. The latch fetches an 

M-bit word. If MSB = 0, the decimal value of the binary word (d) is calculated, 

otherwise the word is inverted using a simple NOT logic gate before the decimal value 

f 
. uTs 

(d) is calculated. A pulse generator generates the header pulse 0 duratIOn -,-

corresponding to HI if MSB = 0, or uTs corresponding to H2 for MSB = 1. The 

generated pulse is fed into an optical transmitter. The latch will fetch the next input 
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word after a delay period of (d + a + l)Ts , which is the duration of transmitting the 

present symbol as shown in Fig. 3.12. 

QJ 

:c 
C\l 
c 
W 

Yes Enable 
MSB = 0 .r-__ -----';4 

? 

No 

Enable 

Fig. 3.12: Block diagram ofDH-PIM transmitter. 

3.6.2 DH-PIM receiver 

The DH-PIM demodulator block diagram is shown in Fig. 3.13. At the demodulator 

each individual symbol length is determined by simply counting the number of time 

slots between the received header pulses, a process which requires no symbol 

synchronisation to interpret the encoded values. The regenerated electrical signal is 

passed through the pre-detection filter, which consists of a matched filter, sampler and 

the decision circuit. 

Slots 
in 

Pre-detection filter 

Fig. 3.13: Block diagram ofDH-PIM receiver. 

53 

M-bit 
data out 



The output of the matched filter is sampled at the slot frequency Is =:. ' then a 
s 

simple threshold detector produces a pulse or empty slot depending on the level of the 

signal. 

The regenerated DH-PIM signal is passed to the demodulator in order to recover the 

input binary words. 

Once a pulse is detected, the following will happen: 

On the leading edge of the pulse, the data latch will latch the data from the slot 

counter which represents the information slots (d) of the previous symbol. 

After a delay of (a + l)Ts' the duration of the header, the slot counter will reset and 

start counting the number of information slots for the new symbol. 

The header identifier will measure the duration of the pulse and decides the type of 

A decimal-to-binary converter will convert the number d into the binary 

equivalent, which will represent the input data word if the header is HI or its 1 's 

complement if the header is H2. Therefore it is required to invert the binary word if 

the header is H2. 

The header identifier drives the switch of the data output between the two DBC 

outputs according to the header detected. 

The complete system, shown in Fig. 3.11 has been simulated usmg MATLAB. 

Simulation flow charts are shown in Appendix A. In the simulation, random bits of 

resolutions M = 4 and 6, have been used as input data to the transmitter at a bit rate of 

I bps. White Gaussian noise has been generated and filtered to simulate the optical 

channel. The level of noise has been chosen so that a slot error rate of 10-9 is achieved. 
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Figures 3.14,3.15,3.16 and 3.17 display selected waveforms of the first 4 symbols for 

16-DH-PIMI, 16-DH-PIM2, 64-DH-PIM1 and 64-DH-PIM2, respectively. The random 

data generated can have any decimal values between (0 - 15) for 16-DH-PIM and (0-

63) for 64-DH-PIM as explained in section 3.2. Here, the symbols shown in Figs. 3.14 

and 3.15 represent the decimal values (14, 13, 7 and 0) and in Figs. 3.16 and 3.17 the 

values (3, 60, 9 and 15). The waveforms shown in Figs. 3.14 - 3.17 are as follows: (a) 

input data, (b) transmitted DH-PIM signal (c) received DH-PIM signal with noise, (d) 

matched filter output, (e) recovered DH-PIM signal, and (f) recovered data. 
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3.7 Summary 

A new modulation scheme, dual header pulse interval modulation (DH-PIM), has been 

introduced in this chapter. The properties of the DH-PIM code, expressions to describe 

the pulse train, a system block diagram and simulated waveforms have been presented. 

Results show that DH-PIM offers shorter symbol length, improved transmission rate, 

capacity and bandwidth requirement compared with existing pulse techniques such as 

DPIM and PPM. It also provides a built-in symbol synchronisation and simple slot 

synchronisation. Results show that as the duration of the pulses increase (i.e. as a 

increases), the performance ofDH-PIM improves in terms of bandwidth requirements, 

transmission rate and capacity. However the average symbol length increases slightly 

as a increases. Also discussed is the system simulation using MATLAB. 
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Chapter 4 

SPECTRAL CHARACTERISTICS 

4.1 Introduction 

The spectral properties of DR-PIM pulse train are studied in this chapter. To confinn 

the validity of the theoretical analysis, a computer simulation model is developed and 

the results presented are in close agreement with the predicted results. 

In section 4.2, the Fourier transfonn ofDR-PIM pulse train is presented. Section 4.3 is 

devoted to a full mathematical derivation of the fonnula for the power spectral density 

of DR-PIM. A further discussion of the PSD fonnula is presented in section 4.4 with 

regard to the DC and slot spectral components and recovery of the slot components. 

Section 4.5 is dedicated to the results obtained from simulation and theoretical 

analysis. Results show that the PSD profile of DR-PIM contains a DC component, 

which tends to infinity when the number of symbols used in the investigation tends to 

infinity. The PSD profile of the DR-PIM also contains a slot component, \\'hich can be 

used for slot synchronisation. The locations of the slot component and its harmonics 

are dependent on a. Moreover, these components are distinct only when a is odd and 
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are masked by the nulls when a is even. Simulation of the PSD of PPM and DPIM 

shows a similarity to DR-PIM in the PSD profile. Concluding remarks are presented in 

section 4.6. 

4.2 Fourier Transform of DH-PIM 

The mathematical model of a DR-PIM pulse train has been presented in section 3.3. 

The truncated transmitted signal x N (t) of N symbols is given by (3.8) as: 

(4.1 ) 

where V is the pulse amplitude, h
n 

E {0,1} indicating RI or R2 respectively, n is the 

instantaneous-symbol number and Tn is the start time of the nth symbol defined in 

(3.10) as shown in figure 3.1. 

The Fourier transform of the truncated signal (4.1) can be written as: 

Where co is the angular frequency. 

Therefore, 
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(4.3) 

Thus, the Fourier transform of the truncated DR-Pill signal can be written as: 

. (4.4) 

4.3 Power Spectral Density of DH-PIM 

The power spectral density of the signal can be obtained by averaging over a large 

number of symbols N and then performing the limiting operation as given in [91]: 

(4.5) 

whereE[x] IS the expected value of x and X;z,(ro) is the complex conjugate of 

From (3.10), the expected value of (TN - TO) is given by: 

(4.6 ) 
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and, 

(4.7) 

where, 

(4.8) 

Expression (4.8) is best evaluated by splitting it into three regions: 

(i) S Nl (0)), where q < n 

(ii) S N2 (0)), where q = n 

(iii) S N3 (0)) , where q > n 

and then summing them up as: 

S N (0)) = S Nl (0)) + S N2 (0)) + S N3 (0)) . (4.9) 



Here we set out to find the expressions for SN (co) S (co) and S () l' d 1 ' N 2' N3 co as out me 

in (4.9). 

(i) Taking q < n in (4.8) gives: 

(4.10) 

(4.11) 

h
n 

E {O,l} and hq E {O,l} so the expected values of hn and hq are: 

( 4.12) 

Furthennore h h E {O ° ° I} so the expected value of h"hq is: 
, 11 q ", 
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(4.13) 

Consequently, the first factor reduces to: 

Efl+h h +h e-juillTsl2 +h jUillTsI2]_ 5 (aWTs] 9 2· 2(
aWTS] ~ n q n q e - - + cos = - - sm 

4244' 
(4.14) 

and the second factor to: 

n-l 

- jillTs Idk 
E e k=q 

n-l 

- jillTs I dk 
E e k=q 

n-l 

- jillTs I dk 

E e k=q 

[ ( 

. M-I J]n-
q 

1 1 - e - Jill Ts 2 

- 2M -1 1- e -jillTs 
(4.15) 

Substituting (4.14) and (4.15) into (4.11) gives: 
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S Nl (0)) = I I - - 2 sin 2 aO) s . 1 . 1 - e J . s e - jill Ts (n - q )( a + 1) N -1 n-l [9 (T )] ( - 'illT 2
M

-
1 In

-

q 

n = 1 q = 0 4 4 2 M -1 1 _ e - Jill Ts ' 

(4.16) 

Now letting, 

( 4.17) 

and using the result, 

N-ln-l G [ ] I I Gn-q = 2 N(l- G) - (1- G
N

) , 

n=lq=O (1- G) 
(4.l8) 

in (4.16) gives: 

[
9 . 2 (aO) Ts )] G [ N ] S Nl (0)) = - - 2 sm 2 N (1 - G) - (1- G ). 
4 4 (1- G) 

( 4.19) 

(ii) Taking q = n in (4.8) gives: 

S N2 «(j)) = "I'E[V + hne - jroT,a /2 XI + hne
jro 

T,a 12 l], 
n=O 
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h; E {O,l} , thus, 

(4.20) 

Hence, S N2 (co) can be written as: 

thus, 

(4.21 ) 

(iii) Taking q > n in (4.8) gives: 

N-2 N-l . q-l 

S N3 (ill) = I I E (\ + hne - j(jJ T,a / 2 )(1 + hqej(jJ T,a /2)e - jro T, (a +l)(n-q) /ro T, k~"d k 

n=O q=n+l 

which can be rewritten as: 
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Interchanging the letters q & n gives: 

( 4.22) 

Therefore, 

S N3 ( co) = S ~I (co) , (4.23) 

and, 

S NI (co) + S N3 ( co) = 2 Re[ S NI (co) ] . (4.24) 

Substituting (4.19), (4.21) and (4.24) into (4.9) will result in: 

SN(ro) = ~[5 -4Sin
2

( a:Ts )]+[~ -4Sin
2

( a:Ts )]R~(I_~)2 [N(l- C) _(l-CN)]}, 

(4.25) 

with G given in (4.17). 

The power spectral density of the truncated signal can be obtained by substituting (4.6) 

and (4.7) into (4.5) to produce: 
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4V2 sin 2( acoTS) 
P(co) = 4. lim {SN(CO)}. 

2 [ 2M -1 -1] N -)00 N 
(4.26) 

co Ts l+a+---
2 

To simplify (4.26), the possible values of S N (co) must be investigated as given in 

(4.25), which largely depend on G. 

G can be rewritten from (4.17) as: 

G= 1 {I + e-}ffiTs +e-}2ffiTs + ... +e-}ffi(2
M

-
1
-l)Ts }.e-}ffi(U+l)Ts . 

2M - 1 

Therefore, the absolute value of this is given as: 

hence, 

thus, 

Therefore, only two cases needed to be investigated as outlined below. 
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Case 1: where IGI < 1 

From (4.27) & (4.28), IGI < 1 when e - j(j)Ts * 1, i.e. co * 2nK where K is a positive 
Ts 

integer. 

Here, lim GN 
= 0 and therefore, from (4.25): 

N~oo 

substituting (4.30) into (4.26) results in: 

(4.31 ) 

Expression (4.31) gives the PSD profile of the DH-PIM signal when it is finite. (Here, 

IGI * 1 and co * 0 ). 

Case 2: where G = 1 

-J°(j)T l' 2nK From (4.27), G = 1 when e s = ,1.e. co = -- where K is a positive integer. 
Ts 

Here, expression (4.25) is indetenninate, but applying L'Hopital's rule [126] with 

G --+ 1 gives: 
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lim { G .[N(1-G)_(1-GN)]~= N(N-1) 
G ~ 1 (1 - G) 2 ~ 2 ' 

thus from (4.25): 

Substituting (4.32) into (4.26) results in: 

Depending on the value of K, (4.33) will tend to 0 or 00, as discussed below: 

1. For K = 0, ffi = 0, and applying L'Hopital's rule (since at ffi = 0, (4.33) is 

indeterminate) (4.33) will tend towards infinity with N as: 

. 2( UffiT
s J sm 

4 
(4.34 ) 

a 2V2y 
P( 0) = ( s) lim {9 N + I} --+ 00 . 

82 M - 1 + 2u + 1 N~oo 
("+.35) 
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2. For K - 2u h 0 .. 2n 
- a were u *- IS an Integer, co = 2u-- (i.e. even mUltiple of the slot 

aTs 

frequency), (4.33) reduces to zero (P( co) = 0), thus contributing to all the nulls in 

the spectrum. The location of the nulls thus depends upon a. 

3. For all other frequencies of the form co = 2nK 
T ' s 

sm =1 . 2( acoT
s J 

4 ' 

therefore, (4.33) reduces to: 

2 
P(co) - V Ts . 

- 2 2 ( M -1 ) hm (N + 1), 
2n K 2 + 2a + 1 N~oo 

therefore, 

P(co) ~ 00. 

( 4.36) 

K Thus giving the potential distinct slot component and its harmonics at m = 2n-
T' s 

which correspond to the case when a is an odd integer and K is an odd integer. 

Therefore, the spectrum consists of a sine envelope when mTs is not integer, distinct 
2n 

amTs 
frequency components at the slot frequency and its harmonics when is odd 

2n 

integer and nulls when aco Ts is even integer as discussed above. This confinns that 
2n 

the presence of the slot components and the locations of nulls are affected by the pulse 
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shape. Depending on the values of a, the slot component and its hannonics may 

coincide with the nulls of the sine envelope, as discussed in the next section. 

The above results are best summarised by: 

P(O))= 

4V
2 sint~~ X[5-4siif( ~ )]+-SSin2( ~ )]R{~)} 

2nK 
; O):;t-

0)2rJ2M-l +2a+l) 1's 

2nK . 
; 0)=- andeltherK even ora even 

1's 
o 

00 
2nK 

; O)=r. andbothK oddarrl a odd. 
s 

(4.37) 

4.4 Further Discussion of the PSD Expression 

4.4.1 DC component 
. 

The DC component of the power spectral density is given in (4.35). From (4.35) and 

assuming N is a limited and very large number, the DC component is: 

a 2V2Ts (9N + 1) 
PDC ~ { ). 

81+2a+2M -
1 

( 4.38) 

For M= 2 and a = 1, the DC component of the power spectral density of 4-DH-P1M t 

is given from (4.38) as: 
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( 4.39) 

Therefore, by dividing the expression in (4.38) by that in (4.39), the DC component of 

DH-PIM normalised to that of 4-DH-PIM1 can be given by: 

5a 2 
PD ------C-nor - MI' 

1+2u +2 -
(4.40) 

Therefore, the normalised DC component depends on the values of a and M as will be 

shown in the results section. 

4.4.2 Slot component 

The amplitude of the slot component tends to infinity when N tends to infinity, and 

assuming N is a limited and very large number, (4.36) can be written as: 

Ps10t (ill) ~ 2 2 ( M -1 ). 
21t K 2 + 2a + 1 

(4.41 ) 

The peak amplitude of the fundamental slot component of 4-DH-PIM 1 is given from 

(4.41) as: 

(4.42 ) 
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Therefore, by dividing (4.41) on (4.42), the peak amplitude of the fundamental slot 

component ofDH-PIM normalised to that of 4-DH-PIM1 can be given by: 

p _ 5 
slot-nor - MI' 

1+2a +2 - (-+.-B) 

Therefore, the amplitude of the normalised fundamental slot component is a function 

of M and a as will be shown in the results section. 

4.4.3 Slot recovery 

The presence of the slot component in the spectrum suggests that the slot 

synchronisation can be achieved using a phase locked loop (PLL) circuit which can be 

employed at the receiver to extract the slot frequency directly from the incoming 

DH-PIM data stream similar to that in PPM and DPIM. For all even values of a, the 

slot components are masked by the nulls and therefore, at the receiver end a simple 

PLL circuit is not capable of extracting the slot frequency. However, the slot frequency 

can be extracted by employing a nonlinear device followed by a PLL circuit [127-

128]. 
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4.5 Results and Discussions 

In this section the results obtained from the theoretical analysis and from computer 

simulation are presented. The predicted results have been obtained using (4.37). To 

confirm the predicted results, the complete DR-PIM system has been simulated using 

MATLAB which estimates the PSD using Welch's averaged modified periodogram 

method. The simulation process is explained in a flow chart as shown in Fig. 4.1. 

Start 

t 
Select parameters 

(M, Ts ' V, N and a) 

i 
Generate N M-bit symbols of 

random data bits 

i 
Encode into a DH-PIM 

sequence 

i 
Replace each '1' by 10 '1 's 

and each '0' by 10 'O's. 

i 
Apply PSD function on the 

sequence 

i 
Plot PSD curve vs. frequency 

1 
All done 

Fig. 4.1: Flow chart of the simulation process using Matlab. 
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A data generator has been used to obtain N consecutive input symbols of OOK-NRZ 

data, which were encoded by a DH -PIM modulator to produce the corresponding 

DR-PIM symbols. The ideal results require N to tend to infinity, however, because of 

computational power limitations, N is chosen to be 500 symbols. This process has been 

repeated for different bit resolution M and different values of a. The slot duration is 

chosen as Ts = 1 sec., thus the slot frequency is 1 Hz. Table 4.2 shows the parameters 

used to obtain the calculated and simulated results. 

Parameter Value 

a 1,2,3,4and5 

M 2, 3, 4, 5, 6, 7 and 8 slots 

N 500 symbols 

Ts 1 sec 

V 1 volt 

Pulse duty cycle (for PPM and DPIM) 100% 

Table 4.2: Parameters used in the calculation and simulation. 

The PSD was obtained and the results are shown in Figs. 4.2, 4.3 and 4.4 for 8-

DH-PIMl , 8-DH-PIM2 and 8-DH-PIM3, respectively. Also the corresponding predicted 

results using the same simulation parameters are shown in Figs. 4.2, 4.3 and 4.4. It can 

be noticed from these figures that the predicted and simulated results display a very 

good agreement. However, at slot frequency and its harmonics, the simulated results 

have shorter amplitude than the predicted ones because of the limitations on the 
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number of symbols used in simulation, and these components should tend to infInity 

when Ntends to infInity as explained in (4.37). 

The spectral profile of DH-PIM j contains a DC component, a distinct slot component 

and its harmonics at odd multiples of the slot frequency, and nulls at even multiples of 

the slot frequency as shown on Fig. 4.2. 

102 ~----------~----------~---------,-----------.-, 

fs 

• 

8-DH-PIM_1 

3fs 

Predited result 
Simulated result 

10-8 L ______ -L _____ J...-____ -L _____ -':--' 

o 1 2 3 4 
F [Hz] 

Fig. 4.2: The predicted and simulated power spectral density of 8-DH-PIM j versus the 

frequency. 

For DH-PIM2, the nulls coincide with the slot component and its hannonics, thus 

suppressing them to zeros as shown in Fig. 4.3. 
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8-DH-PIM 2 
_ Predited result 
.. ... Simulated result 

10-8 L-__________ L-________ ~~ ________ ~ __________ ~~ 

o 1 2 3 4 
F [Hz] 

Fig. 4.3: The predicted and simulated power spectral density of 8-DH-PIM2 versus the 

frequency. 

For DH-PIM3, the slot components remain fixed in the frequency spectrum as in 

DH-PIM1, however three nulls exist between the slot component and its third harmonic 

as shown in Fig. 4.4. 
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fs 

8-DH-PIM 3 
_ Predited result 

Simulated result 

10-8 ~ __________ ~ __________ ~ ________ ~ __________ ~~ 

o 1 2 3 4 
F [Hz] 

Fig. 4.4: The predicted and simulated power spectral density of 8-DH-PIM3 versus the 

frequency. 

For higher values of the bit resolution M, the PSD profile is similar to M = 3, however 

the amplitude decreases as M increases. This is best illustrated in Figs 4.5 and 4.6 

where 3-D plots of the simulation results for DH-PIM1 and DH-PIM2 are presented. 

Figs. 4.5 and 4.6 incorporate essential features of Figs. 4.2, 4.3 and 4.4 as already 

discussed. Notice the disappearance of the slot components at high values of M (i.e. 

M> 7). Thus, making the clock recovery process a complex one. 
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Fig. 4.5: 3-D simulated POWer Spectral densitYOfDH_PIM, versus the bit resolution 

(M) and the frequency. 

82 



N 
I -(f) ..... 

~ 
o -:5 
(f) 10 
0.. 

o 

DC 
components 

3 

F [Hz] 

8 

5 2 
M [bit] 

Fig. 4.6: 3-D simulated power spectral density ofDH-PIM2 versus the bit resolution 

(M) and the frequency. 

For a > 3 the spectral profile is broadly similar to the above results. 

The PSD profile ofDH-PIM contains a distinct DC component, which tends to infinity 

when N tends to infinity as given in (4.35). From (4.40), the normalised DC 

component decreases as a decreases and M increases. Figure 4.7 shows the predicted 

DC component of DH-PIMl , DH-PIM2, DH-PIM3, DH-PIM4 and DH-PIMs 

normalised to that of 4-DH-PIM1 versus the bit resolution M. 
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Fig. 4.7: Predicted DC component of DH-PIM1 , DH-PIM2, DH-PIM3, DH-PIM4 and 

DH-PIMs normalised to that of 4-DH-PIM j versus the bit resolution M. 

Changing the value of a has an effect on the amplitude of the normalised DC 

component when M is small (M < 6), however, PDC-nor becomes less dependant on a 

for M> 6. For example, at M = 3, the normalised DC level of DH-PIM j is about l.5, 

3.4, 5.5 and 7.6 less than DH-PIM2, DH-PIM3, DH-PIM4 and DH-PIMs, respectively. 

However, at M = 8, the normalised DC level ofDH-PIMI is about 0.11, 0.29, 0.54 and 

0.85 less than DH-PIM2, DH-PIM3, DH-PIM4 and DH-PIMs, respectively as shown in 

Fig. 4.7. 
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The slot component of DH-PIM is distinct only when a is odd, and is masked by the 

nulls when a is even. From (4.43), the amplitude of the normalised slot component 

(~lot-nor) decreases as a and M increase. Figure 4.8 shows the predicted slot 

components of DH-PIMl, DH-PIM3 and DH-PIMs normalised to that of 4-DH-PIM
1 

versus M as given in (4.43). 
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Fig. 4.8: Predicted fundamental slot component ofDH-PIM1, DH-PIM3 and DH-PIMs 

normalised to that of 4-DH-PIM:1 versus the bit resolution M. 

P depends strongly on a when M is small (M < 4) decreasing with higher values slot-nor 

of a. However, at higher bit resolution (M > 4), the slot component becomes less 

distinct and less dependent on a as shown in Fig. 4.8. 
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For example, For M = 3, the nonnalised slot amplitude of DH-PIM l is ~ 0.26 and 

~ 0.38 greater than DH-PIM3 and DH-PIM5, respectively. However, for M = 6, the 

nonnalised slot amplitude of DH-PIMl is ~ 0.015 and ~ 0.027 greater than DH-PIM3 

and DH-PIM5, respectively as shown in Fig. 4.8. 

To compare the PSD ofDH-PIM with those of PPM and DPIM, the later two systems 

have been simulated following the same procedure explained in Fig. 4.1 and the same 

parameters as in DH-PIM system. The pulse duty cycle is chosen to be 100%, thus the 

slot components are masked by the nulls. The PSD profile for 8-DH-PIM2, 8-PPM and 

8-DPIM versus the :frequency is shown in Fig. 4.9. The PSD curve of 8-DH-PIM2 is 

similar to those of 8-DPIM and 8-PPM, however, 8-DH-PIM2 has a slightly higher 

PSD profile. This results :from the fact that, the slot duration of DH-PIM is wider than 

those of DPIM and PPM, and, unlike PPM and DPIM where the symbol contains one 

pulse only, each DH-PIM symbol may contain one or two pulses. This suggests that 

the effect of baseline wander, which arises :from the use of a high-pass filter to mitigate 

lSI caused by fluorescent lighting [16,81-82,129], on DH-PIM will be slightly worse 

than it on PPM and DPIM. 
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Fig. 4.9: Simulated power spectral density ofDH-PIM2, DPIM and PPM versus the 

frequency. 

4.6 Summary 

A complete mathematical model has been developed to investigate the spectral 

behaviour of DH-PIM pulse train has been presented. Simulation results presented are 

in close agreement with the theoretical predictions, thus validating the DH-PIM 

spectral model. 

It is shown that DH-PIM contains a DC component, which tends to infinity when the 

number of symbols tends to infinity. The normalised DC component decreases as a 

decreases and M increases and is very much dependant on the value of a for M < 6. 

The slot component of DH-PIM, which can be used for slot synchronisation, tends to 
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infinity when the number of symbols tends to infinity, however, it is distinct only 

when a is odd and is masked by the nulls when a is even. The amplitude of the 

normalised slot component decreases as a and M increase and it depends strongly on a 

when Mis small (M<4). 

Simulation results showed that DH-PIM2 has a slightly higher PSD profile compared 

with PPM and DPIM, however, the PSD profiles of the three schemes are similar. 
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Chapter 5 

ERROR PERFORMANCE 

5.1 Introduction 

In this chapter, the error perfonnance of DR-PIM in distortion-free LOS optical 

wireless channels is analysed. A complete derivation of the equations for slot and 

packet error rates for DR-PIM scheme is presented in section 5.2 as well as the 

corresponding fonnulas for DPIM, PPM and OOK. An equation for the optical power 

requirement of DR-PIM is also derived, and the corresponding fonnulas for DPIM, 

PPM and OOK are given in section 5.3. Section 5.4 presents results obtained from 

computer simulation and theoretical calculations. The simulated results match with the 

calculated results, confinning the validity of the theoretical analysis. The perfonnance 

ofDR-PIM is compared with PPM, DPIM and OOK modulation schemes. It is shown 

that DR-PIM offers improved error perfonnance compared with OOK but is 

marginally inferior to PPM. DR-PIM I displays an improvement perfonnance over DR

PIM2 but similar perfonnance compared with DPIM. Results also show that the 
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minimum optical power and bandwidth requirements are achieved for 16-DH-PIM
1 

and 64-DH-PIM2. A summary of the chapter is presented in section 5.5. 

5.2 Probability of Errors 

In DH-PIM, the symbol length is variable and consecutive header pulses define its 

boundaries. Hence an error is not necessarily confined to the symbol in which it 

occurs. Consider a packet of DH-PIM symbols. A pulse detected in the wrong slot 

would only affect symbols either side of the pulse, whereas detecting an additional 

pulse (i.e. false alarm) would split a symbol into two shorter length symbols. On the 

other hand, a pulse not detected would combine two symbols into one longer sequence 

of a length greater than Lmax or otherwise. Therefore, in order to compare the 

performance of the DH-PIM with other schemes, it is necessary to base the analysis on 

the packet error rate (PER) rather than bit error rate (BER). 

A non-dispersive optical wireless system model for IMIDD schemes DH-PIM, DPIM, 

PPM and OaK employing a threshold detector is shown in Fig. 5.1. The 

waveformx(t) is scaled by the peak photocurrent I p and the slot duration Ts is chosen 

so that the symbol in each modulation scheme has the same average transmitted optical 

power P, which is assumed as a reference. The optical signal is transmitted over a 

non-dispersive channel h(t). White Gaussian noise is added to the signal before being 

detected at the receiver. The receiver employs a unit-energy filter ret), which is 

matched to x(t) followed by a sampler operating at a rate is = _1_. Finally, a simple 
Ts 

threshold detector is employed to recover the detected symbol. 

90 



R Shot noise 
n(t) 

Fig. 5.1: IMIDD schemes: DH-PIM, DPIM, PPM and OOK non-dispersive optical 

wireless system model using a threshold detector. 

In the following analysis, the following assumptions are made [7,80J: 

(i) The transmission link is a line-of-sight, and the channel imposes no multipath 

dispersion and no path loss. 

(ii) The noise associated with the receiver is negligible and the dominant noise 

source is due to background shot noise, which is assumed as a white Gaussian. 

(iii) There is no interference due to artificial light, this removes the need for a high-

pass filter at the receiver and prevents baseline wander. 

(iv) There is no bandwidth limitations imposed by the transmitter and receiver. 

(v) HI and H2 are equally likely. 

In addition, it is observed that any error III any time slot within the packet will 

invalidate that entire packet, thus, the probability of the packet error may be expressed 

as [7,125J: 

y 

P pe = 1 - TI (1- Psy n ) , (5.1) 

n=l 
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where PSYn is the probability that the nth symbol is in error, Y = N pkt is the number 
M 

of symbols within the packet, and N pkt is the packet length in bits. 

The detected signal at the input of the matched filter can be modeled as: 

{

I p + n(t); pulse present 
yet) = 

net) ; pulse absent, 
(5.2) 

where net) represents the white Gaussian shot noise due to ambient light which has a 

one-sided power spectral density 11, zero mean and a variance of 0'2 . 

First we need to investigate the probability of slot error, which with reference to Fig. 

5.2, is defined as [122,130]: 

Pse = POPeO + PIPel, (5.3) 

where, Pel is the probability of erasure error, PeO is the probability of false alarm and 

PI and Po are the probabilities of receiving a pulse (one) and empty slot (zero), 

respectively and are given as: 

and, 

3a 
PI = --=, 

4L 
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4L-3a 
Po = 1- PI = -

4L ' (5.5) 

The probability density functions for the detected signal in the absence and presence of 

a pulse are given respectively by [122]: 

1 2 
PO(y)= e-Y 12cr2, 

-J27tcr 

() 
1 -(y-Ip)2/2cr2 

PI Y = ~ e 
-y27tcr 

po(y) .. 
· · · · 

PI(Y) .. 
. . 

Pel PeO 

(5.6) 

(5.7) 

y 

Fig. 5.2: Probability density functions for the detected signal in the absence and 

presenc~ of a pulse. 

Since the probability of receiving a pulse is less than the probability of receiving no 

I 
pulse, then the optimum threshold level will be above ~, and may be defined in 

2 

terms of I pas: 
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(5.8) 

where, 0 < k < 1 represents a threshold factor. 

For the case of transmitting an empty slot, the probability of a false alarm is given as: 

00 1 2 - f -y 12cr2 d P eO - r;:;- e y , 
kI -..; 2ncr 

p 

(5.9) 

For the case of transmitting a pulse, the probability of erasure error is given as: 

kIp 2 

f 
1 -(y-Ip) 12cr2

d Pel = ~ e y, 
-..;2ncr 

-00 

(5.10) 

where, the function Q(X) is defined by [122]: 

(5.11) 
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The output of the matched filter at t = Ts when a pulse is received is equal to the 

energy of a pulse given as: 

(5.12) 

In the case of a matched filter, (5.2) can be replaced by [122]: 

{

E p + n(Ts); pulse present 

y(Ts) = n(Ts) ; pulse absent. 
(5.13) 

and assuming that the output noise is Gaussian with zero mean, then the standard 

deviation (J has the value [122], 

(5.14) 

Therefore, incorporating (5.13) and (5.14) in (5.9) and (5.10), i.e. substituting E p for 

~
E 

I and _P- for IT, gives: 
p 2 

(5.15) 

and, 

(5.16) 
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Since the channel has no path loss, then the average received optical power is equal to 

the average transmitted optical power P. In the absence of noise and for a 

photodetector responsivity R, the photo current is given by: 

I = 4LRP 
p 3a 

Thus the energy of a pulse is given as: 

Substituting (S.18) in (S.1S) and (S.16) gives: 

J.lkRP ( -J PeO = Q ~TJRb ' 

(~(l-k)RP J 
Pel = Q ~TJRb ' 

where, 

~=t2ML . 
9a 2 

(5.17) 

(5.18) 

(5.19) 

(5.20) 

(5.21 ) 

Substituting (S.4), (S.S), (S.19) and (S.20) in (S.3) gives the probability of slot error for 

DH-PIM as: 
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Pse = 1 [(4L-3a~(' ~kRPJ+3aQ(~(1-k)RPJ]. 4L ~l1Rb ~l1Rb (5.22) 

From (5.1), the packet error rate can be written in terms of slot error rate as: 

P =1-(I-P )NpktLIM pe se . (5.23) 

For very small values of Pse , Ppe can be approximated by: 

(5.24) 

Thus, the probability of packet error for an N pkt -bit DH-PIM packet can be given as: 

P e ;::::; N pkt [(4L -3a ~(~kRPJ + 3aQ(~(I- k)RPJ]. (5.25) 
p 4M ~l1Rb ~l1Rb 

For comparison, the error rate formulas for DPIM, PPM and OOK are also given using 

the same assumptions as for DH-PIM and for the same average transmitted optical 

power P and photodetector responsivity R. 

In DPIM, the pulse energy can be given as [7,13]: 
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(5.26) 

The slot error rate for DPIM is given as [7]: 

1 {(- \n[ <pkRP J [<p(1- k )RP J} Pse-DPIM = L LDP1M -IU M +Q M ' 
DPIM llRb llRb 

(5.27) 

where, L DPIM is given in (3.10) and <p is given by: 

(5.28) 

And the DPIM packet error rate using packets of N pkt bits is given as: 

In PPM, the pulse energy can be written as [7]: 

(5.30) 

where, L is given by (3.9) and S by: 
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(5.31) 

The slot error rate for PPM using a threshold detector is given as [7]: 

And the PPM packet error rate using packets of N pkt bits is given as: 

N pkt { ( (,kRP J ( (,(1- k)RP J} 
Ppe-PPM '" M (L -l)Ql M + Ql M . (5.33) 

In OOK-NRZ for k = ~ the probability of bit error is given as [1,7]: , 2 ' 

(5.34) 

And the OOK-NRZ packet error rate using packets of N pkt bits is given as: 

(5.35) 
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Note that the OOK-NRZ electrical signal-to-noise ratio is given by: 

(5.36) 

5.3 Optical Power Requirements 

The optical power requirement is an important indicator of the system performance 

when designing an optical wireless system. The most appropriate parameters of a 

system are those that result in the smallest optical power requirement at the minimum 

bandwidth. To simplify the study, it is assumed that the threshold level is set midway, 

i.e. k = ~, thus from (5.8), the optimum threshold level is defined as: 
2 

From (5.25), the DH-PIM packet error rate can be approximated by: 

(5.37) 

(5.38) 

and from (2.38), the average optical power requirement for DH-PIM is given by: 

p = 2M Q-l( MPpe J. 
req ~R N pktL 

(5.39) 
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Using (5.29), (5.33) and (5.35), and letting k = -.!., the power requirements for DPIM 
2 ' 

PPM and OOK can be given, respectively as: 

req-DPIM = Q P 2~l1Rb -1 [MPpe-DPIM J 
<pR N pktL DPIM ' 

(5.40) 

p = 2M -1 [MPpe-PPM J 
req-PPM I'D Q , 

'7'\. N pktL 
(5.41) 

and, 

p = )l]Rb Q-l[Ppe-OOK J req-OOK 2 . 
2R Npkt 

(5.42) 

5.4 Results and Discussions 

The optical wireless system model shown in Fig. 5.1 has been simulated using the 

Matlab software for DH-PIM, DPIM, PPM and OOK schemes. The input signal is 

composed of binary independent, identically distributed bits of '1 's and 'O's. 

Depending on the modulation scheme, the encoder maps each word of M bits into a 

corresponding DH-PIM, DPIM or PPM symbol. Figure 5.3 shows a flow chart of the 

slot error rate simulation. As explained in section 5.2, each pulse is scaled to the peak 

photo current I p before transmission. White Gaussian noise is added to the signal 

before being detected by a photodetector with a responsivity R. The regenerated 
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electrical signal is passed through a matched filter, the output of which is sampled at 

1 
the slot frequency Is = -, followed by a threshold detector. 

Ts 

Q) 
:::J 

co 
> 
E 
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E ·x 
co 
E 

:;::::; 
C 
:::J 

0::: 
Z 
C/) 

Q) 
(J) 

co 
~ 
() 
c 

Start 

Select parameters (M, Rb , 'th-OP' R, a & J b) 

First value of SNR 

Calculate P, I p' 11 and cr 

Generate 12,000 random data bits 

Encode into a DH-PIM sequence 

Scale the signal to I p 

Add noise 

Calculate the matched filter output 

Calculate the output of the threshold detector 

Compare the Tx and Rx DH-PIM slots 

P se = No. of errors / total No. of slots 

Plot P se vs. p 

All done 

Fig. 5.3: Flow chart of the Pse simulation. 
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The regenerated DH-PIM signal is passed to the decoder in order to recover the data 

bits. Table 5.1 shows the parameters used to obtain the calculated and simulated 

results. The assumptions stated in section 5.2 are also used in the simulation and the 

packet length was chosen as N pkt = 1 kilobyte [125]. The one-sided power spectral 

density 11 of the shot noise is calculated using (5.43) by setting the background natural 

(solar) light current to 1 b = 200 ~ [80]: 

11 = 2qe1b, (5.43) 

where q e is the electron charge. 

Parameter Value 

Number of random input bits 12,000 bits 

a 1 and 2 

M 2, 3,4, 5, 6, 7 and 8 slots 

1th - op 0.521 p 

Detector responsivity (R) 0.6 AIW 

Background noise current (1 b) 200JlA 

Packet length ( N pkt ) 1 kilobyte 

Bit rate (Rb) 1 10 and 100 Mbps , 

Pulse duty cycle (for OaK, PPM and DPIM) 100% 

Table 5.1: Parameters used in the calculation and simulation. 
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Figure 5.4 shows the predicted and simulated slot error rate results for DH-PTh1] and 

DH -PIM2 versus the average optical power for a bit rate of Rb = 1 Mbps and different 

values of M . Predicted and simulated results show a good agreement for Pse ~ 10-4 . 

However, for lower values of Pse , the simulated results start to deviate from the 

predicted curves. This is because the number of data bits used in the simulation was 

limited to 12,000 bits due to the limited computational power. 
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Fig. 5.4: Predicted and simulated Pse curves for DH-PIMI and DH-PIM2 versus P for 

Rb = 1 Mbps and different values of M. 
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As expected, the Pse improves as M increases or a decreases. At P = 10-9 the 
se , 

power requirement decreases by ~ 1.5 dBm as M increases by one. However, for the 

same M, DH-PIM1 requires 3 dBm less optical power compared with DH-PIM2. This 

improvement in the receiver sensitivity is offset by the increase in the transmission 

bandwidth for DH-PIM1• 

Figure 5.5 shows the Pse versus P for 16-DH-PIM1 and 16-DH-PIM2 (M = 4), and 

different values of bit rate (Rb = 1, 10 and 100 Mbps). For a given ~e' the power 

requirement increases by about 5 dBm each time the bit rate is increased by a decade 

for both schemes. 
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Fig. 5.5: Predicted Pse curves for 16-DH-PIMl and 16-DH-PIM2 versus P for 

Rb = 1, 10 and 100 Mbps. 
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In Fig. 5.6, the slot error rate of 16-DH-PIM1 and 16-DH-PIM2 are compared \\lith 

those of 16-DPIM, 16-PPM and OOK for Rb = 1 Mbps. DH-PIM displays improved 

performance compared with OOK. DH-PIM1 error performance is similar to DPIM. 

but is marginally inferior to PPM requiring -1 dBm more optical power at Pse = 10-9
. 

On the other hand DH-PIM2 shows deterioration in performance compared with both 

DPIM and PPM, requiring 3 dBm and 4 dBm more optical power, respectively at 

P = 10-9 
• se 

100 r----,-------,--------,--------,-------,-------,-------- ---- --- --- ---- --

Rb = 1 Mbps 

10-4 
OOK 

Q) 

16-PPM (/) 

a.. 
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16-DH-PIM --~\ 2 \ 
16-DH-PIM1 

10-8 
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-52 . -51 

A\€rage transmitted optical power [dBm] 

Fig. 5.6: Predicted P
se 

curves for 16-DH-PIMl, 16-DH-PIM2, 16-DPIM, 16-PP\1 and 

OOK versus P for Rb = 1 Mbps. 
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Figure 5.7 shows the predicted packet error rate curves versus P for Rb = 1 Mbps and 

different values of M. For Ppe = 10-6 P drops by about 1 5 dB h ~f . , . m w en j~ Increases 

by 1, and for a given M, DH-PIM} of~ 3 dB . lers ~ m Improvement in the receiYer 

sensitivity compared with DH-PIM2. 

M=6 

DH-PIM
1 

DH-PIM
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Average transmitted optical power [dBm] 

Fig. 5.7: Predicted Ppe curves for DH-Pill} and DH-Pill2 versus P for Rb = 1 Mbps 

and different values of M. 

For both DH-Pill} and DH-Pill2, the optical power requirement increases by about 5 

dBm when the bit rate increases from 1 to 10 to 100 Mbps, as shown in Fig. 5.8. 
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Fig. 5.8: Predicted Ppe curves for 16-DH-PIM1 and 16-DH-PIM2 versus P for 

Rb = 1,10 and 100 Mbps. 

The packet error rate performance ofDH-PIM is compared with those of DPIM, PPM 

and OOK-NRZ and the results are shown in Fig. 5.9. The performance characteristic is 

very similar to Fig. 5.6, with DH-PIM1 displaying slightly better perfonnance 

compared with DPIM, but marginally inferior to PPM. Notice that 32-DH-PIM1 

achieves ~0.5 dBm less packet error rate at Ppe = 10-6 compared with 16-PPM. 
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Fig. 5.9: Predicted Ppe curves for 16-DH-PIMl , 16-DH-PIM2, 16-DPIM, 16-PPM, 

OOK and 32-DH-PIM l versus P for Rb = 1 Mbps. 

The average optical power requirements for DH-PIMl , DH-PIM2, DPIM, PPM and 

OOK normalised to that required by OOK-NRZ to send 1 kilobyte packets at a 

standard P
pe 

= 10-6 versus the bandwidth requirements normalised to the bit rate 

B 
~ have been calculated using (5.39) to (5.42), and the results shown in Fig. 5.10. 
Rb 

The numbers III Fig. 5.10 indicate the values of L and the percentage values 

correspond to the OOK duty cycles. 
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Fig. 5.10: Optical power requirements for OOK, PPM, DPIM, DH-PIMr and DH-PIM2 

normalised to OOK-NRZ versus bandwidth requirement normalised to the bit rate. 

Regardless of bit resolution, DH-PIM2 displays improved bandwidth efficiency 

compared with PPM and DPIM, but it requires more power. For example, 

16-DH-PIM2 requires ~2.6 dB, ~2.5 dB and ~3.6 dB additional optical power but 

~ 1.1 dB, 0.8 dB, 2.4 dB less bandwidth compared with 16-DH-PIM1, 16-DPIM, and 

16-PPM, respectively. DH-PIMr displays similar power and marginally higher 

bandwidth requirement compared with DPIM, however, it is more bandwidth efficient 

than the PPM at the cost of a small increase in the power requirement. For example, 

16-DH-PIM1 requires ~0.1 dB less and ~1 dB more optical power. and - 0..+ dB more 

and 1.8 dB less bandwidth compared with 16-DPIM, and 16-PPM, respectively. 
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It is also observed that 32-DH-PIM1 shows improvement in both pO\ver and bandwidth 

requirements compared with 16-PPM, that is 0.2 dB less bandwidth and 0.7 dB less 

power, and also shows improved error performance, see Fig. 5.9. 

At higher bit resolution, i.e. M = 7 or 8, DH-PIM1 is both bandwidth and power 

efficient compared with PPM, thus making it a more suitable scheme for optical 

wireless communications systems. However, the bandwidth requirements increase 

dramatically compared with smaller values of M. Therefore, for each scheme, the best 

parameters are those which result in the nearest points of the curve to the bottom left 

comer of Fig. 5.10. 16-DH-PIM1 and 64-DH-PIM2 achieve this best perfonnance as 

shown in Fig. 5.10. 

5.5 Summary 

The error rate performance of DH-PIM has been theoretically analysed and original 

expressions for the slot and packet error rates, and optical power requirement have 

been presented. The complete system was simulated and the results obtained agree 

well with the theoretical predictions. Regardless of the bit resolution, DH-PIM j 

displays an improvement in slot and packet error rates compared with DH-PIM2, 

which requires ~2.5 dBm more optical power to achieve Pse = 10-9 or Ppe = 10-6 

compared with DH-PIM1. For both DH-PIM1 and DH-PIM2, increasing the bite rate by 

a factor of 10 results in ~5 dBm power penalty. It is shown that DH-PIM2 out

performs only OOK, whereas the DH-PIM1 offers similar performance to DPIM but 

marginally inferior to PPM. DH-PIMI displays similar power and marginally higher 

bandwidth requirement compared with DPIM, and is more bandwidth efficient than 

PPM but at the cost of small increase in the power requirement. The best perfom1ance 
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of DH-PIM is achieved for 16-DH-PIMI and 64-DH-PIM2 in terms of optical power 

and bandwidth requirements. 
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Chapter 6 

MULTIPATH PROPAGATION 

6.1 Introduction 

When a signal is transmitted on a non-directed LOS or diffuse indoor wireless channel , 

it may undergo multiple reflections from the walls, ceiling, floor and objects within a 

room, before arriving at the receiver. On a diffuse optical channel, the entire 

transmitted signal incident on the photo detector surface experiences at least one 

reflection which causes the transmitted pulses to spread in time, resulting in 

intersymbol interference (lSI) which is significant for high bit rates (above 10 Mbps) 

[35]. 

In this chapter, the effect of multipath dispersion on DH-PIM is analysed. Novel 

theoretical analyses for the optical power requirements and power penalty due to lSI is 

presented. Both DH-PIMI and DH-PIM2 are considered for calculated and simulated 

results. The analytical results are confirmed by the simulation of the system impulse 

response and eye diagrams for different values of normalised delay spread and bit 
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rates. The results of DR -PIM are compared with other modulation schemes such as 

OOK, PPM and DPIM. 

The remainder of this chapter is organised as follows: The optical channel model is 

presented in section 6.2 and the multipath propagation of DR-PIM signal is detailed in 

section 6.3. A list of the parameters used to quantify the severity of the lSI, calculated 

and simulated results as well as a discussion of the results can be found in section 6"+. 

The chapter is concluded in section 6.5. 

6.2 Optical Channel Model 

The unequalised multipath channel can be modeled as a baseband linear system, with 

input optical power x(t), output current y(t) , and an impulse response h(t) as 

illustrated in Fig. 6.1 [4]. 

Optical power 
x(t) 

Multipath 
channel h(t) 

Shot noise 
n(t) 

y(t) 

Fig. 6.1: Block diagram of un equalised multipath channel. 

The channel may be described in terms of the impulse response (or frequency transfer 

function) h(t) ~ H(j). Normally, h(t) is fixed for a given position of the transmitter, 

receiver and intervening reflectors, and changes significantly only when any of these 

are moved a distance in the order of centimetre [35]. The channel is assumed to be 

time invariant because of the slow movement of people and objects within a room and 

the relatively high bit rates involved. This means that the channel wi 11 vary 

114 



significantly on a time scale of many bit periods only The power r . b . eqUlrements may e 

separated into two factors [38]: 

(a) Multipath power requirement. 

(b) Optical path loss: 1 
H(O) 

Where H(O) is the optical gain, which is given by: 

00 

H(O) = fh(t) dt. 
-00 

(6.1 ) 

Consideration will be limited to the optical power penalty due to multipath 

propagation only, therefore, we choose H (0) = 1 so that the channel has a path loss of 

OdB [38], i.e. the average transmitted optical power P is equal to the received optical 

power. This is implemented in the simulation by normalising the channel impulse 

response to H(O) . 

The multipath power requirement can be predicted by the normalised delay spread of 

the channel, which is defined as [38]: 

Drms Dr =---=-==-
Tb ' 

where Tb is the OOK bit duration and D rms is the RMS delay spread given by: 
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D rms = 
foo ( 2 2 -00 t - Dmean) h (t)dt 

f: h 2
(t)dt 

(6.3) 

where D mean is the mean delay spread given by: 

f: th 2
(t) dt 

Dmean =-----

[00 h 2 
(t) dt 

(6.4) 

Similar to h(t), Dmean is fixed for a given configuration. 

Practical channel measurements by Kahn et. al. [57] have shown that both non-

directed LOS and diffuse configurations have channel RMS delay spreads which 

typically range form 1 to 12 ns, with diffuse links generally being slightly larger. As 

one may expect, shadowing is more detrimental to non-directed LOS channels, 

increasing delay spreads to typically between 7 and 13 ns, whilst on diffuse channels, 

the increase in delay spread due to shadowing is relatively modest. 

When a pulse modulation signal such as PPM, DPIM: and DH-PIM: is transmitted over 

multipath channels, the slot containing a pulse can induce interference in slots both 

within the same symbol (intra-symbol interference) and in the adjacent transmitted 

symbols (intersymbol interference). We refer to these effects collectively as lSI [4,16]. 

We base our study on the ceiling-bounce model [38] which was found to predict 

multipath power requirement for OaK, PPM and DPIM: schemes on non-directed LOS 

and diffuse channels, with and without shadowing, with a high degree of accuracy. 

The impulse response of the channel using the ceiling-bounce model is gi\'en by [38]: 
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[ ru J6 6 l2~U-Drms 
h(t) = H(O) 13 7 u(t), 

[t + 12~ ~ ~ D rms J 
(6.5) 

where u(t) is the unit step function. 

6.3 Multipath Propagation of DH-PIM Signal 

Because of its variable symbol duration, the symbol boundaries are not known prior to 

detection, thus, practical implementation of maximum likelihood sequence detection 

for DH-PIM, and for DPIM, is infeasible, even in the absence of lSI. Therefore, the 

most practical implementations of DH-PIM would be to employ hard-decision 

detection scheme. A block diagram of the DH-PIM system over unequalised dispersive 

optical channels is shown in Fig. 6.2. 

3a 

R Shot noise 
n(t) 

Y, 

Fig. 6.2: Block diagram ofunequalised DH-PIM system. 

The input is a stream of OOK bits, which are assumed to be independent, identically 

distributed (i.i.d.) and uniform on {O, l}. Each M-bit input block is encoded into one 

of L possible DH-PIM symbols according to ,the decimal value of the input code word, 

where, L is given in (3.9). The DH-PIM symbols are then passed to the transmitter 
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filter, which has a unit-amplitude rectangular impulse response pet) with a duration of 

one slot Ts. The output of the transmitter filter is scaled by the peak transmitted optical 

. 1 4LP 
sIgna power~, and passed through the multipath channel h(t), where P is the 

average transmitted optical power. The received optical signal power is converted into 

a photocurrent by multiplying it by the photo detector responsivity R. Additive white 

Gaussian noise net) with a double-sided power spectral density of 21 is added to the 
2 

detected signal, which is then passed to a unit energy filter r(t) matched to pet), 

followed by a slot rate sampler. Depending on whether the sampled signal is above or 

below the threshold level, a threshold detector then assigns a one or zero to each slot. 

Since DH-PIM has no fixed symbol boundary format, then a single slot error not only 

affects the bits associated with that slot, but it will also shift the bits that follow that 

bit. Therefore, one cannot use the usual definition of BER to measure the DH-PIM 

performance. Instead, the probability of packet error (P pe) needs to be calculated 

using the method proposed in [39], which is described as follows: 

Let C denote the continuous impulse response of the cascaded system given by: 
cont 

Ccont = pet) ® h(t) ® r(t). (6.6) 

where ® denotes convolution. 

Then the discrete-time equivalent impulse response of the cascaded system (Ck) can be 

given by: 
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Ck -c I 
cont t=kT ' s (6.7) 

Suppose that Ck contains m taps. Let Si be an m-slots DR-PIM sequence, and Si.m-l the 

value of the (m _l)th slot (penultimate slot) in the sequence Si, where Si.m-J E {a, I}. 

Unless the channel is non-dispersive, for an Si sequence of m slots, Ck will contain m 

taps: a single precursor tap, a zero tap Co, which has the largest magnitude, and (m-2) 

post-cursor taps. Thus, only the penultimate slot will be affected by the dispersion of 

the signal appearing within the Si sequence. Sequences that fall outside the boundaries 

of Si will not contribute to the dispersion on the penultimate slot of Si. Therefore, when 

calculating the optical power requirement, only the penultimate slot will be considered 

for each sequence. Unlike the ideal channels, on a dispersive channel, the optimum 

sampling point may shift from the end of each slot period as the severity of the lSI 

changes. In order to isolate the power penalty due to lSI, two assumptions are made. 

First a perfect timing recovery is assumed, which is achieved by shifting the time 

origin so as to maximise the zero tap Co [39]. Secondly an optimal decision threshold is 

assumed. 

The input signal at the threshold detector in the absence of noise is given by: 

(6.8) 

where, I p is the peak photo current in the absence of multipath dispersion, which is 

given in (5.17). The energy of the penultimate slot is gi\'en by: 
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(6.9) 

The threshold level p is given as: 

(6.10) 

where, 0 < k < 1. 

The probability of slot error for the penultimate slot si, m-l of sequence Si is given as: 

ifs i ,m-1 =0 

(6.11 ) 

; if S i m -1 = 1. , 

Multiplying the probability of slot error for each sequence by the probability of 

occurrence of that sequence Pocc,i and summing up of the results for all the valid 

sequences give the average probability of slot error: 

Pse = LPocc, iPse, i . 

all i 
(6.12) 

For a given packet length of N pkt bits, the number of DR-PIM symbols within a 

-

. .. N pkt ,\' !)~l L 
packet and the number of slots withm the packet IS gIven by -- and 

l ... f .\/ 

respectively. Therefore, the probability of slot error may be converted into a 

corresponding packet error rate as explained in Chapter 5: 
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P = 1 - (1- P )N phL I Jf pe se . (6.13) 

To calculate the optical power requirement Preq , assuming Ck has m taps, we generate 

all the possible sequences of m-slot length and ignore all sequences that cannot be 

generated by DH-PIM symbols alone. Then calculate the corresponding probabilities 

of occurrence for each valid sequence, see a detailed flow chart in Fig. 6.3. An 

example of calculating the probability of occurrence is shown in Appendix B. ~ote 

that, since the slots are not i.i.d, different m-slot sequences may haye different 

occurrence probabilities, and when m > 2, the total number of valid sequences is 

always less than 2 m . 

h(t) is calculated from (6.5) for different values of Drms and the discrete-time impulse 

response of the cascaded system Ck is then determined from (6.7), with the sampling 

instants chosen so as to maximise Co. From (6.13), we first calculate Pse in order to 

achieve an average packet error of 10-6 for all the valid sequences. Knowing the 

probability of occurrence of each sequence, Pse,i' E p,i' .1'1 and I p are calculated 

from (6.12), (6.11), (6.9) and (6.8), respectively. Finally, from (5.17), the 

corresponding optical power requirement Preq is found as: 

(6.14) 
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The optical power penalty Ppenalty is defined as the difference between the optical 

power required on dispersive channels Preq and the optical power required on ideal 

(dispersive-free) channels Preq,ideal for a given value of Dnns and is given by: 

Ppenalty = Preq - Preq , ideal . (6.15 ) 
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No 

At least 
(a+l) more 

lots? 

Yes 

Acceptable 
header? 

Acceptable? 

Segment of m slots: {s s- s \ 1,1' 1+2' "OJ i+m1 

Start 

Hence H2 & start of 

>--.......;~,..- Next slot = 1? ;;::-__ +l.ull DH-PIM symbol. 
Reset to start of 

segment. 
No Yes 

Complet 
symbol? 

No 

Calculate prob of 
occurrence 

No 

Calculate prob of 
occurrence & 

multiply 

Yes 

'1' detected? 

Calculate prob for 
'1' or '10' or '11' & 

multiply 

Calculate prob of 
.:>--~'" occurrence & 

No multiply 

Fig. 6.3: Flow chart of generating the sequences and calculating the probabilities of 

occurrence for the valid sequences. 
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6.4 Results and Discussion 

Essentially the power requirement depends on the nonnalised delay spread Dr and the 

value of Lin DH-PIM, PPM and DPIM [104-131]. The optical power requirements are 

nonnalised to the average optical power required by OOK-NRZ, operating at a bit rate 

of 1 Mbps to achieve a packet error rate of 10-6 on a non-dispersive channel using a 

packet length of 1 kilobyte. The results have been carried out for recei\'ers employing 

threshold detectors assuming no path loss, which implies that the average transmitted 

optical power P is equal to the average received optical power as explained in section 

6.1. 

Unless otherwise stated, the parameters shown in table 6.1 have been used to obtain 

the results. 

Parameter Value 

a 1 and 2 

L 4, 8, 16 and 32 slots 

m 9 slots 

Threshold factor (k) 0.5 

Packet length ( N pkt ) 1 kilobyte 

Detector responsivity (R) 0.6 AIW 

Nonnalised delay spread (Dr) 0.001 - 1.00 

Bit rate (Rb) 1, 10 and 100 Mbps 

Average optical power (P ) lW 

Table 6.1: Parameters used in the calculation and simulation. 



For each combination of Land u, all possible m-slot sequences are generated and the 

valid sequences are selected and their probabilities of occurrence are calculated as 

outlined in the flow chart shown in Fig. 6.3. As a trade off between realism and 

computation time, the number of slots over which the impulse response decays to a 

negligible value (i.e. < 1 % of the peak value) is chosen to 9 slots (i.e. 111 = 9). The 

optical power requirement Preq is calculated from (6.13) following the procedure 

outlined in the previous section by varying the values of P until Ppe ofl0-6 is 

achieved for every value of DT using a packet length of N pkt = 1 kilobyte [125]. 

Probabilities of errors are calculated using a fixed threshold level detector. see Fig. 6.2. 

It can also be observed that changing the value of the detector responsivity R doesn't 

affect the power requirement or the power penalty of the modulation techniques 

considered in this study. This is because the same value of R has been used in both the 

calculation and simulation for all the modulation schemes, the results have been 

normalised to OOK-NRZ on ideal channels. 

Figure 6.4 shows the normalised optical power requirements of DH-PIM j and 

DH-PIM2 versus the normalised delay spread DT for various values of L, and a fixed 

threshold level Popt given as: 

jE;:; 
Popt = 2 

(6.16) 
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Fig. 6.4: Nonnalised optical power requirements for DH-PIMl and DH-PIM2 versus 

the nonnalised delay spread DT, for L = 4, 8, 16 and 32, and Rb = 1 Mbps. 

DH-PIMl displays an improvement of about 2.5 dB over DH-PIM2 at low values of Dr 

and this improvement increases as DT increases, which means that DH-PIM 1 is less 

affected by multipath dispersion than DH-PIM2 especially at high values of Dr. This is 

due to the fact that the pulse duration in DH-PIMl is half that of DH-PIM2. For both 

DH-PIMl and DH-PIM2, the power requirement is reduced by ~ l.5 dB by increasing 

the value of L from 4 to 8 to 16 to 32 at low values of DT « 0.1). This means that 

32-DH-PIM l and 32-DH-PIM2 offer about 3 dB improvement in power gain compared 

with 8-DH-PIM l and 8-DH-PIM2, respectively, but require marginally more 

bandwidth (see Chapter 5). However, as the normalised delay spread increases abO\·e 

0.1, the power requirement increases much more rapidly for L = 32 and 16 compared 

126 



with L = 8 and 4. This is due to lSI effecting larger number of shorter slots in hi ah 
b 

order L-DH-PIM1 and L-DH-PIM2. For example 32-DH-PIM1 curve crosses 

16-DH-PIM1 at Dr = 0.23 and 32-DH-PIM:2 curve crosses 16-DH-PI\1.: at DT = 0.1. 

Above these two values of D T, 32-DH-PIM:1 and 32-DH-PIM:2 will require more 

optical power compared with 16-DH-PIM:1 and 16-DH-PIM:2, respectively. 

The optical power penalty of DH-PIM:1 and DH-PIM:2 due to lSI is calculated from 

(6.15) and the normalised results versus DT for different values of L are shown in Fig. 

6.5. All orders of DH-PIM1 and DH-PIM:2 display nearly the same optical power 

penalty for Dr< 0.01, which increases rapidly as Dr becomes> 0.01. DH-PIM\ shows 

a significant improvement over DH-PIM2 especially at Dr < 0.05. For example, at 

Dr= 0.1, 32-DH-PIM1 requires ~ 3.4 dB less power compared with 32-DH-PIM:> 

Beyond DT = 0.1, the improvement become even more significant. 
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Fig. 6.5: Normalised optical power penalty for DH-PIM\ and DH-PIM2 versus Dr, for 

L = 4, 8, 16 and 32, and Rb = 1 Mbps. 

'igure 6.6 shows the normalised optical power requirements for 32-DH-PIM\ 

,2-DH-PIM2, 32- DPIM, 32-PPM and OOK-NRZ versus the normalised delay spread 

)r, for Rb = 1 Mbps. At low values of Dr« 0.02), 32-PPM requires 8,4 and 1.2 dB 

ess power compared with OOK-NRZ, 32-DH-PIM2 and 32-DH-PIM I/32-DPIM, 

espectively. However, as D r increases, the power requirement increases at a much 

aster rate than the other schemes. For example, at Dr> 0.1, 32-PPM is outperfonn d 

y 32-DH-PIM\, 32-DPIM, 32-DH-PIM2 and OOK-NRZ. 
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Fig. 6.6: Normalised optical power requirements for 32-DH-PIM1, 32-DH-PIM2, 

32-DPIM, 32-PPM and OOK-NRZ versus Dr, for Rb = 1 Mbps. 

32-DH-PIM1 achieves the best performance for Dr> 0.02 compared with its 

counterparts. For example, at Dr = 0.1, 32-DH-PIM1 requires ~ 3.8 dB less optical 

power compared with 32-PPM and - 5.9 dB less optical power compared with 

32-DPIM, 32-DH-PIM2 and OOK-NRZ. Whereas, 32-DH-PIM2 requires more power 

than 32-DPIM, 32-PPM and 32-DH-PIM1 for low values of Dr. However. it 

outperforms PPM and DPIM at Dr = 0.01 and 0.14, respectively. 

The normalised optical power penalty curves for 32-DH-PIMl. 32-DH-PIM2, 32-

DPIM 32-PPM and OOK-NRZ versus the normalised delay spread Dr, for Rb = 1 , 

Mbps are shown in Fig. 6.7. 
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32-PPM and OOK-NRZ versus D T, for Rb = 1 Mbps. 

)m Fig. 6.7, it is observed that 32-DH-PIM j and OOK-NRZ have similar profile and 

:er the lowest optical power penalty compared with 32-PPM 32-DPTh1 and 

-DH-PIM2 over a wide range of DT. At DT = 0.1, 32-DH-PIM1 power penalty 

tperforms 32-PPM, 32-DH-PIM2 and 32-DPIM by 7.2, 3.51 and 3.68 dB, 

:pectively. 

~ure 6.8 shows the normalised optical power requirements for 32-DH-PI 1 and 

-DH-PIM2 versus the RMS delay spread D rills for different bit rates. 
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Fig. 6.8: Nonnalised optical power requirements for 32-DH-PIM1 and 32-DH-PIM2 

versus D rms , for Rb = 1, 10 and 100 Mbps. 

The multipath dispersion starts to affect 32-DH-PIM1 and 32-DH-PIM2 at Drms > 0.1, 1 

and IOns for Rb = 100, 10 and 1 Mbps, respectively. As D m1s increases above these 

values, the effect of multipath dispersion increases significantly shifting the curves to 

the left. 

Figure 6.9 shows the nonnalised optical power penalty for 32-DH-PIM 1 and 

32-DH-PIM
2 

versus the RMS delay spread D rms for different bit rates. 
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Fig. 6.9: Nonnalised optical power penalty for 32-DH-PIM1 and 32-DH-PIM:: versus 

D rms , for Rb = 1, 10 and 100 Mbps. 

Figure 6.9 shows similar results to Fig. 6.8. The multipath dispersion starts to affect 

32-DH-PIM1 and 32-DH-PIM2 at Drms > 0.1, 1 and 10 ns for Rb = 100, 10 and 1 Mbps, 

respectively. As expected for a given power penalty, higher bit rates require much 

lower delay spread compared with the lower bit rate. 

The optical power requirements for 32-DH-PIM1 and 32-DH-PIM:: have been 

calculated for different threshold levels p given in (6.10) and the normalised results are 

shown in Fig. 6.10. 
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Fig. 6.10: Nonnalised optical power requirements of 32-DH-PIM j and 32-DH-PIM2 

versus D T, for Rb = 1 Mbps and different threshold levels, 

For low values of Dr, the lowest power requirements for both schemes are achieved at 

50% threshold level. However, by increasing Dr to 0.12 and 0.02 for 32-DH-PIM j and 

32-DH-PIM2, respectively, the power requirement becomes the lowest for .+5 0
0 

threshold level. This is because for high values of the normalised delay spread, 

significant amount of the pulse power (optical) is dispersed and added to the next slots 

making the optimum threshold level slightly below the midway between zeros and 

ones given in (6.16). Increasing the threshold factor above 50° ° results in higher power 

requirement for DH-PIM especially at high "alues of Dr. 
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Similar results can be obtained for the t' I 
op lca power penalty and the normalised 

optical power penalty curves for different threshold levels and a bit rate of 1 \lbps 

versus the normalised delay spread are shown in F' 6 11 19. . . 
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Fig. 6.11: Normalised optical power penalty for 32-DH-PIM1 and 32-DH-PIM2 versus 

Dr, for Rb = 1 Mbps and different threshold levels. 

The optimum value for the threshold factor k = 50% in terms of power penalty is 

achieved for 32-DH-PIM1 and 32-DH-PIM2 for Dr < 0.076 and 0.006. respectively. 

However, as Dr increase above these values the optimum threshold level decrease 

slightly below k = 50%. 
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The above results are confinned by simulation of th d' e eye lagrams at the output of the 

receiver filter. The eye diagrams of 32-DH-PIM2 at Rb = 1 Mbps and DT of 0.001. 

0.01,0.1 and 0.2 are shown in Fig 6 12 a b d d . " " can, respectIvely. 
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(a) 32- DH-PIM2 for DT = 0.001. 
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(d) 32- DH-PIM2 for D T = 0.2. 

Fig. 6.12: Simulated eye diagrams at the receiver filter output for 32-DH-PIM2 for 

different values of DT and Rb = 1 Mbps. 

Notice that the amount of eye closure increases as the normalised delay spread 

increases, this results in shifting the optimum sampling point from the end of the slot 
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and the optimum threshold level from the midway as the severity of lSI increases. For 

DT = 0.2, the eye diagram clearly shows the effect of multi path dispersion, and 

increasing DT further will result in a complete closure of the eye diagram. 

The continuous impulse response of the cascaded system ccont gIVen m (6.6) is 

simulated for 32-DH-PIM1 and 32-DH-PIM2 over 9 slots for different values of Dr and 

the results are shown in Fig. 6.13. 
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Fig. 6.13: Simulated impulse response at the receiver filter output for 32-DH-PIM 1 

and 32-DH-PIM2 for different values of DTand Rb = 1Mbps. 

d th t the severity of multi path dispersion From this figure, it can be observe a as 

( lot 1) decreases, ccont spreads over increases, and the amplitude of the zero tap s 

many slots. 
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Increasing the bit rate results in decreasing th . d 
e magrutu e of the zero tap of the 

impulse response but the profile doesn't chang Thi' 1 . . . 
e. s IS exp amed III FIg. 6.14 for 

32-DH-PIM1 and 32-DH-PIM £ D - 0 . 
2 or T - .1 and dIfferent values of Rb (1, 10 and 100 

Mbps). 

- Rb= 1 Mbps 
- - Rb= 10Mbps 
......... Rb = 100 Mbps 6 
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._...... Rb: 100 Mbps 
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(a) 32-DH-PIM1 ,DT = 0.1 (b) 32-DH-PIM2 ,DT = 0.1 

Fig. 6.14 Simulated impulse response at the receiver filter output for 32-DH-PIM
1 

and 

32-DH-PIM2 for different values of Rb and D T = 10%. 

6.5 Summary 

The effect of multipath dispersion on DH-PIM has been theoretically analysed using 

the ceiling bounce model. The predicted results for both DH-PIM1 and DH-PIM2 have 

been confirmed by the simulation of the system impulse response for different values 

of normalised delay spread and bit rates. Results have also been compared with other 

modulation techniques. Results show that DH-PIM1 achieves a very good performance 

compared with DH-PIM2, DPIM and PPM in terms of optical power requirements and 

power penalty. 
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Chapter 7 

CONCLUSIONS AND FURTHER WORK 

7.1 Conclusions 

An indoor wireless system is an attractive altematiye to a wired system as it pro\'ides 

users with a mobile, low cost, reliable and low-power consumption line-of-sight or 

diffuse connectivity, which is increasingly required by users in an indoor environment. 

However, the combination of, a need for effective short range indoor wireless 

connectivity, ample unlicensed bandwidth, relative security and high transmission rate 

at a low cost makes an optical wireless link preferable to a radio link in many 

applications. 

A review of indoor optical wireless system has been presented in Chapter ~ proyiding 

an insight as to the potential of this method and how it compares \\'ith an RF wireless 
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system. A review of the commonly used modulation schemes OOK, PP~1 and DP[\l 

for indoor wireless system has been presented in Chapter 2. 

The need for the effective exploitation of the characteristics of an optical wireless 

system has motivated the author to propose a new modulation scheme described as 

dual header pulse interval modulation (DB-PIM) 

In Chapter 3, new expressions for the DB-PIM pulse train, symbol length. bandwidth 

requirement, packet transmission rate and transmission capacity have been derived. 

Because each symbol starts with a pulse, DB-PIM provides built-in S\111bol 

synchronisation, which IS an important advantage as it simplifies the design as 

compared with PPM. The pulse plays the dual role of symbol initiation and a reference 

for the preceding and following symbols. On average, the 1 's complement is taken for 

half the symbols when calculating the number of data slots, giving DH-PIM a much 

shorter symbol length compared with PPM and DPIM. At high bit resolutions C\I > 6), 

the symbol length ofDB-PIM is about half that ofDPIM and quarter that of PPM. The 

value of a, which represents the number of consecutive pulses in header 2 (H2), has 

less effect on the symbol length as compared to M (see equation 3.7), with average 

symbol length increasing slightly as a increases. 

The short symbol length of DB-PIM gives an improvement III the bandwidth 

requirement of DB-PIM compared to its counterparts. The bandwidth requirement 

increases with, an increase in the data rate and the value of M, and a decrease in a. a 

has a pronounced effect on the bandwidth requirements especially at high .\1 (> 6). 

DB-PIMt 
. "1 bandwidth to DPIM but shows a marked reduction over reqUIres SImI ar· , 

PPM especially at high M. 
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The packet transmission rate increases with a decrease in packet length and M and 

increase in u. At high values of M, u becomes less effective on the transmission rate. 

Results also showed that as the bandwidth requirement increases, DH-PIM gi\"es 

improved performance in terms of packet transmission rate as compared with its 

counterparts. Therefore, in applications where a high throughput is essential, a 

DH-PIM system with M s 4 and u ~ 2 is recommended. 

The peak transmission capacity ofDH-PIM is reached when M = 5 and drops sharply 

either side of 5, in addition a higher a results in a higher transmission capacity. 

Compared with its counterparts, DH-PIM achieves higher transmission capacity 

especially for u > 1 and M > 3. 

Block diagrams of the DH-PIM transmitter/receiver have been presented along with a 

procedure for encoding an input data stream into DH-PIM slots and decoding received 

DH-PIM slots into output data. Simulated waveforms for different bit resolutions have 

been presented and the results indicate that the input data signal can be extracted 

successfully at the receiver at an appropriate SNR. 

In Chapter 4, a novel mathematical derivation of the Fourier transform and power 

spectral density equations for DH-PIM is presented. The mathematical derivations 

have been confirmed by computer simulation. Results showed that the spectrum of 

DH-PIM consists of a sine envelope, slot components and nulls. The presence of the 

slot components and the locations of the nulls depend on the value of a. The slot 

components are distinct when u is odd but are masked by the nulls when a is even. In 

this event a nonlinear device followed by a PLL circuit at the receiver may be used to 

achieve clock recovery. The slot and DC components of the DH-PIM PSD profile tend 
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to infinity when the number of transmitted symbol h s approac es infinity. The 

normalised slot component decreases with an increase in M and a, and the nonnalised 

DC component decreases as a decreases and M increases. DR-PIM has a similar PSD 

profile compared to DPIM and PPM but a slightly higher PSD, due to the use of dual 

headers and also the wider slot duration compared to DPIM and PPM. This power 

penalty is the price paid for achieving an improvement in bandwidth requirement 

compared with DPIM and PPM 

In Chapter 5, a theoretical analysis for the error performance of DR-PIM has been 

presented. Original equations for the slot, packet error rates, and optical power 

requirement have been derived for a LOS non-dispersive optical wireless channel. 

Computer simulations have shown good agreement with the theoretical results. The 

analysis showed that the slot and packet error probabilities of DR-PIM decrease with 

the bit rate and a decreasing and M increasing. DR-PIM2 only outperforms OOK, 

whereas DR-PIM1 offers similar performance to DPIM but marginally inferior to 

PPM. Regardless of M, DR-PIM2 displays improved bandwidth efficiency compared 

with DR-PIMl, PPM and DPIM, but it requires more optical power. Thus, DH-PIM l is 

the preferred technique when the available bandwidth is limited and higher optical 

power is acceptable. DR-PIMI exhibits similar power requirements with a marginally 

higher bandwidth compared with DPIM, and is also more bandwidth efficient than 

PPM at the cost of a small increase in the power requirement. However, at higher bit 

resolutions, i.e. M ~ 7, DR-PIMI is both bandwidth and power efficient compared 

with PPM. The optimum parameters to minimise both the optical power and 

bandwidth required by DR-PIM are those of 16-DR-PIM\ and b-+-DH-Pl\l~. 
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In Chapter 6, a theoretical analysis for the effect of multI'path d' . D 
IsperSlOn on H-PI:\1 

has been presented using the ceiling bounce model. Expressions for the optical power 

requirement and power penalty have also been derived. Results indicate that DH-PI\l, 

is less affected by multipath dispersion compared with DH-PIM
2 

particularly at high 

levels of dispersion. This can be explained by noting that the pulse duration in 

DH-PIM1 is half that of DH-PIM2 . At low dispersion (i.e. nonnalised delay spread 

Dr< 0.1), the power requirement of DH-PIM reduces by about l.5 dB \\'hen Jf 

increases by one. As Dr increases above 0.1, the power requirement increases more 

rapidly for higher values of M due to lSI affecting a larger number of shorter slots in 

high order L-DH-PIM. 

M has little effect on the optical power penalty at low dispersion (Dr < 0.01). 

However, the power penalty increases rapidly as Dr increases above 0.0l. DH-PIM
J 

shows a significant improvement over DH-PIM2 particularly for Dr < 0.05. At very 

low dispersion (Dr < 0.02), the power requirements of 32-DH-PIM J is, similar to 

32-DPIM, considerably lower than 32-DH-PIM2 and OOK, and higher than 32-PPM. 

However, as Dr increases above 0.02, 32-DH-PIM1 outperfonns 32-PPM and shows 

the best performance compared with its counterparts. 

The optical power penalty of 32-DH-PIMI is slightly higher than that of OOK-:\RZ 

but lower than those of 32-PPM, 32-DPIM and 32-DH-PIM2. Results indicate that the 

higher the bit rate the higher the optical power requirement and penalty due to 

dispersion. The optimum threshold level lies midway betw'een that of a pulse and an 

empty slot levels for low lSI, however it shifts slightly below midway for high IS I as a 

significant amount of the optical power is dispersed and appears in adjacent slots. 

Simulation of the system impulse response and eye diagran1 at the output of the 



receIver filter verifies the theoretical results for multipath dispersion. Simulation 

results indicate that the amount of eye closure increases as lSI increases shifting the 

optimum sampling point from the end of the slot and the optimum threshold Je\'eJ from 

the midway. 

Summarising, the selection of M and a optimises the characteristics of a DH-PI~1 

system as follows: 

Optimum Characteristic JI a 

Bandwidth requirement Small High 

Packet transmission rate Small High 

Transmission capacity 5 High 

Normalised slot component of the PSD Small Small 

Normalised DC component of the PSD High Small 

Slot and packet error rates High Small 

Optical power requirement on non-dispersive channel High Small 

I 

Optical power requirement and penalty when lSI is low High Small I 

-

Optical power requirement and penalty when lSI is high Small I Small 

--~ 

- I~ 1. 
1 . fM and a for optImum charactenstlcs ofDH P Table 7.1: Se ectlOn 0 
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In addition, the following points can be concluded: 

(i) 

(ii) 

The spectral profile contains a distinct slot component when a is odd that can be 

used for slot synchronisation. 

The best performance of DH PIM . f . 
- III terms 0 both optIcal power and band\\'idth 

requirements is achieved for M = 4 and a = 1 or M = 6 and a =.2. 

(iii) Th e optimum threshold level lies midway between zero and high pulse levels if 

lSI is low, and slightly below the midway otherwise. 

7.2 Further Work 

7.2.1. Coding 

DH-PIM has got some built-in coding structure to detect errors when the received 

symbols are longer or shorter than the maximum and minimum symbol length, 

respectively. However, to further improve the probability of errors, it is recommended 

that some sort of channel coding be included in order to detect or detect and correct 

errors at the receiver. For example, channel coding can be introduced to generate even 

or odd DH-PIM symbols, where the number of data slots is always even or odd, 

respectively. A method of generating even DH-PIM can be achieved by doubling the 

number of data slots so that it is always even. Odd DH-PTh1 can be generated by 

doubling the number of data slots then adding one slot to make the number always 

odd. Channel coding provides error detection at the cost of increased symbol duration 

thus decreased throughput. 
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7.2.2. Effect of baseline wander on DH-PIM 

Artificial light from fluorescent lighting induces a nearly periodic and detemlinistic 

interference that can be reduced using a high-pass filter, howe\'er this may cause 

baseline wander. The problem of baseline wander has been discussed briefly in 

Chapter 4 and it was shown that DH-PIM is slightly more susceptible to baseline 

wander than PPM and DPIM as it contains more optical power at 10\\' frequencies, It is 

recommended that further work is carried out to investigate the effect of baseline 

wander on DH-PIM system. 

7.2.3. Equalisation 

Equalisation provides a method of counteracting intersymbol interference due to 

multipath dispersion and therefore it improves the performance over non-directed 

wireless channels. 

7.2.4. Hardware implementation 

. t of this PhD pro1ect to implement the DH-PIM system in It was not a reqUlremen J 

. . nded that any further work on DH-PI\l should carry 
hardware. However, It IS recomme 

h d d
· so that measurements can be taken. Howe\'er, it is expected that 

out a ar ware eSlgn 

. 1 1 with the theoretical and simulation results. 
measurement results wIll agree c ose y 
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Appendix A 

DH-PIM SIMULATION FLOW CHARTS 
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A.I Transmitter 

Start 

Select parameters 
(M, Rb, V, Vn, N and a) 

Generate N random M-bit 
symbols of data 

heck for the MSB Take 1's complement of M-
MSB = 1 bit and find its decimal value 

Find its decimal value of 
M-bit 

Generate the symbol with H1 

DH-PIM sequence 

, 
, 

Generate the symbol with H i 2, 

Fig A.1: Flow chart of the simulation of the DH-PJ\l transmitter. 
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A.2 Channel and Receiver 

DH-PIM sequence 

Add filtered WG noise to the 
DH-PIM pulse train. 

Determine the energy (E) at 
output of the matched filter 

Sample E and compare it 
with the threshold level 

Re-generate the DH-PIM 

Count data slots, convert into 
a binary sequence and take Check for the 

header H2 the 1 's complement 

Count data slots and convert 
into a binary sequence 

Output data 

All done 

Fig A.2: Flow chart of the simulation of the channel and DR-PIM receiver. 
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Appendix B 

PROBABILITY OF OCCURRENCE 

Following the discussion in Section 6.3, Chapter 6, the following is an example of how 

to calculate the probability of occurrence in a DH-PIM sequence. 

In order to simplify the calculations, it is assumed in this example that a = 2, M = 2 

(L = 4) and m = 3. Where, a is the number of pulses in H2, M is the bit resolution, and 

m is the number of taps in the discrete-time impulse response Ck. 

The input data can be encoded into one of four possible 4-DH-PIM2 codes as follows: 

Input data (M = 2) 4-DH-PIM2 

00 100 

01 1000 

1 0 1 100 

1 1 1 1 0 

Table B.t: Encodmg mput data mto 4-DH-PIM2 codes. 
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We take all the possible slot combinations of a sequence of m = 3 slots, therefore there 

are 8 different sequences as follows: 

o 0 0, 0 0 1, 0 1 0, 0 1 1, 1 0 0, 1 0 1, 1 1 0 and 1 1 1. 

However, the last sequence "1 1 1" is not a valid DH-PIM2 code because the 

maximum renumber of consecutive 1 's in a DH-PIM2 code is 2. 

Therefore, there are only seven valid possible sequences as follows: 

o 0 0, 0 0 1, 0 1 0, 0 1 1, 1 0 0, 1 Oland 1 1 O. 

To calculate the probability of occurrence for each of the valid sequences, we look at 

each sequence as comprised of two p'arts. The first part consists of either a full 

DH-PIM2 code or a concluding part or a preceded DH-PIM code, and the second part 

consists of the following DH-PIM2 codes or parts of codes if any. Then the probability 

of occurrence for each of the sequences is calculated as the multiplication of these two 

parts. 

For example, the sequence "0 1 1" consists of two parts: "0" and "1 1". 

"0" ends a preceded DH-PIM2 code, which could be anyone of the 4 different 

. 1(1 1 1 1) DH-PIM2 codes so its probability of occurrence IS - - + - + - + - . 
, 4 3 4 4 3 
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And "1 1" is a start part of a DH-PIM2 code, which could be one of two different codes 

("1 1 0" or "1 1 0 0"), thus, its probability of occurrence is ~ . 
4 

Therefore, the probability of occurrence for the sequence "0 1 1" is the multiplication 

1 ( 1 1 1 1 ) d 2 h' hi' 7 of - -+-+-+- an -, w lC resu ts IS -. 
4 3 4 4 3 4 48 

Table B.2 shows the probability of occurrence for each of the valid sequences. 

Sequence Probability of occurrence 

000 I (I ) I Pacc(OOO) =- 0+-+0+0 =-
4 4 16 

001 Ie I I )4 5 P (001) =- -+-+-+0 - =-
acc 4 3 4 4 4 24 

010 p (OIO)=~(~+~+~+~F=~ 
acc 4 3 4 4 3 4 48 

011 Ie I I 1)2 7 
Pacc(Oll) = 4 3+ 4 +4+3 4 = 48 

100 Ie I I ) 5 P (100) =- -+-+-+0 =-
acc 4 3 4 4 24 

101 I( 1)4 I Pacc (101) = - 0 + 0 + 0 + - - = -
4 3 4 12 

1 1 0 I( I I) 7 Pacc (110) =- 0+0+-+- =-
4 4 3 48 

Table B.2: Probabilities of occurrence for 3-slot sequences of 4-DH-PIM2 codes. 
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The summation of the probabilities of occurrence for all the valid sequences must 

result in 1. Therefore, 

1 577 5 1 7 
P =-+-+-+-+-+-+-=1. 

DCC 16 24 48 48 24 12 48 

Which confirms the accuracy of the calculations. 
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