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The carbon oxygen ratio (C/O) at the end of stellar helium burning is a crucial nuclear input to
stellar evolution theory. Knowledge of the C/O ratio with sufficient accuracy has eluded measure-
ments over the past five decades. It is determined by the rate of oxygen formation in the fusion of
helium with '?C, denoted as *>C(a,~)'®0. Even though recent methods employing a time projec-
tion chamber can measure the time-reverse photo-dissociation reaction, the results still do not show
unambiguous agreement with the predictions of quantum scattering theory. Here, we improve this
method using a N3O gas target. This improvement allows us to eliminate the background caused
by '2C photo-dissociation events, obtain complete angular distributions (0° — 180°), and measure
the cross sections over the 1~ resonance in '°O at Ecm ~ 2.4 MeV. These measurements resolve
the discrepancy that was previously observed between the measured E1 — E2 mixing phase angle
(¢12) of 12C(cr,7)*®O and the predictions of quantum scattering theory. This newfound agreement
demonstrates the viability of our method for conducting measurements at lower energies.

I. INTRODUCTION

Stellar Evolution theory [1], the brainchild of nuclear
physics, is a mature theory that reached, in some cases,
sufficient precision to study fundamental physics. Most
notably is neutrino astrophysics and the standard model
of the sun [2] that led to the first observation of neutrino
mass, hence the first deviation from the standard model
of particle physics [3]. Stellar Evolution theory describes
supernova explosions with great success as discussed by
Bethe and Brown in their Scientific American article [4].
Of particular interest is the final fate of Type II super-
novae (SNell), a neutron star or a black hole.

Supernova 1987A (SN1987A) was the first observed by
the naked eye since Kepler’s observation on October §,
1604. The ultimate fate of SN1987A (neutron star or
black hole) is important for resolving the fundamental
property of the equation of state (EOS) of nuclear mat-
ter; a soft EOS predicted the collapse of 1987A to a black
hole [5]. Recent observations from the James Webb tele-
scope [6] of blueshifted narrow infrared emission lines of
argon and sulfur, were explained by the effects of ionising
radiation from a neutron star. This is in alignment with
the earlier observation of a neutrino burst coinciding with
SN 1987A, with a duration suggesting the presence of a
neutron star [7].

In addition to the EOS, the fate of SNell depends the
carbon-to-oxygen (C/O) ratio at the end of a stars helium
burning. During this burning stage, 2C is produced in
the two steps of the so-called 3a process that was discov-
ered by Fred Hoyle [8], and *°0 is produced in the further
fusion of 2C with an alpha-particle in the 12C(a, ) re-
action. We emphasise that already early on, Hoyle noted
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[8] that “It can be shown that [the] reaction (12C(a,7))
is the most effective in destroying '?C. Hence, to decide
how far '2C accumulates, it is necessary to compare the
rates of the reactions (3a and 2C(a,))”. Since the 3a
rate is currently well constrained [9, 10] (£11%), the un-
certainty on the C/O ratio at the end of helium burning
is directly dependent on the exact value of the cross sec-
tion of the 12C(a,v)*®O reaction, as first noted by Hoyle
[8] (and considerably later by Fowler [11]).

For a progenitor star with a C/O ratio smaller than 1,
the oxygen-rich star is predicted to leave behind a black
hole [12]. Knowledge of the cross section of this reaction
would allow a prediction of the minimum mass of the
progenitor star that could yield a black hole. For this,
the value of the cross section of the 12C(a, v)'0 reaction
at the stellar energy of 300 keV must be extracted from
laboratory measurements with a precision of 5—10%.

As such, direct measurements of this cross section have
been the ultimate, and indeed the most important goal of
nuclear astrophysics over the last five decades [11]. Aside
from the fate of SNell, it affects, among many other is-
sues, the light curves of Type Ia supernovae (SNela) [13]
and the black hole mass gap [14]. However, despite half a
century of experimental efforts to measure the 12C(a, )
reaction, large uncertainties remain in the data measured
at higher energies. In this paper, we address only the
data measured at laboratory energies and do not con-
sider extrapolation to the stellar energy at the Gamow
window. Simply put, as we demonstrate below, existing
data of the >C(a,~) reaction do not allow for precise
extrapolation.

Previous measurements of the cross section of the
120(ar, v0) reaction used large arrays of gamma detectors
to directly measure gamma-ray angular distributions [15—
21]. The measured angular distributions are fitted with
a partial wave decomposition [15] to extract the F1 and
E2 cross sections, and their interference angle ¢q2. It



was demonstrated [22, 23] that the interference angle can
be obtained from the measured elastic scattering phase
shifts [24-26] using equation 1 [15, 22, 23]:

¢12 = 6 — &1 + tan”' (n/2), (1)

where d; and J, are the measured p- and d- waves elastic
scattering phase shifts, and 7 is the Sommerfeld param-
eter, n = Z1Z5 x «/f, where « is the fine structure
constant and 8 = wv/c. Equation 1 was originally de-
rived using R-matrix theory [15, 22, 23]. But the general
validity of this relation was established by Knutson [27],
and later by Brune [28] and Gai [29] by showing it to be
a consequence of the Watson theorem [30], hence unitar-
ity — a prediction of quantum mechanics itself. Such a
clear prediction we claimed [31] should be used to test the
quality of measured angular distributions, as we discuss
here.

A review of current measured data of the 2C(c, 7o)
reaction [15-21] was presented by Gai [32]. In particular,
this review includes a figure summarising measurements
of ¢12 over the 17 resonance at ~2.4 MeV (prepared
in 2006 by Professor Wolfgang Hammer — former PI of
the Stuttgart group), where ¢1o varies rapidly. This fig-
ure, shown in supplementary figure 1, demonstrates that
current data do not agree with the very prediction of
quantum mechanics (labelled as R-matrix fit).

On this figure, the data of the Stuttgart group quote
¢12 values with small error bars, especially at ~ 2.3 MeV
where the cross sections are large [19]. All nine data
points below 2.3 MeV, significantly disagree with pre-
dicted values from equation 1. In Table I of [19] we note
that the extracted E1/E2 ratios differ by up to a fac-
tor 4 depending on whether the value of ¢15 is fixed by
equation 1 or considered as a free fit parameter. Further-
more, analyses of the Stuttgart data [29] reveal E1/E2
ratios with error bars that are considerably larger than
they quoted.

Inspecting more than 100 raw gamma-ray spectra
shown in the appendix of Fey’s Ph.D. thesis [33], and
shown again by Gai [32], reveals no discernible gamma-
lines above background at energies below 1.7 MeV. A
clear gamma-ray line of the 2C(w,7p) is observed in
spectra measured at E., = 2.2 MeV, but the measured
cos ¢12 is a factor of 2 larger than predicted by equation 1.
This systematic discrepancy must be understood before
such data can be used for extrapolation, an issue that has
been overlooked in previous analyses [34]. Furthermore,
as pointed out by the authors of ref. [34], this extrapo-
lation essentially relies on the asymptotic normalisation
coefficient (ANC) and, as such, is an indirect determina-
tion of the astrophysical cross section.

We note that Ouellet et al. [17] state in comment b
of their Table IT that ¢12 “could not be determined from
data” of the angular distributions measured at 2.2 and
2.0 MeV. Plag et al. [21] and Makii et al. [20] measured
¢12 values that agree with equation 1 at energies below
1.5 MeV. Unfortunately, they did not measure over the
1~ resonance, where agreement with equation 1 should

be used to test the precision of measured angular dis-
tributions, as noted by Brune [28] and discussed by us
[31].

We underline the effort of the Stuttgart group that
measured with a large beam current of approximately
450 pA [18] over many weeks of beam on target that
was depleted of '*C by a factor 100, and used the 47
EUROGAM array of HPGe detectors [19]. The disagree-
ment of these data with the predicted ¢15 in spite of the
effort to optimise all experimental conditions, leads us to
conclude that alternative methods should be considered
that do not rely on gamma-ray measurements.

Our initial previously published feasibility test, mea-
sured with low statistics [31] demonstrated the value of
developing an alternative experimental method for study-
ing this important reaction. There, we measured the
160 photo-dissociation reaction, the time reverse of the
120(ar, v)190 reaction, using a CO5 gas target. The car-
bon contained in the target introduced a significant back-
ground to our measurement, which was removed with
software cuts in the data analysis. Like many of the pre-
vious works discussed above, our work in [31] suffered
similar limitations: the measured E'1-E2 mixing phase
angle (¢12) was largely measured with too few statis-
tics across the 17 region to show clear agreement with
the prediction from quantum scattering theory, indicat-
ing the picture was still not complete.

In this paper, we clearly move beyond the previous
results and present new measurements of the photo-
dissociation of 160 using an NO gas target, which phys-
ically eliminated backgrounds arising from '2C. The out-
going charged particles from the reaction were measured
using an Optical Time Projection Chamber (TPC) detec-
tor, with a 2° angular resolution, allowing precise angu-
lar distributions to be reconstructed. Indeed, the recon-
structed angular distributions yield ¢15 values that agree
with the predictions of quantum scattering theory (equa-
tion 1), and resolve the historical disagreement. A fur-
ther major technical improvement over previous work is
the extraction of the centre-of-mass energy of each event
individually. This improvement allowed for the cross sec-
tion to be evaluated in fine energy steps, circumventing
the broad energy spread of the HIyS gamma beam, which
had previously been considered as a limitation of this ex-
perimental method.

At this point we dwell only on the quality of our data
measured at laboratory energies and we do not extrap-
olate to stellar energies. However, our work gives im-
petus to conduct further measurements at low energies,
and such measurements are currently in progress using
the Warsaw TPC at the HIvS facility of Duke University
[35].



II. RESULTS
A. Experimental Procedure

High-intensity circularly polarised photon beams were
generated at the HIyS facility [36] using Compton back-
scattering, where free electron laser (FEL) light is scat-
tered from relativistic electron bunches. Electrons were
accelerated to 1.2 GeV using a linear accelerator and
booster ring before injection into a 31.9 m circumference
storage ring. As the electrons circulate, they are bunched
by RF cavities and pass through optical-klystron-5 (OK-
5) helical wigglers, which produce circularly polarised
light. The photons generated in the wigglers propagate
along an optical cavity, sealed by FEL mirrors. Elec-
tron bunches interact with these photons, resulting in
micro-bunching and coherent FEL light production. This
light is Compton back-scattered by subsequent electron
bunches, producing high-energy photon beams that are
collimated by lead into a beam of 10.5 mm diameter
before entering the TPC detector.

Accurate monitoring of the beam intensity was
achieved through two complementary methods. The first
[37] utilised an in-beam 5-paddle plastic scintillator sys-
tem to record relative flux. To obtain the absolute flux,
heavily attenuated beam (using six copper absorbers to-
taling up to 39.35 c¢m thickness) was also measured us-
ing a high-efficiency 10-inch NalI(T1) scintillator detector.
Since the relative flux was simultaneously monitored us-
ing the plastic scintillators, this established a paddle/Nal
ratio of ~70. In other words, around 1 in 70 photons
were detected in the paddles, and thus removed from the
beam. This allowed the normalisation of the paddle mea-
surements to the total photon flux. These results were
verified by using a second method: extrapolating the at-
tenuated NaI(T1) detector counts to full flux using the
known attenuation coeflicients of the copper absorbers.
The beam intensity was typically 108 vs~1.

The energy profiles of the photon beams were mea-
sured directly by impinging the attenuated beams onto
a large (120%) high-purity germanium (HPGe) detector.
The detector’s spectral response was then unfolded based
on Geant4d Monte-Carlo simulations to obtain the true
energy profile of the incident photons [38]. The mea-
sured beam energy distributions were best modelled by
skewed Gaussian distributions with means of 9.38, 9.49,
9.68, and 9.83 MeV, and an average resolution of 365 keV
(FWHM). The full parameterisations of the beam energy
distributions, beam intensities, and their uncertainties
are included in the supplementary data.

The Optical Time Projection Chamber (OTPC) is
an active target detector designed to track decay prod-
ucts from nuclear photo-dissociation reactions with high
directional resolution. The construction and opera-
tion are discussed in depth in earlier work [39] and a
schematic diagram is shown in figure 1. It comprises a
30 x 30 x 21 cm?® gas-filled drift volume, operated at 100
Torr with an 80% N>O plus 20% Ny mixture. Since NoO
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FIG. 1. Illustration showing an overview of the OTPC.
The (red) v beam enters the active volume causing photodis-
sociation into (purple) particle tracks. Charge multiplication
avalanche grids are shown at the top of the active volume,
along with the (98%) reflective mirror, and the readout sys-
tem (PMTs and the opto-electronic chain).

is an electron attaching gas, a relatively low 1000 V drift
voltage was applied at the cathode grid to mitigate the
effects of electron-NoO resonances that result in a reduc-
tion in the collection efficiency, which would lead to poor
energy resolution.

High-energy photon beams enter the active volume
through a 15-mm-radius Kapton window. The resulting
“He and '2C ions from the O photo-dissociation ionise
gas molecules along their paths, creating electron clouds.
These drift upwards under a 50 V/cm uniform electric
field, maintained by a drift cage consisting of 66 copper
strips (2.5 mm wide, 0.4 mm spacing) embedded in PCB
enclosing the active volume. An avalanche grid system
then multiplies the electrons before collection, produc-
ing Ny scintillation light. The readout system consists
of an anode grid recording total collected charge, photo-
multiplier tubes (PMTs) for collecting scintillation light
for vertical direction information, and mirrors, deflecting
(98% reflectivity) light onto an opto-electronic chain to
focus an image of the track onto a CCD camera. The
combination of the in-plane recording of the track by the
CCD camera and the out of plane measurements by the
PMTs of the time projection, enables three-dimensional
track reconstruction with scattering angles determined
with 2° accuracy.

B. Background rejection and track reconstruction

Background events recorded in the OTPC include Cos-
mic rays, delta electrons, *N(v,p), '6O(y,n), and
17180 (v, ). Cosmic rays and (7y,n) events were eas-
ily removed by an energy threshold placed on the grid



(total charge) signal. To eliminate (v, p) events, gates
were applied to the total reconstructed track length, in-
tegrated CCD pixels, and grid signal. The remaining
160(y, a) and '7/180(y, ) were separated using a track
length cut. To facilitate this, a cut was first placed on
the event vertex position along the beam axis, to en-
sure that the beam-induced tracks being considered were
fully contained in the TPC. This procedure ensured that
there was no overlap in the track length spectrum for
each category of event. Additional gates were applied to
all remaining events considering the absolute distance of
a track to the beam axis. The distribution of track ver-
tices allowed the width and direction of the beam to be
determined. Tracks with both of their end points resid-
ing more than 20.4 mm from the central beam axis were
not considered as beam-induced reactions, and were re-
moved from further analysis. A more detailed discussion
of this procedure, along with figures, may be found in
the methods section.

Unlike in our earlier work [31], the complicated line-
shape analysis to remove 2C photo-dissociation events
was not required in the present analysis, greatly reduc-
ing computation time and eliminating a key background
channel. Instead, theoretical lineshapes for the reaction
products were used solely to extract the out-of-plane an-
gle, 8, of the track. This was achieved by fitting the
Bragg curves of an « particle and 2C ion to the in-plane
image of the track. The procedure is highlighted in more
detail in the methods section. Events with 8 > 42° were
removed from analysis. These tracks have a too short
projection in-plane, which made it difficult to reliably
extract the in-plane angle, . Events with with § < 20°
were also excluded as the ability to accurately extract the
[ angle diminishes as § approaches 0°. The in-plane an-
gle a, obtained from a RANSAC (Random Sample Con-
sensus) fit to the CCD image, was combined with the out-
of-plane angle 8 to obtain the scattering angle . This
was then boosted to the centre-of-mass (CM) frame using
the known momentum of the incident photon beam, to
produce angular distributions of 6.,,,. Monte-Carlo simu-
lations were used to calculate the detection efficiency as
a function of angle 6, to correct the angular distributions
for fiducial cuts and resolution effects.

C. Integrated cross section analysis

For cross-section measurements, we used the total 160
dissociation event counts recorded in the TPC before an-
gular cuts. The track length for each event was used, in
conjunction with stopping power tables, to calculate the
reactions centre-of-mass energy. The recorded centre-of-
mass energy spectrum in the TPC was used along with
the measured beam energy distribution to split the total
cross section across the width of the beam. Rather than
obtaining an effective total cross section due to excitation
across the width of the whole 4 beam, as was done in pre-
vious work [31], this advancement permits the cross sec-

Eem(MeV)  Ophoto (nb.) fan Ocapture (0D.)
2.145 + 0.019 1544 4+ 145 69.16 &+ 0.11 22.3 + 2.1
2.211 £ 0.012 2036 4+ 131 70.29 4+ 0.06 29.0 £ 1.9
2.272 £ 0.011 2679 4+ 143 71.30 £0.04 37.6 £ 2.0
2.330 & 0.009 2874 4+ 148 72.22 +0.01 39.8 + 2.1
2.390 + 0.008 3609 4+ 192 73.17 4+ 0.01 49.3 £+ 2.6
2.456 + 0.007 3392 &+ 174 74.14 = 0.02 458 + 2.4
2.5568 + 0.008 2484 4+ 295 75.62 4+ 0.11 32.8 £ 3.9
2.6562 + 0.005 1622 &= 70 76.90 4+ 0.01 21.1 £ 0.9
2.679 £+ 0.004 9079 4+ 2990 77.26 &+ 0.01 117.5 £ 38.7
2.695 + 0.006 2631 4+ 249 77.46 4+ 0.01 34.0 £ 3.2

TABLE I. List of extracted total cross sections. The
Ophoto are deconvolved photo-dissociation cross sections, fan
are the detailed balance conversion values, and ocapture are
the converted capture cross sections.

tion to be measured in finer energy steps. The measured
photo-dissociation cross sections were converted to the
forward capture reaction cross sections using a detailed
balance factor. The deconvolution method of Brune and
Sayre [40] was then employed to correct for the TPC en-
ergy resolution of 162 keV FWHM. Note the improved
resolution versus the 365 keV beam energy spread. This
full process and the relevant error propagation are ex-
plained in greater detail in the methods section. Figure
2 compares the measured total cross sections with the
world data. The data are given in table I.
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FIG. 2. Total cross sections of the *C(a,y,) reac-

tion. The cross sections measured in this work (black cir-
cular points) are compared with previous world data (differ-
ent coloured/shaped points). Details of the analysis and error
bars are discussed in the Integrated cross section analysis part
of the paper and the Total cross section part of the Methods
section.



D. Angular distribution analysis

To be useful to the astrophysics community, the mea-
sured angular distributions along with the measured en-
ergy profiles should be incorporated into a global fit, such
that the underlying E'1 and E2 cross sections can be ex-
tracted. However, for the purposes of this paper, the
centre-of-mass angular distributions were fitted with a
modified version of the E1—FE2 multipole mixing for-
mula, originally given by Dyer and Barnes [15], in order
to extract energy-averaged parameters that can be com-
pared with theoretical predictions. The original formula
is defined as

W(O) = (3|AE1|2 + 5|AE2|2)P0(COS 9)
+ (25 7|AE2|2 — 3|AE1|2) Py (cos 0)
— 60/7|AE2|2P4(COS 0)

+ 63| Ag1||Agz|cos ¢1a [Pi(cos 8) — P3(cos 0)],
(2)
where Ag; and Ags are the F1 and E2 amplitudes, and
¢12 is the mixing phase angle. This equation was modi-
fied so as to be parameterised as a ratio of cross sections,

W (0) = W1 (0) + “Z2 Wrs(6) + /% cos(d12) Wia(0).

o
OE1
(3)
The terms in equation 3 are defined as
WEI (9) = Po(COS(G)) — PQ(COS(G))
5 12
Wg2(0) = Py(cos(8)) + ?PQ(COS(Q)) - 7P4(cos(0))

Wia(6) = % (P1(cos(8)) — Py(cos(9)))

where P, are the Legendre polynomials.

For all but the lowest beam energy considered in this
study, the very narrow (I' = 0.625 keV) 2T resonance
at 9.845 MeV in 60 was populated due to the broad
gamma beam. Therefore, the measured angular distribu-
tions are a combination of equation 3, which represents
the underlying behaviour, in addition to a pure E2 con-
tribution from the narrow 2% level. Therefore, to permit
a meaningful angular distribution analysis, depending on
the proximity of the beam energy to this narrow 2% reso-
nance, a proportion of pure E2 angular distribution was
added incoherently to equation 3, so as to not perturb
the extracted energy dependence of ogz/og; and ¢1s.
The Methods section contains further details on how the
amount of £2 was determined and its uncertainty.

When fitting the extracted angular distributions, the
fiducial efficiency correction was incorporated into the
fit function to preserve Poission statistics. The fit func-
tion was also multiplied by a sin 6 term before compar-
ing with the angular data to account for solid angle ef-
fects. A 1° binned negative log-likelihood minimisation
was employed, using the Minuit minimiser, varying ¢i2

and ogz/og;. Figure 3 presents the fitted angular dis-
tributions, with the minimised fit function scaled and
overlaid on the binned efficiency-corrected data for visu-
alisation purposes.

300 ‘ ‘ ‘ ———200
250; E,=9.38MeV E,=9.50MeV 1
E + x2=2.42 x2=1.82 is0
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150 100
100/~ 1
o F 50
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= F E,=9.70 MeV E,=9.80 MeV 1
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00F o
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Ocm (deg.)
FIG. 3. Measured angular distributions of the

12C(a,70)*®0 reaction. Experimental data (black points)
are plotted in 15° bins, include efficiency corrections, and are
presented at the shown effective centre-of-mass energies. Er-
ror bars are efficiency-corrected 1o SD statistical errors. The
lines show the two parameter fit (982/og,, $12) of the partial
wave decomposition, along with the shaded 1o SD error band
of the fit.
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FIG. 4. Results of the angular distribution analysis.
The E1 — E2 mixing phase angles (¢12) measured in this
analysis (black points) compared with the energy-averaged
theoretical prediction (solid orange line with shaded 1o SD
uncertainty band). The error bars are dominated by 1o SD
statistical errors on the angular distribution fit with small
contributions from the uncertainty on the additional E2 factor
(adl(ged to account for the narrow 2% resonance at 9.845 MeV
in °0).



Table II presents the best-fit parameters for each effec-
tive CM energy, including statistical uncertainties and
goodness-of-fit metrics. The extracted ¢2 values are
shown in figure 4 and compared with energy-averaged
predicted values of ¢4 from elastic scattering data. Clear
agreement is observed of the measured ¢12 values with
the predicted values, unlike the case for many of the cur-
rent world data.

The quoted uncertainties include the dominant statis-
tical errors from the fits, extracted from contour plots
that track log likelihood as a function of both o5/ and
¢12 to account for correlations. They also include the
uncertainty in introduced by extracting the additional
E2 contribution from the narrow 2% state, which is ac-
counted for in the fits. The relative contribution from
each source of error varies depending on the beam en-
ergy. A full error quota per energy is included in the
supplementary data.

o™ Ed,
(MeV)  (MeV) (deg.) OE1

9.38  2.308(8) 39.96731 97 0.11+5:33 2.42
9.50  2.394(10) 58.3473057 0.157075 1.82
9.70  2.570(7) 72.22%%39

0257018 0.57
9.80  2.660(3) 78.68752% 2937211 0.78

P12 OE2 2
Xv

TABLE II. Summary of energy-averaged fit parame-
ters. The parameters extracted using the binned maximum
log likelihood fits to the angular distributions. Correlations
between the fit parameters are accounted for in the quoted
uncertainties.

IIT. CONCLUSIONS

The cross section of the 2C(w,7) reaction has been
recognised as perhaps the single most important nuclear
input to stellar evolution theory. However, its value at
astrophysical energies, in the Gamow window at 300 keV,
relies on extrapolating cross sections at higher energies,
which have eluded accurate direct measurements over the
last five decades. Discrepancy of alpha capture data on
the E1— E2 mixing phase angle (¢12) with an elementary
prediction of quantum mechanics lead us to conclude sig-
nificant systematic uncertainties in existing data. Fixing
¢12 to its predicted values in the analyses of historical
data changes the ratio of the E2/FE1 partial cross sec-
tions by up to a factor of 4. Thus, these data should not
be included in extrapolations to stellar energies.

Here we present compelling evidence for accurate mea-
surements of the cross section of the 12C(a,7) reac-
tion, employing a TPC detector operating in gamma
beams. Most importantly, we show, using our alternative
method, clear confirmation of the elementary prediction
of the F'1 — E2 mixing phase angle and demonstrate our
ability to measure angular distributions at high energies

with high accuracy. Furthermore, we present a signifi-
cant step forward in the analysis by using the TPC to
measure the centre-of-mass energy of each event individ-
ually. This completely overcomes limitations pertaining
to the finite energy width of the 7 beam, permits the
energy dependence of the cross sections to be measured
with higher precision, and opens up the possibility to con-
duct such measurements at other broad energy ~ beam
facilities. These initial measurements serve as a strong
impetus to continue these challenging measurements to
lower energies to allow for accurate extrapolations of the
E1 and E2 cross sections to the relevant stellar condi-
tions, without relying on indirect methods.

IVv. METHODS

The OTPC enables three-dimensional reconstruction of
the 160(v, a)'2C reaction by measuring the total energy
deposited, momentum, and angular distributions of the
emitted particles, which also allows for particle identi-
fication. Thus, the OTPC facilitates the separation of
different reaction channels using three main tools: the
CCD camera photograph, the total energy deposition for
each event on the grids, and the time projection of each
particle track detected with the Photomultiplier Tubes
(PMTs). Further details on the analysis methods are
provided below.

A. TImage analysis

The OTPC uses a CCD camera to capture 8-bit grey-
scale images of the z-z horizontal plane, triggered by a
leading edge discriminator set at 800 keV for charge col-
lected on the anode grid. The process of cleaning these
images during the data analysis is depicted in supple-
mentary figure 2. Each run commenced with a blank
exposure of the CCD camera, triggered externally with-
out the gamma beam, to obtain a reference image for
background subtraction. This “flat-field” correction is
applied to all subsequent events in the run by subtracting
this blank exposure. Supplementary figure 2A illustrates
an example of a flat-field-corrected 1°0(v, o) image.

To optimise processing time, the image is then pix-
elated horizontally and vertically by a factor of 4, as
shown in supplementary figure 2B. Using this compressed
image, the mean background pixel value and standard
deviation are calculated. A threshold is set at 6 stan-
dard deviations above the mean background, resulting in
the image shown in supplementary figure 2C. To isolate
the main particle track, a recursive clustering algorithm
was implemented. This scans the compressed image in
a 3 x 3 grid, zeroing pixels with fewer than 5 non-zero
neighbouring pixels. The resulting cleaned image (sup-
plementary figure 2D) serves as a mask, applied to the
flat-field corrected image to restore the original resolution
(supplementary figure 2E). Finally all charge outside of



the largest cluster is zeroed, and a final finer neighbour
scan is applied to the restored image, thus fully cleaning
the track (supplementary figure 2F).

B. Angle reconstruction

The fully cleaned images (supplementary figure 1F) were
fit with a line using a RANSAC algorithm, as shown in
figure 5a. The RANSAC method was selected as it is
designed to reduce the impact outliers have on the min-
imisation. This process defines the in-plane angle a. The
image was then projected onto this fit line, as shown in
figure 5b, and the resulting projection was fit with a se-
ries of Bragg curves, each corresponding to a different
out-of-plane 3 angle. The larger the angle 3 the shorter
the Bragg peaks will appear. The theoretical lineshapes
were generated in 1° § steps and convolved a Gaussian,
which models the CCD resolution. The lineshape giving
the best fit provided the out-of-plane angle 8. The ex-
tracted o and 8 angles were combined to obtain the polar
angle 0 in the laboratory frame, which was then boosted
into the centre-of-mass frame using the momentum of the
gamma beam.

C. Reaction channel selection

Data selection involved several cuts to isolate events of in-
terest. Figure 6A displays all data collected for the nom-
inal beam energy E, = 9.38 MeV, showing reconstructed
total track length plotted against the grid signal (pro-
portional to energy). The track length was calculated by
combining the length in the horizontal plane, extracted
at image processing stage E, with the vertical length ex-
tracted from the time projection. This plot reveals a large
region of events corresponding to photo-dissociation of
nitrogen, along with two distinct clusters corresponding
to the expected track lengths of 10 and '7/130 dissocia-
tion in 100 Torr NoO+Ns. To isolate these (v, «) events,
a graphical cut was first applied to figure 6A in order to
remove most of the nitrogen background.

Once the (v, «) events were isolated, a cut on the ver-
tex position of each event was placed along the z-axis.
Although /™0 tracks are longer, if part of the track
escapes the detector, it will appear shorter, and hence
may be wrongly classified as an 150 event. A vertex cut
along the z-axis (beam axis) ensured the events were fully
contained within our detector and thus removed this pos-
sible overlap in measured track lengths, which is shown
in figure 6B.

Further background was removed through analysis of
the integrated cluster-cleaned CCD images (supplemen-
tary figure 1F). The fragmented proton tracks from (v, p)
events, caused by to their lower stopping power combined
with the low gas gain, undergo more severe “cleaning”
than (v, ) events. This results in an image with a much
smaller remaining cluster, which, when integrated, leads

to lower charge, producing clear separation in the inte-
grated CCD charge distribution, as shown in figure 6C.
An additional track-length selection was implemented at
this stage. The whole cut is shown by the shaded region
in figure 6C.

The remaining oxygen event candidates were validated
by decomposing the track length. Figure 6D shows the
reconstructed track length decomposed into both the
time and image projections (vertical and horizontal).
The red lines represent theoretical calculations corre-
sponding to each of the reaction channels, which include
resolution effects, verifying our pixel-to-mm and time-to-
mm calibrations. The 60 events were then isolated from
17/18() data by placing 3¢ cuts to total track length, and
grid signal spectra, as shown in figure 6E.

The final cut set a limit on the absolute distance that
the event originates from the beam axis, defined as the
z-vertex position. The distribution of vertex positions
in the horizontal z-z plane for the 9.38 MeV data are
shown in figure 6F. These data were projected onto the
x-axis and fitted with a Gaussian (¢ = 6.8 mm). Events
residing more than 3o from the centre of this distribu-
tion were removed from further analysis as they were not
considered to have originated from the beam.

D. Interpreting angular distributions

As noted earlier in the paper, due to the broad gamma
beam, the very narrow 2% resonance at 9.85 MeV in 160
was generally populated for most incident beam energies.
This poses a challenge for interpreting the measured an-
gular distributions, since the shape of the angular dis-
tribution will not only be dictated by the underlying
ome/om1 partial cross sections at that energy, but will
also include some amount of pure E2 shape, correspond-
ing to when the narrow 27 state is populated. Therefore,
the angular distributions were fit using a function com-
prising a combination of equation 3, which represents the
underlying behaviour, with the incoherent addition of a
pure E2 contribution, as W (0) = (a—1)W(0) +aWg2(0),
where a is the proportion of pure E2.

To determine the proportion of events that corre-
sponded to the population of the narrow 27 state, centre-
of-mass energy spectra were examined. Track lengths
were converted to particle energies using SRIM energy
loss calculations. Then, using the photo-dissociation
kinematics and the measured scattering angle, centre-of-
mass energies were calculated. This process offered bet-
ter energy resolution (o = 69 keV) than using the grid
energy signal, since track lengths were measured with
higher precision. The centre-of-mass energy spectra are
shown in figure 7. These were fitted with two peaks:
one to model the underlying cross section, and the other
corresponding to the narrow 2% state.

To ascertain the shapes of these peaks, and constrain
the fits, lineshapes for the narrow 2% and broader under-
lying cross section feature (predominantly the 1~ state)
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were generated using the AZURE2 R-matrix code. The
shape of the total cross section was phenomenologically
modelled as a simple sum of the two resonances, as shown
in supplementary figure 3. These two lineshapes were
each folded with the measured energy profiles of the
beam, convolved with the TPC detector resolution, and
normalised. They were then fit to the centre-of-mass en-
ergy spectra, and the relative peak heights were used to
extract the proportion of events corresponding to the 2+
state. The proportions of these two peaks and their un-
certainties are provided in the supplementary data.

The highest energy angular distribution was fit with
the standard angular distribution formula, equation 3,
without the added E2 component. At this beam energy,
the narrow 27 state is expected to be very strongly pop-
ulated. At this highest energy, the oga/og; value from
the fit to the angular distribution agrees with the pro-
portion of pure E2 extracted from the fit to the centre-
of-mass energy spectrum. From the angular distribution
fit ope/op1 = 2.937275. From the fit to the total en-
ergy spectrum oga/og; = 2.74 + 0.34. This agreement
demonstrates that the addition of an incoherent £2 is an
appropriate analysis method for the other energies.

E. Energy averaging parameters

When comparing the extracted ¢1o values with theoret-
ically predicted values, the energy spread of the beam
must be accounted for. Since the extracted ¢12 is located
in the cross term of equation 3, its energy-averaged value
is effected by the energy dependence of 7e2(E) /oy, (E). The
energy-averaged value may be calculated as [40]

1

(om2)(oE1)

X/COS¢12(E) O'EQ(E)O'El(E)G(E)dE, (4)

where G(F) is the normalised beam energy profile. The
angular distribution fitting procedure aims to examine
the underlying £'1— E2 interference, by accounting for an
incoherent addition of a pure E2 contribution. Assuming
that the oe2(E)/og, (E) ratio of the underlying behaviour
does not change significantly across the beam width, the
Vor2(F)og1(F) term may be assumed to be constant
and taken out of the integral. The formula therefore
becomes

(cos ¢12) =

(cos o)~ [ cosoua( E)G(EE. (5)

Using the above formulae, the ¢12(FE), as given by the
elastic scattering data [24], was energy averaged across
the gamma beam, allowing a comparison with the exper-
imentally measured values from the present study. The
comparison is shown in the main text in figure 4. The er-
ror band on the energy-averaged ¢12 line accounts for the
uncertainties in the shape of the beam energy profiles.

F. Total cross section

The measured centre-of-mass energy spectra in figure 7
were binned more coarsely to improve statistical uncer-
tainties in each bin. These were then used to calculate
the total cross section for each centre-of-mass energy bin.
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A relative cross section may be calculated on a bin-by-bin
basis by simply dividing the measured energy spectrum
by the corresponding beam energy profile. The absolute
photo-dissociation cross section (energy averaged across
each bin) is calculated as

(0200 (B = 22U ©)

where S(E;) is the binned centre-of-mass energy spec-
trum as measured in the TPC, G(E;) is the normalised
binned beam energy distribution, £ is the beam lu-
minosity, frr is the TPC live time fraction, and e
is the efficiency accounting for data reduction cuts.
The uncertainty on the photo-dissociation cross sections,
(a0 (E3)) 1s & combination of the errors on: the counts
in each bin (v/N), the beam energy profile, and the beam
intensity. Further details are contained in the supplemen-
tary data.

To compare with world data, the deconvolution
method, outlined of Brune and Sayre [40], and used in
our earlier work [31], was then employed to account for
the resolution of the TPC. The correction factor is a ratio
of the theoretical energy-averaged cross section, (0)theo,
and the theoretical cross section at the effective energy,
0(Eerr). The effective energy is defined as

_ [E H(E) o(E) dE
~ JH(E)o(E) dE "’

and the energy-averaged cross section is defined as

Eoq (7)

[o(E) H(E) dE
[H(E)dE

<0>theo. =

where H(E) an approximation of the detector response,
obtained by splitting the probability distribution that
models the beam energy profile, as measured by the
HPGe, G(F), within the considered energy bin, then con-
volving with the centre-of-mass energy resolution. The
correction factor is therefore given by

O'(EEH)

fcor. <U>theo. ' (9)
The error in the correction factor was typically 1% at
the lowest energies, and 30% near the narrow 2% reso-
nance, where the cross section changes rapidly. The un-
certainties were dominated by errors in the shape of the
beam energy profile. These photo-dissociation cross sec-
tions were converted to the time-reverse capture reaction
using the principle of detailed balance, with the detailed
balance factor evaluated at the effective energy of each
bin. The errors on the centre-of-mass energies, quoted
in table I, which are due to uncertainties in the energy
calibration, lead to a small uncertainty in the detailed
balance factor of < 1%. The resulting overall uncertain-

ties on the capture cross sections are given in table I.
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