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ABSTRACT
Introduction  The use of artificial intelligence (AI) 
in the scientific process is advancing at a remarkable 
speed, thanks to continued innovations in large language 
models. While AI provides widespread benefits, including 
editing for fluency and clarity, it also has drawbacks, 
including fabricated content, perpetuation of bias, and 
lack of accountability. The editorial board of Regional 
Anesthesia & Pain Medicine (RAPM) therefore sought to 
develop best practices for AI usage and disclosure.
Methods  A steering committee from the American 
Society of Regional Anesthesia and Pain Medicine used a 
modified Delphi process to address definitions, disclosure 
requirements, authorship standards, and editorial 
oversight for AI use in publishing. The committee 
reviewed existing publication guidelines and identified 
areas of ambiguity, which were translated into questions 
and distributed to an expert workgroup of authors, 
reviewers, editors, and AI researchers.
Results  Two survey rounds, with 91% and 87% 
response rates, were followed by focused discussion and 
clarification to identify consensus recommendations. The 
workgroup achieved consensus on recommendations 
to authors about definitions of AI, required items to 
report, disclosure locations, authorship stipulations, and 
AI use during manuscript preparation. The workgroup 
formulated recommendations to reviewers about 
monitoring and evaluating the responsible use of 
AI in the review process, including the endorsement 
of AI-detection software, identification of concerns 
about undisclosed AI use, situations where AI use may 
necessitate the rejection of a manuscript, and use of 
checklists in the review process. Finally, there was 
consensus about AI-driven work, including required and 
optional disclosures and the use of checklists for AI-
associated research.
Discussion  Our modified Delphi study identified 
practical recommendations on AI use during the scientific 
writing and editorial process. The workgroup highlighted 
the need for transparency, human accountability, 
protection of patient confidentiality, editorial oversight, 
and the need for iterative updates. The proposed 

framework enables authors and editors to harness AI’s 
efficiencies while maintaining the fundamental principles 
of responsible scientific communication and may serve as 
an example for other journals.

INTRODUCTION
Artificial intelligence (AI), with a particular 
emphasis on generative AI, has advanced at a 
remarkable pace, ushering in large-language models 
(LLMs) such as ChatGPT (OpenAI, San Fran-
cisco, CA),1 Claude (Anthropic Inc, San Francisco, 
CA),2 and Gemini (Google, Mountain View, CA)3 
that can interpret and generate text with striking 
fluency.4 5 AI tools can expedite literature searches, 
refine manuscript drafts, and even assist with data 
analysis.6 However, the use of AI raises substantial 
issues for journal editorial boards, including the 
board of Regional Anesthesia and Pain Medicine 
(RAPM). AI stands to save researchers valuable 
time, reduce costs, and improve writing quality—
particularly for writers whose primary language 
is not English and for busy clinicians. Conversely, 
unchecked use of LLMs carries the risk of intro-
ducing fabricated references, stifling original ideas, 
perpetuating biases from flawed training data, and 
diluting accountability if human authors rely too 
heavily on automated text generation without veri-
fication.7 8

Guidelines exist for reporting on AI-cen-
tered research methodologies (eg, MINIMAR, 
CONSORT-AI, DECIDE-AI).9–11 Yet, much of AI 
use happens “behind the scenes” with grammar 
assistance software like Grammarly or Microsoft 
Copilot, which authors use frequently but may not 
recognize as AI. The proliferation of these tools 
raises concerns about how best to track AI involve-
ment so that published research remains trust-
worthy, transparent, and reproducible. Moreover, 
sophisticated LLMs can now create entire review 
articles that appear plausible yet may be riddled 
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with “hallucinated” information—fabricated data, stereotyped 
images, non-existent references, or even biased language, 
thereby threatening the integrity of scientific discourse.12 13 
Various aspects of AI thus contribute to challenge journal editors 
with the competing demands of encouraging use of AI tools to 
improve the clarity and fluency of articles while limiting fraudu-
lent submissions.14 15

Given these concerns, the editorial board of RAPM was tasked 
to identify recommendations about using and disclosing AI for 
articles submitted to RAPM. A steering committee of members 
of the American Society of Regional Anesthesia and Pain Medi-
cine (ASRA) screened the literature for AI-associated issues in 
publishing along with current standards for reporting use of AI. 
The steering committee identified heterogeneity of requirements 
across journals, including unclear definitions and discrepancies 
about what constitutes AI, inadequate details about appropriate 
disclosure of AI use, unclear guidance to authors about the 
use of AI, lack of ground rules about AI in the review process, 
and divergent recommendations around checklists or tools 
to standardize the disclosure and evaluation of AI use (online 
supplemental table 1). Given these discrepancies, the steering 
committee developed a set of key questions aimed at establishing 
consensus on use and disclosure of AI in scientific writing. We 
then conducted a modified Delphi consensus study16 with an 
expert workgroup to identify recommendations for authors, 
reviewers, and AI-driven17 research for RAPM.

METHODS
Composition of the steering committee and workgroup
This RAPM-led Delphi consensus study was approved by 
the RAPM Editor-in-Chief (EIC). A steering committee was 
comprised of members of the RAPM editorial board who chose 
to participate. The steering committee was responsible for back-
ground research, question generation (online supplemental table 
2), and participant identification. For the larger workgroup, the 
steering committee identified members of the ASRA Pain Medi-
cine community, who were experienced in the use of AI tools, 
along with members of the anesthesia community who had 
previously published on AI topics in anesthesia journals, EICs of 
anesthesia journals, and EICs of prominent medical journals. An 
additional solicitation was disseminated via X (formerly Twitter) 
to the ASRA Pain Medicine community members for participation. 
Potential participants were queried via a web form about their 
desire to participate, their experiences with AI, research, medi-
cine, editorial work, and their experience publishing research 
in medicine-related fields, including anesthesiology. If an invitee 
did not feel qualified, they were encouraged to identify an alter-
native with sufficient experience and time to contribute.

Modified Delphi process
The enclosed study was granted a waiver from the Univer-
sity of Illinois at Chicago institutional review board given the 
survey methodology and minimal risk to participants. Based on 
responses in the preliminary screening, questions were gener-
ated for the workgroup (online supplemental table 1). Following 
question generation, a modified Delphi methodology was applied 
to identify consensus. There were two rounds of electronic 
voting followed by a third round of commentary. Contributors’ 
responses during the first two rounds were kept anonymous to 
ensure that each collaborator’s opinion was equally weighted. 
Following the first round, additional questions and commentary 
were added. A second round of re-voting was conducted for 
new questions with clarification on old questions. All questions 

were included in the second round with median score, IQR and 
comments from the first round. A third round (non-voting) was 
conducted to provide clarifications on points of disagreement. 
Those unable to attend the meetings were provided an opportu-
nity to respond via a Google form with comments. At least two 
follow-up reminders were provided to encourage participation 
for all rounds. Numerical answers from the second round were 
evaluated for disagreement using the Rand/University of Cali-
fornia at Los Angeles (UCLA) process.18 In brief, this involved 
the calculation of a disagreement index (among participants) 
using interpercentile ranges. Answers with support or oppose 
rating and low disagreement indices were included as recom-
mendations. Full details of the consensus process are described 
in the supplemental methods.

Artificial intelligence statement
ChatGPT 4.0 (OpenAI, San Francisco CA, no customizations) 
was used in the ideation and research for this article (July 2024). 
ChatGPT o1 (OpenAI, San Francisco CA, February and March 
2025) was used for help in drafting the introduction and discus-
sion. Grammarly was used for help in grammar and fluency 
(Grammarly, San Francisco, CA; February 2025).

RESULTS
Seventy-one participants were invited with a total of forty-five 
agreeing to participate. Forty-one (91%) participants responded 
in the first round, 39 (87%) in the second round, and 30 (67%) 
participated in clarification sessions (online supplemental figure 
1). Participants were invited on 6 October 2024, with replies 
required by 22 October 2024. On 23 October 2024, the first 
round of voting was distributed, with responses required 
by November 11. The second round was distributed on 19 
November 2024, with replies required by December 8. The third 
round of voting was conducted between December 2024 and 
January 2025. For details regarding participants who completed 
at least one round of voting, with accompanying qualifications, 
please see online supplemental table 3).

Part 1: recommendations to Authors
The workgroup was initially asked what should qualify as AI 
with items listed in box 1 that reached a strong consensus. There 
was broad agreement from the workgroup that we should be 
inclusive of what constitutes AI given the rapid progress in the 
field. Next, the workgroup was asked what should be disclosed 
during the submission process, with points in box  2 reaching 
strong consensus. There was a desire to ensure that work 

Box 1  Items defined as artificial intelligence (AI) by the 
workgroup

	⇒ Large-language models (VSA).
	⇒ Generative AI for image or figure generation (VSA).
	⇒ Computer vision and image analysis including interpretation 
of graphs or figures (VSA).

	⇒ Machine learning algorithms and tools (SA).
	⇒ Natural language processing (NLP) and NLP tools (SA).
	⇒ Chatbots (SA).
	⇒ Robotic tools with an internal decision-making system (SA).
	⇒ Augmented search tools (A).
	⇒ Predictive and data analytics methods (A).

(A) agree; (SA) strongly agree; (VSA) very strongly agree
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presented in a manuscript be replicable, and thus the workgroup 
asserted that authors should report sufficient details for replica-
tion and identification of associated bias and errors introduced 
by AI software.

The workgroup also agreed that authors should identify any 
non-transparent or non-intuitive components introduced by AI 
use which might arise from hidden layers of logic in an LLM or 
ML algorithm, which may influence the reported outcomes. For 
example, neural networks and LLMs often contain hidden layers 
of reasoning, whereby an AI system can generate fabricated 
information (eg, references), without a logical source; therefore, 
authors should disclose AI systems that include hidden layers 
of logic. The authors should also identify any possible ethical 
concerns introduced by AI, as has been discussed elsewhere.19 20 
Examples of ethical concerns include inputting protected health 
information or unpublished data into AI systems, thus violating 
privacy rights or degrading scientific ownership rights. Disclo-
sures of AI use should be made both in the manuscript and 
online submission system (box 2). A few items related to defi-
nitions and disclosures did not reach consensus and/or were 
neutral in recommendation as described in the supplemental 
results (online supplemental boxes 1 and 2). As a specific supple-
mental point, the workgroup asserted that reporting the gram-
matical rewriting of a single sentence by Microsoft Copilot in 
Word (or similar) was unnecessary, but more extensive rewriting 
may merit disclosure.

Regarding authorship, the workgroup agreed that AI cannot 
be an author, and human authors must take responsibility for the 
work (box 3). A corollary is that human authors must critically 
review and verify AI-assisted work and attest to this verifica-
tion process. If an AI is the only member of the authorship team 

Box 2  Disclosure details in the submission process

2.1 What needs to be disclosed
	⇒ Artificial intelligence (AI) systems used as methods should 
include software package, the specific model, version, 
publisher, location of publisher, and date used (VSA).

	⇒ Any possible non-transparent or non-intuitive components 
introduced by AI utilization (VSA).

	⇒ Writing help, including drafting and editing (VSA).
	⇒ Drafting a manuscript from scratch (VSA).
	⇒ Hypothesis generation (VSA).
	⇒ Background research (eg, identification of gaps in the 
literature by an large-language model (LLM)) (VSA).

	⇒ Data analysis (VSA).
	⇒ Interpretation of data, tables, and figures (eg, use of LLM 
image analysis) (VSA).

	⇒ Methods development (VSA).
	⇒ Audio or video generation (and/or interpretation of audio 
input/visual input) (VSA).

	⇒ Ethical concerns of AI use (VSA).
	⇒ Perpetuation of systemic bias by AI (VSA).
	⇒ Translation of manuscript from another language (SA).
	⇒ Table and figure generation (SA).
	⇒ Reference identification (SA).

2.2 Where the disclosure should be made
	⇒ Online submission system (VSA).
	⇒ Methods section (VSA).
	⇒ Cover letter (SA).

(A) agree; (SA) strongly agree; (VSA) very strongly agree

Box 3  Recommendations to authors about manuscript 
preparation

3.1 Authorship stipulations
	⇒ AI cannot be listed as an author (VSA).
	⇒ If an large-language model (LLM) met International 
Committee of Medical Journal Editors (ICMJE) authorship 
criteria, it cannot be an author (VSA).

	⇒ If an LLM is the only member of the team that meets ICMJE 
criteria, it cannot be an author (VSA).

	⇒ LLM produced solutions require validation or corroboration 
by a human team prior to consideration for publication (VSA).

	⇒ Human authors should take final responsibility for the 
manuscript (VSA).

	⇒ Authors should double-check AI-assisted work (VSA).
	⇒ Authors should attest to checking AI work and taking 
responsibility (VSA).

	⇒ Articles with significant AI involvement should include a 
team member with AI expertise (SA).

3.2 Recommendations about AI use
	⇒ Authors should not input their manuscript into an LLM if 
there are active ethical concerns about an LLM (VSA).

	⇒ Authors should provide a searchable index for all referenced 
citations (VSA).

	⇒ Authors can use AI exclusively to improve language and 
readability (SA).

	⇒ Manuscripts can be input into LLMs for editing purposes as 
long as ethical and privacy concerns are addressed (A).

	⇒ The authors can input parts (eg, sections or paragraphs) of 
their manuscript into an LLM if data is deidentified (A).

3.3 Recommendations against submission
	⇒ If authors do not understand the translated English, word 
choice, or grammar (SA).

	⇒ If authors do not understand how the data was analyzed by 
the AI (VSA).

	⇒ If authors do not understand what an AI-generated figure 
means (VSA).

	⇒ If authors do not understand the hypothesis generation 
(VSA).

	⇒ If the authors have not verified the citations (VSA).
	⇒ If there are any conclusions from AI that the authors cannot 
explain or justify (VSA).

	⇒ Review articles that are purely drafted and edited by an LLM 
(VSA).

	⇒ If a significant part (including the entirety) of the discussion 
was drafted and edited by an LLM (VSA).

	⇒ If a manuscript has been input into an LLM with active 
concern for plagiarism (VSA).

	⇒ If a manuscript has been input into an LLM with active 
concern for privacy violations or health insurance portability 
and accountability act (HIPAA) violations (VSA).

3.4 Additional requests/stipulations
	⇒ The journal can request submission of datasets (VSA).
	⇒ The journal can request screenshots or other methods of 
validation of AI usage including a model reference or a copy 
of the conversation (VSA).

	⇒ For custom data analysis, the journal should request the code 
used to perform statistical analysis (SA).

Continued
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that meets ICJME criteria, we would not view this as a valid 
submission. Finally, if an article involves significant AI use, the 
workgroup recommends the involvement of an author(s) with 
AI expertise similar to the involvement of a statistician in clinical 
study analyses and a librarian in systematic reviews. Significant 
AI use is at the discretion of the authors and reviewers.

Recommendations about AI use in the writing process are 
found in box 3. The workgroup agreed that authors can input 
data into LLMs if privacy and ethical standards are maintained. 
There was strong consensus from the workgroup that authors 
can use AI exclusively to improve the language and readability 
via translation services and grammar services without consulting 
a native or fluent language speaker. This may involve entering 
the entire manuscript into an LLM system for analysis. The 
workgroup agreed that language improvement is a substantial 
benefit that AI systems provide to the scientific community.

When authors are preparing to submit a manuscript, the 
workgroup agreed that comprehension of the hypotheses, meth-
odology, wording, detailed process of data analysis, figures, and 
diagrams is crucial. Under certain circumstances, the journal 
should caution authors against submission of their manuscript if 
they do not comprehend the work performed by and attributed 
to the AI system, with the authors using their own discretion. 
The workgroup recommended against submission of a manu-
script, in certain circumstances, listed in box  3. As a specific 
point, the workgroup recommends against submission of review 
articles (including narrative reviews, scoping reviews, systematic 
reviews, and other reviews) that are largely drafted and edited 
by an LLM.

The workgroup felt strongly that the journal should be able to 
request additional information including datasets or screenshots 
(box  3). Consequences for non-compliance with requests for 
information may impact present and future manuscript submis-
sions to RAPM (ie, including prohibition from submitting manu-
scripts in the future). Several other items related to manuscript 
preparation did not reach consensus and/or were neutral in 
recommendation as described in the supplemental results (online 
supplemental box 3).

Part 2: recommendations to editors/reviewers
The workgroup also considered the use of AI in the review 
process itself. The workgroup was queried about the option for 
the EIC and/or reviewers to use automated software to detect 
AI use in manuscript preparation. There was consensus that the 
journal should use software to detect AI use in submitted manu-
scripts (box  4). The workgroup also reached consensus that 
reviewers could use AI in the review process but with certain 
limitations. As a specific point, the workgroup agreed that the 
journal should use AI detection software but also agreed that 
reviewers should not put manuscript contents into AI tools 
(including AI detection software) or automatically use AI tools 
to evaluate the manuscript. Reviewers should coordinate with 
the EIC and senior editors on these topics. Reviewers can use 
AI tools like OpenAI’s ChatGPT,1 Google’s Gemini,3 or Open 

Evidence21 to summarize scientific topics related to manuscripts 
but should not ask a chatbot to review a manuscript’s content.

In the case of undisclosed AI use, the workgroup recommended 
that any member of the review and reader process can identify 
a concern for undisclosed AI use. This concern should trigger a 
critical review of the manuscript for undisclosed AI use (box 4). 
Beyond undisclosed AI use, the workgroup recommended that in 
certain situations, a manuscript should be rejected from consid-
eration (box 4), primarily in the case of ethical violations and 
plagiarism. A few items about use of AI in the review process did 
not reach consensus and/or were neutral in recommendation as 

Box 3  Continued

	⇒ There should be a journal ban or other repercussions for 
authors who do not properly disclose AI usage as outlined in 
the recommendations (A).

(A) agree; (SA) strongly agree; (VSA) very strongly agree

Box 4  The evaluation of artificial intelligence (AI) use for 
reviewers and editors

4.1 Use of AI software in the review process
	⇒ Metadata can be checked to identify concerns about 
fabricated data (VSA).

	⇒ The journal should use software to detect AI use in a 
submitted manuscript (SA).

	⇒ Reviewers should not automatically use AI tools to review 
the manuscript (SA).

	⇒ In the case that editors/reviewers use AI, every reviewer 
should be required to respond to a question about whether 
they used AI in the review process (SA).

	⇒ In the case that editors/reviewers use AI, every reviewer 
should be required to disclose all details of AI utilization (SA).

	⇒ Reviewers can use AI tools to review the manuscript as 
long as none of the original manuscript content (eg, figures, 
tables, images, or text) are input into an AI tool (eg, a 
conversation with an AI tool about the content) (A).

	⇒ The editor/EIC can use AI tools to review the manuscript in 
any form (A).

	⇒ The editor/EIC can use AI tools to review the manuscript, if 
none of the original manuscript content (eg, figures, tables, 
images, or text) is input into an AI tool (A).

4.2 Who can identify concerns about undisclosed AI use in 
manuscripts

	⇒ The Editor-in-Chief (SA).
	⇒ An editorial board member (SA).
	⇒ A reviewer (SA).
	⇒ The editorial coordinator (SA).
	⇒ The publisher (SA).
	⇒ Readers after publication (A).

4.3 Rejection stipulations
	⇒ Concern about lack of transparency or lack of disclosure 
about AI use (VSA).

	⇒ The editorial team can provide an opportunity for the authors 
to provide clarification in the case of lack of transparency 
(VSA).

	⇒ Violation of restrictions and cautions as stipulated in 
“recommendations to authors” (A).

	⇒ Concern from editors/reviewers about AI-driven plagiarism 
(A).

	⇒ Concern from editors/reviewers about AI-fabricated data or 
AI-fabricated analysis (A).

	⇒ Concern from editors/reviewers about ethical violations by 
AI (A).

(A) agree; (SA) strongly agree; (VSA) very strongly agree
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described in the supplemental results (online supplemental boxes 
4 and 5).

Next, the workgroup considered the use of checklists to 
standardize the evaluation process of AI use in manuscripts 
submitted to RAPM. There was consensus that the journal 
should use a checklist for all submitted manuscripts (box  5). 
Items that reached consensus for inclusion in the checklist are 
listed in box 5.

Part 3: Specific recommendations for artificial intelligence 
(AI)-driven research
Finally, the workgroup considered a subset of recommenda-
tions that were specific to AI-driven research or interventions. 
AI-driven research is often independent of AI-assisted research. 
While AI-assisted research may be aimed at improving the 
writing quality of a manuscript, AI-driven research will investi-
gate AI interventions. As examples, this includes the use of ML 
tools for anatomical structure identification as an intervention 
to accelerate ultrasound-guided nerve blocks or for identifica-
tion and quantification of perioperative risk.22 For AI-driven 
research, the workgroup agreed that the editorial staff could 
request additional items for submissions (box  6). Again, these 
recommendations were influenced by a desire for transparency 
and replicability in the research process.

For AI-specific interventions, there was also a recommenda-
tion to use AI-associated checklists. The workgroup agreed that 

the appropriate checklist can be judged based on reviewer/editor 
input and the choice of checklist may include the EQUATOR 
network recommendations, CONSORT-AI,11 DECIDE-AI,10 
MINIMAR,9 or other checklists. A few items related to AI-driven 
research did not reach consensus and/or were neutral in recom-
mendation as described in the supplemental results (online 
supplemental box 6).

DISCUSSION
Our modified Delphi consensus study serves as a guide—for 
authors, reviewers, and editors—with practical recommen-
dations on the use of AI in the editorial process, but may also 
inform peer-reviewers and readers of scientific manuscripts. 
While AI tools can accelerate research output, persistent chal-
lenges remain, including “hallucinated” references, biased 
training data, plagiarism, and diminished authorship account-
ability. In reviewing the available literature,7 8 23–25 we found 
that definitions of AI often remain vague or are limited to a 
single tool (eg, ChatGPT). Many high-impact journals, such as 
Science, Nature, The Lancet Digital Health, and Radiology, have 
published commentaries urging more robust oversight of AI use 
in scholarly communication,4 14 26–28 but few have implemented 
comprehensive policies. The most complete recommendations 
we found were provided by JAMA,15 CELL,29 and the Journal 
of Clinical Anesthesia,14 which lay out editorial guidance on 
appropriate use (online supplemental table 1). Other journals, 
including the New England Journal of Medicine, defer to ICMJE 
recommendations.30 Finally, The Lancet maintains a perspective 
that is at odds with the rapid adoption of AI in research,31 32 
asserting that AI may only be used to improve readability rather 
than to replace key researcher tasks.33 The recommendations 
of the workgroup are largely consistent with prior guidance 
but arguably extend and clarify previous recommendations as 
summarized below.

Summary of recommendations
Part 1: Recommendations for authors
The workgroup adopted a broad definition of AI (encompassing 
LLMs, ML, and natural language processing tools) to reflect 

Box 5  Use of checklists in the review process

5.1 What manuscripts should require a checklist for 
artificial intelligence (AI) use

	⇒ The journal should use an AI checklist for all papers (A).

5.2 Recommended checklist items
	⇒ The authors should confirm that humans checked all AI-
associated work for accuracy (VSA).

	⇒ Authors should confirm that they comprehend and are 
responsible for all AI-associated conclusions (VSA).

	⇒ Authors should confirm they are fully accountable for the 
work (VSA).

	⇒ Authors should assert that they understand there may be 
repercussions for failing to disclose AI use (VSA).

	⇒ Authors should check AI-generated figures for errors or 
misinformation (VSA).

	⇒ Authors should check AI-generated tables for errors or 
misinformation (VSA).

	⇒ Authors should confirm that AI use is appropriately identified 
for all the components where AI was used in their research 
(VSA).

	⇒ Authors should attest to verifying cited references (given 
concerns about reference fabrication/hallucination) (SA).

	⇒ Authors should check text for errors and misinformation that 
may have been introduced by an large-language model (SA).

	⇒ Authors should confirm how AI-associated bias was 
accounted for (SA).

	⇒ Authors should confirm how and where they protected 
individual privacy while using AI (SA).

	⇒ There should be a free text section to detail the AI use (SA).
	⇒ Authors should confirm that sufficient details are provided so 
that AI-driven methodologies can be replicated (A).

(A) agree; (SA) strongly agree; (VSA) very strongly agree

Box 6  Recommendations for artificial intelligence (AI)-
driven research

6.1 In the case of custom AI, the following can be required 
for submission

	⇒ Raw data (annotated and unannotated) used to train the AI 
or machine learning (ML) algorithm/code (SA).

	⇒ Trained AI or ML algorithm/model (SA).
	⇒ Code used to perform any data augmentation or 
normalization (SA).

	⇒ The AI or ML algorithm/code (A).
	⇒ Un-trained AI or ML algorithm/model (A).
	⇒ Deposition of the trained AI or ML algorithm/model into the 
public domain (A).

6.2 Required checklists for AI-driven research
	⇒ The journal should mandate a standardized checklist for AI-
driven publications (VSA).

	⇒ The appropriate checklist can be judged based on reviewer/
editor input (SA).

(A) agree; (SA) strongly agree; (VSA) very strongly agree

https://dx.doi.org/10.1136/rapm-2025-106852
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the rapid pace of development. In fields like search (eg, Google 
Gemini) and word processing (Microsoft Copilot), LLM-based 
tools are now supplanting older approaches. To enhance trans-
parency, authors should disclose any AI use—detailing the specific 
tools, version/model, publisher, and date of use—so others can 
replicate their work. The intent of these disclosures is transpar-
ency and replicability, two of the fundamental requirements of 
scientific research.34 The workgroup advised that the disclosure 
should appear both in the online submission system (for editorial 
awareness) and in the Methods section (for readers). Authors 
should also describe possible ethical or methodological issues 
introduced by these tools, such as cognitive and automation bias, 
data privacy, transparency, hallucinations, misinformation, and 
lack of accountability and/or responsibility by the LLM.20 35–39

Consistent with other guidelines,14 15 33 human authors bear 
final responsibility for all AI-assisted text, data, or analysis. AI 
tools cannot be listed as authors, and humans must validate the 
accuracy of AI-generated content.40 While editing tools like 
Grammarly41 can help refine language, the workgroup opposed 
fully AI-drafted articles. With the recent advent of OpenAI’s o3 
Deep Research, there have been assertions that AI can be the sole 
manuscript author,40 but the workgroup was explicitly opposed 
to this. All co-authors must understand any AI-assisted contribu-
tions, verifying and clarifying them before submission.

Patient data privacy remains paramount.42 Authors should 
deidentify patient information prior to using commercial or 
publicly available AI-based services and note that some sophis-
ticated algorithms may be able to re-identify data. If an AI tool 
introduces privacy or ethical violations, the manuscript may be 
subject to rejection. The workgroup supports requiring raw data 
and LLM conversation transcripts for verification, aligning with 
US National Institutes of Health policies on data availability.43 
Recognizing the complexities of data sharing,44 45 the workgroup 
also endorses limited-access repositories that simultaneously 
safeguard sensitive data and promote transparency. Failure to 
disclose AI use is deemed an ethical violation by ICMJE30 and 
may result in rejection or retraction of a manuscript. For many 
points, we defer to local Institutional Review Boards or ethics 
panels that are charged with overseeing data privacy compli-
ance.46 However, if the editorial staff or reviewers identify 
lapses in ethical conduct or patient privacy and confidentiality 
during the review process, articles may be subject to rejection. 
The workgroup recommended that authors who engage in AI-as-
sisted misconduct should be subject to consequences similar to 
other situations of research misconduct.

Part 2: Recommendations for the editorial and review process
The workgroup agreed that editors and reviewers could use 
AI tools cautiously, especially for language clarity or editing of 
reviews, but should not upload confidential manuscript content 
to tools that retain inputted data. This recommendation mirrors 
the US National Institutes of Health and National Science Foun-
dation guidance, which prohibits uploading or sharing grant-
related content with generative AI due to confidentiality. AI use 
by reviewers should be disclosed to the EIC. These recommen-
dations are consistent with recommendations from COPE,47 
WAME,48 and JAMA,15 49 that emphasize transparency and 
appropriate disclosures.

The workgroup also agreed that RAPM should use AI-detec-
tion software to identify undisclosed AI-generated text, with the 
understanding that these tools have limitations (eg, false posi-
tives for human-written text).50 Clear violations—such as plagia-
rism, falsified data, or undisclosed AI use—warrant rejection. 

Ultimately, human authors remain responsible for the manu-
script’s originality and integrity. The workgroup supports using 
standardized checklists at submission to confirm and clarify the 
extent of AI involvement.

Part 3: Recommendations for artificial intelligence (AI)-specific 
papers
For studies using AI as an intervention or methodological 
component (ie, AI-driven), the workgroup recommends permit-
ting editors and reviewers to request relevant code and data-
sets. This ensures replicability and quality assessment. Authors 
may apply existing checklists (eg, MINIMAR,9 CONSORT-AI,11 
DECIDE-AI10) to guide reporting. The journal can choose which 
AI-reporting guidelines best fit each submission, promoting flex-
ibility without sacrificing rigor.

Key takeaways
The findings reported here parallel or expand on the broader 
discourse in the literature14 15 and reflect the ICMJE require-
ment that only humans can be held to ethical and legal standards 
of authorship.30 Collectively, the Delphi findings signal a path 
forward for RAPM with a few critical components:
1.	 Transparency: Authors should fully disclose how AI was 

used, whether for grammar checks or data analysis, in accor-
dance with accepted journal policies.

2.	 Human accountability: Only human authors can bear ulti-
mate responsibility for the content that mirrors international 
guidelines30

3.	 Privacy and confidentiality: Upholding patient data protec-
tion is non-negotiable, consistent with ethical approaches 
that have been the standard of human research for decades.51

4.	 Editorial oversight: AI-detection tools, requests for code or 
datasets, and flexible editorial policies can help ensure in-
tegrity without overburdening authors of valid submissions.

5.	 Periodic updates: Given AI’s rapid evolution, these guidelines 
will require regular re-evaluation to remain current.

Limitations
As with any Delphi study, limitations stem from participant vari-
ability, personal biases, and iterative feedback. The participants 
were primarily researchers and clinicians in anesthesiology, and 
the workgroup did not include experts outside of medicine 
or experts with primary expertise in ethics. Additionally, we 
provided an extensive question list, but it was not exhaustive, 
and we likely missed subpoints. These results are also consensus 
recommendations, but implementation of policy requires expert 
judgment from the EIC. Ongoing rapid technological advances 
mean these recommendations may need updating sooner than 
traditional guidelines. The workgroup, therefore, advises a 
2-year review cycle but will update sooner if prompted by signif-
icant changes within the field.

CONCLUSION
The rapid development of novel AI tools means that many 
authors will use them—intentionally or otherwise—throughout 
the research process from concept development to manuscript 
preparation. To maintain accuracy, transparency, and repli-
cability, the workgroup advises that RAPM should adopt clear 
protocols to ensure transparency and replicability, consistent 
with good tenets of scientific research.34 These protocols include 
recommendations about full disclosure of AI use, acceptance of 
responsibility by human authors, proper data availability, and 
robust reporting of AI’s contributions and limitations. These 
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steps align with the broader goal of preserving scientific integrity 
and patient confidentiality, while leveraging AI’s potential bene-
fits for speed and efficiency. A balanced approach—welcoming 
innovation yet enforcing high ethical standards—will safeguard 
trust in peer-reviewed literature. Considering ongoing tech-
nological shifts, this workgroup plans to reconvene in 2 years 
to assess whether these recommendations should be revised. 
Given the rapid pace of innovation, the workgroup will actively 
monitor the AI landscape for emerging technologies and recon-
vene earlier than 2 years if deemed necessary.
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