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Abstract: Robotic manipulation of objects with diverse shapes, sizes, and properties,
especially deformable ones, remains a significant challenge in automation, necessitating
human-like dexterity through the integration of perception, learning, and control. This
study enhances a previous framework combining YOLOVS for object detection and LSTM
networks for adaptive grasping by introducing Gaussian Processes (GPs) for robust grasp
predictions and Transformer models for efficient multi-modal sensory data integration. A
Random Forest classifier also selects optimal grasp configurations based on object-specific
features like geometry and stability. The proposed grasping framework achieved a 95.6%
grasp success rate using Transformer-based force modulation, surpassing LSTM (91.3%)
and GP (91.3%) models. Evaluation of a diverse dataset showed significant improvements
in grasp force modulation, adaptability, and robustness for two- and three-finger grasps.
However, limitations were observed in five-finger grasps for certain objects, and some
classification failures occurred in the vision system. Overall, this combination of vision-
based detection and advanced learning techniques offers a scalable solution for flexible
robotic manipulation.

Keywords: dexterous robotic grasping; adaptive grasping; deep learning in robotics;
transformer networks; Gaussian processes; vision-based force modulation

1. Introduction

The manipulation of objects with varying shapes, sizes, and fragilities presents sig-
nificant challenges in robotic automation [1,2]. Unlike rigid industrial objects, delicate
or deformable items are prone to damage from excessive force or poor grasping tech-
niques [3,4]. Traditional grippers often lack adaptability and compliance, resulting in
deformation or damage [5]. As a result, industries still depend on manual labour, which is
costly and error prone. Achieving human-like dexterity and sensitivity in robotic systems
is critical for automating such tasks [6,7].

Humans excel at object manipulation by integrating tactile feedback, vision, and
cognitive strategies to adapt to grasp forces based on object properties [8]. Reproducing
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these abilities in robotics requires dexterous hands, tactile and visual sensors, and adaptive
control algorithms [9]. Advances in robotic vision, such as YOLOVS, enable real-time
detection, segmentation, and pose estimation, supporting precise grasping [1]. However,
tactile sensing and predictive models remain essential for addressing grasp force modula-
tion and stability challenges [6,7] Gaussian Processes (GPs) have become a powerful tool
in learning from demonstration (LfD), offering a non-parametric Bayesian framework to
capture predictive accuracy and uncertainty [10-12]. GPs address variability in demon-
strations by modelling precise trajectories in low-variability regions and compliance in
high-variability ones [13], enabling smooth trajectory planning under uncertainty [14].
Recent advancements include integrating expert and novice demonstrations for robust
policy learning, even with noisy data [15]. Frameworks like PILCO utilize GPs for system
dynamics modelling and uncertainty-aware optimization, achieving data efficiency in
reinforcement learning (RL) tasks [16]. Combining GPs with RL allows self-exploration
to refine motion skills, enhancing robustness and safety through dynamic model updates
based on uncertainty estimates [17,18]. In vision-based systems, GPs bridge perception and
action for cost-effective, adaptable manipulation [10,11].

Transformers have recently addressed challenges in LfD and time-series analysis,
particularly for generalization and long-term dependencies. For multi-task manipulation,
parameter sharing and auxiliary objectives enhance generalization [19], while hierarchical
Transformers tackle sparse rewards and long-horizon tasks through sub-goal planning [20].
Large-scale Task and Motion Planning (TAMP) datasets train visuomotor Transformer
policies for extended manipulation tasks [21]. Techniques like action chunking and data
augmentation enable robust single-demonstration cloning [22]. For multi-modal inputs,
Transformers outperform LSTMs and CNNs in managing extended sequences for decision-
making tasks [23]. They also improve dynamic prediction in industrial robots by capturing
temporal and attribute dependencies more effectively [24]. In time-series forecasting, Trans-
formers leverage convolutional self-attention and memory-efficient architectures to handle
long sequences with reduced computational costs [25], as seen in the Informer model [26].
In robotic grasping, Transformers integrate tactile and visual data to develop robust strate-
gies for deformable objects, surpassing traditional CNN+LSTM approaches [27].

In summary, Gaussian Processes and Transformers address key challenges in robotic
manipulation and LfD. GPs enable uncertainty-aware, data-efficient learning, while Trans-
formers excel in handling long-term dependencies and multi-modal inputs. Combining
these tools can advance adaptive, robust robotic systems capable of human-like manip-
ulation and decision-making. In addition, a Random Forest-based classifier enables the
system to dynamically select optimal grasp configurations (e.g., two-, three-, or five-finger
grasps) based on object-specific features like geometry and texture. The synergy of deter-
ministic classification, probabilistic GPs, and deep learning frameworks creates a robust
and adaptable system for handling diverse objects in unstructured environments.

Grasp force adaptation is crucial for handling objects of varying stiffness and fragility.
Prior studies [28] explored compliance-based grasping, including variable stiffness con-
trol [29] and isotropic compliance [30] These methods rely on predefined mechanical
properties, limiting adaptability in unstructured environments. While compliance-based
mechanisms offer some flexibility, they require precise tuning and additional mechanical
complexity. Instead of relying on predefined stiffness models, our approach directly utilises
force sensors embedded in a dexterous robotic hand to measure applied forces and adjust
grasping configurations dynamically.

Unlike vision-based tactile reconstruction techniques [31] which estimates force fields
using indirect measurements, our system processes real-time force sensor data to enable
adaptive grasping. Gaussian Processes (GPs) were initially explored for force estimation
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but struggled to adjust dynamically in response to rapid force variations. Our experiments
demonstrate that Transformers outperform GPs in force prediction, achieving higher suc-
cess rates in dynamic grasping scenarios. This study provides new insights into integrating
deep learning with sensor-driven grasping strategies to enhance force modulation in robotic
grasping tasks.

Our prior work [32] introduced a system that combines YOLOvS8 with Long Short-
Term Memory (LSTM) networks for adaptive grasping. YOLOVS efficiently localized
objects and estimated their poses, offering precise 3D coordinates for the robotic hand to
approach. LSTM networks, trained on teleoperated demonstrations, adjusted grasping
forces dynamically based on object feedback. This framework demonstrated effectiveness
in handling diverse objects under controlled environments and served as a baseline for
evaluating Gaussian Process and Transformer models for grasp force modulation. The
framework of the proposed approach is shown in Figure 1. The key objectives include:
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Figure 1. The framework of the proposed approach.

e Implementing YOLOVS for robust real-time object detection and grasp configuration
prediction;

e  Comparing LSTM, Gaussian Process (GP), and Transformer models for grasp force
prediction and analysing their efficiency;

e Evaluating the system’s performance across multiple grasp configurations (two-,
three-, and five-finger grasps) and object categories to assess stability and adaptability.

However, certain limitations persist in our framework. The five-finger grasp configu-
ration exhibited instability when handling objects with complex shapes, particularly those
with non-uniform stiffness, leading to inconsistent force distribution. While the vision
model demonstrated strong performance in object detection, misclassification was observed
for objects with visually similar characteristics (e.g., a tomato classified as a ball). Future
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work will address these concerns by refining grasp configuration strategies and improving
dataset diversity.

2. Materials and Methods
2.1. Hardware Setup

The experimental setup consists of an Annin Robotics AR4 [33], stepper motor driven
six degrees of freedom (6DoF) robotic arm and a five-fingered tendon-driven 6DoF Beijing
Inspire Robot Dexterous Hand [34,35], designed to replicate human-like grasping capa-
bilities. Each finger of the robotic hand is equipped with force sensors that continuously
measure contact forces, allowing for dynamic adjustments during manipulation. Addi-
tionally, a high-resolution Intel RealSense D435i RGB-D camera (Intel, Santa Clara, CA,
USA) is mounted above the workspace to provide optimal visibility for object detection
and segmentation, as shown in Figure 2. We employed an ArUco marker-based calibration
method to map the depth camera with the robotic arm.

Figure 2. Experimental setup consisting of Intel RealSense D435i Depth Camera, AR4 Robotic
Arm (Annin Robotics, Meridian, ID, USA) and Inspire Robot Dexterous Hand (INSPIRE-ROBOTS,
Beijing, China).

2.2. Vision

2.2.1. Object Detection, Segmentation and Localization

Vision-based object detection and localization are accomplished using YOLO [36], a
cutting-edge convolutional neural network model. YOLOVS is renowned for its real-time
processing capabilities and its effectiveness in detecting and classifying objects with a
single forward pass. This significantly reduces computational demands and enhances
speed, making it ideally suited for real-time applications. The architecture is built upon a
deep convolutional neural network that is optimized for both speed and accuracy, featuring
an advanced backbone for feature extraction and multiple scale predictors designed to
detect objects of varying sizes. Below, Figure 3 illustrates a comparison of YOLO models
trained on the COCO dataset.
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Figure 3. Comparison of YOLO models: (a) latency, (b) object detection performance (*Image
Size = 640), (c) instance segmentation of the models (*Image Size = 640).

Based on Figure 3, the YOLOv8-n model is both smaller and faster compared to
others, making it an ideal choice. To enhance the accuracy and estimate the object size, we
opted for the YOLOv8-n-segmentation model. This model has been trained on a custom
dataset that incorporates various lighting conditions to ensure robust detection across
different environments. The network outputs bounding boxes, segmentation masks, and
3D coordinates for the objects, which are utilized to guide the robotic arm to the appropriate
grasping position.

2.2.2. Dataset and Training

For our application, we expanded our custom dataset from a list of five [Apple,
Ball, Box, Bottle, Strawberry] to nine object classes [Apple, Banana, Ball, Box, Bottle,
Lemon, Orange, Strawberry, Tomato]. In our previous paper [32], we were not able to
identify strawberries as the dataset did not include them from a certain distance; hence, we
downloaded custom images from Google Open Image [37] that were manually labelled for
detection and segmentation using [38], as shown in Figure 4.

ObangeOrange
QY g\

oo e Soringe
3 Oraige
. Omngc
2 Ora T

Orange

Figure 4. Vision dataset with custom labelling: (a) apple, (b) orange, (c) tomato.
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The YOLOv8 model was trained for 300 epochs with a batch size of 4 and an image size
of 640 x 480. The optimizer was set to auto, with an initial learning rate of 0.01, a learning
rate final factor of 0.01, and momentum set at 0.937. The overlap mask was enabled with a
mask ratio of 4.0, and Non-Maximum Suppression (NMS) was set with an IoU threshold
of 0.7 to refine object detection. The training was performed on a single GPU (device: 0)
with 8 worker threads to optimize data loading. The model was fine-tuned on this dataset,
achieving mAP@0.5—0.566 and F1—0.55. Figure 5a—c show instances per class, dataset,
and training loss.

train/seg_loss

—e— results
smooth

2.4 A

2.2 1

2.0 1

1.8 1

1.6 1

1.4 1

Strawberry -

Lemon -

Figure 5. YOLOv8-n-seg model performance: (a) instances per class, (b) training dataset, (c) train-
ing loss.

During training, challenges were encountered when handling a higher number of
instances per class, as the system became unstable and frequently crashed due to increased
computational demands. To address this, batch sizes and data-loading strategies were
optimized, ensuring a balance between memory efficiency and model performance. How-
ever, this limitation influenced the dataset composition, requiring adjustments to instance
distributions across object categories. While the trained model demonstrated strong gener-
alization, particularly in segmenting well-defined objects, misclassifications persisted for
visually similar objects, such as the Bottle, Lemon, and Tomato.

2.2.3. Grasp Configuration

Robotic grasping necessitates a precise configuration to ensure secure and efficient ma-
nipulation of a variety of objects. This study introduces a machine learning-based approach
designed to predict the optimal number of fingers for robotic grasping, thereby enhancing
adaptability in handling objects with diverse geometries and stability requirements. The
system leverages features extracted from object detection, such as object category, grasping
area, shortest segment for grasping, and surface area. To quantify the ease of grasp, a sta-
bility parameter is categorized as low, medium, or high, along with a computed grasping

ratio Equation (1).
Grasping Area

Ratio =
auo Surface Area

)

Features are normalized, and categorical data are label-encoded before inputting into a
pre-trained Random Forest model. The model predicts whether a two-, three-, or five-finger
grasp is optimal based on the encoded features, achieving an accuracy of 78.9%. Integrated
into the perception-action pipeline, the system predicts configurations in real-time, with
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adjustable stability levels or default random assignments when stability data is unavailable.
A detailed explanation can be found in Appendix A.3.

2.3. Dexterous Grasping
2.3.1. Data Collection

Achieving human-like dexterity and adaptability in grasping objects with varying
properties is a challenging task. To address this challenge, we employ a learning-from-
demonstration (LfD) approach, where the robotic system learns grasping strategies by
observing human demonstrations [39]. The LfD data collection process involves an immer-
sive teleoperation setup, where a Leap Motion Controller (LMC) [40] is used to capture
finger movements [41,42]. The LMC can track up to 60 frames per second, but an average
of 10 frames per second is considered to reduce noise.

Additionally, a Kalman filter was employed to further smoothen the tracking data
for the dexterous hand. For the dexterous hand teleoperation, the hand was kept in
the pre-grasp position. Later, the average direction vectors of the palm and individual
fingers, AVEfinger (thumb, index, middle, ring, and pinky) were calculated over the past

10 frames (N), as shown in Equation (2). The bending angle (angleﬁnger> for each finger
was computed as the angle between the palm’s average direction vector (avg palm) and the
finger’s average direction vector (avgg,.,), as shown in Equation (3).

N
AV8finger = lilzl finger;-direction )
i

1 AVEpalm AV8finger 180

H anpalm H X H avgﬁnger

)

angleg .o, = COs™

The bending angles of the dexterous hand are mapped to the corresponding finger
angle limits, enabling it to replicate the hand gestures of a human operator. The system
illustrated in Figure 6 incorporates a gesture-based condition to achieve diverse grasping
configurations, specifically 2-finger, 3-finger, and 5-finger grasp, depending on the number
of fingers extended by the operator’s left hand. The dexterous hand is equipped with force
sensors set to a predetermined threshold, and the Kalman filter is employed to smooth out
minor fluctuations in the finger positions received from the LMC. At this stage, the robotic
arm is positioned for pre-grasping, while the operator teleoperates the dexterous hand to
grasp various objects using combinations of 2, 3, or 5 fingers, as depicted in Figure 7. For
certain objects, only data for 2-finger and 3-finger grasps were collected due to their size,
while others were grasped using 2, 3, and 5-fingers.

The teleoperation data, including finger positions, forces and their derivatives were
normalized using Z-score normalization as shown in Equation (4):

X —
= 4
2= @
where p and o are the mean and standard deviation of the feature, respectively. Later,
the data were used to train the LSTM, GP, and Transformer models responsible for adap-
tive grasping.
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Figure 6. Control architecture for the teleoperation of dexterous hand and AR4 using LMC.

Figure 7. Grasping dataset: (a) dataset, (b) 2-finger grasp, (c) 3-finger grasp, (d) 5-finger grasp.

2.3.2. Input Representation

The input to the LSTM, GP, and Transformer models consists of a sequence of
feature vectors X = [x1,Xxp,...,XxT| where each x; € RY at each timestep t contains

forces (f¢ = [ftp, fir, fom, fer, fe 1)), force derivatives (fJf = [ftP' ft,R, ft,M, ft.I/ft,T] ), position

derivatives (Gt = [ét,p, 6cr, Ocm, O, ét,T} ) of five fingers, and a categorical identifier for
the object being grasped, which was numerically encoded. The model predicted the fin-
ger positions Y = [y, y,,...,yq], where each y; € R representing the finger angles
(V¢ = [0, Otr, Ocm, Be1, Be 1))

2.3.3. Long Short-Term Memory (LSTM)

The Long Short-Term Memory (LSTM) network served as the baseline model for pre-
dicting finger positions in human-like grasping tasks. Building on previous work [28], this
study enhanced the approach by incorporating object categories as an additional parameter,
alongside forces, force derivatives, and position derivatives, to improve generalization and
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robustness. The architecture of the LSTM model features a single LSTM layer containing
64 hidden units to process input sequences, followed by a dense layer with 64 units. A
final dense layer with five units is designed to predict finger angles at each timestep. The
model was optimized using the Mean Squared Error (MSE) loss function, as shown in
Equation (5):

Loss = LR TP
0S5 = 2”3’1 yill ®)
N{&

where N, §,, and y, are the number of samples, predicted, and ground truth finger angles,
respectively. Trained using K-fold Cross-Validation (K = 5) with the Adam optimizer and
a learning rate of 0.001, the model achieved an average MSE of 0.00085 across all folds.
Training and validation loss trends are presented in Figure 8a.
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—— Validation Loss Validation Loss
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Figure 8. Training results for LSTM, GP and Transformer models: (a) training and validation plot
for LSTM, (b) training and validation plot for GP, (c) actual vs prediction for GP, (d) training and
validation plot for Transformer model.

2.3.4. Gaussian Process

The Gaussian Process (GP) models the relationship between inputs (X) and outputs
(Y) as a distribution over functions as in Equation (6):

f(x) ~ GP(m(x),k(x,x")) (6)

where m(x) is the mean function and k(x, x’) is the kernel or covariance function. Assuming
a zero mean m(x) = 0, the Radial Basis Function (RBF) kernel was employed due to its
ability to capture both linear and non-linear relationships, as shown in Equation (7):
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ldxxﬁ-—cﬁmp<—”ngﬂ'> %

where 1 is the length scale controlling the smoothness and 07 is the signal variance.
Given training data X and y, Equation (8) shows the GP posterior distribution at a new

input x:
P [X, y, %) =N(um§) (8)
where: 9
pe =K (K+02l) Ty 9)
02 = K(xs,x:) — KT (K+ oﬁl) ke (10)

Here, K is the covariance matrix of the training data, k, is the covariance vector
between x,. and the training points, and 2 is the noise variance. The posterior variance o2
provides a measure of uncertainty in the predictions.

The hyperparameters 1, of, o, were optimized by maximizing the log marginal likelihood:

1 -1 1 N
logp(y|X) = —EyT (K+ O'IZII) y — Elog‘K—F o2l — Eloan (11)

The model achieved an average Mean Squared Error (MSE) of 0.00833. Figure 8c,d
illustrates the training data and prediction results.

2.3.5. Transformers

Transformer models were used to predict finger angles, effectively addressing the
sequential nature of the problem. To integrate temporal sequence information, positional
encoding p, was added to the input feature vectors, providing a unique representation for
each time step using sine and cosine functions. This positional information enhances the
model’s ability to discern sequential patterns.

The Transformer architecture consists of an input layer, multiple encoder layers, and an
output layer. The input layer transforms the normalized input X; into a higher-dimensional
space hy, where h; € Rdmodel is the hidden representation. Each encoder layer features a
multi-head self-attention mechanism which calculates attention scores between elements of
the sequence followed by a feedforward network with ReLU activation. The output layer
maps the final hidden states to predict the finger angles §,. The model was trained using the
Mean Squared Error (MSE) loss function, similar to Equation (6). Training was performed
using the K-Fold Cross Validation method (K = 5) for 100 epochs, ensuring robustness
and generalization across datasets. The training and validation results are presented in
Figure 8b.

3. Results

To evaluate the performance of the proposed system for dexterous robotic grasping,
we compared the LSTM, GP, and Transformer models with the YOLOv8-n-seg model
for classifying and grasping the list [Apple, Banana, Ball, Bottle, Box, Lemon, Orange,
Strawberry, Tomato]. The experimental setup consisted of an Intel RealSense D435i RGB-D
camera for the vision system, a 6-DoF Annin Robotics AR4 robotic arm, and a Beijing
Inspire Robot Dexterous Hand with integrated force sensors. The computing hardware
included an Intel Core i7 CPU, 16GB RAM, and an NVIDIA RTX 4070 8 GB GPU.

The proposed method demonstrated superior grasping performance compared to
conventional approaches. The Transformer model achieved a 95.6% success rate, surpass-
ing LSTM and GP (91.3%). Unlike rule-based methods, which rely on predefined force
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thresholds, our approach dynamically adjusts grasp forces using real-time sensor feed-
back, ensuring adaptability across various object geometries. While Gaussian Processes
effectively quantified uncertainty, they struggled with rapid force variations, making them
less suitable for highly dynamic interactions. The Transformer model excelled in force
prediction, enabling smoother modulation and more precise grasping. The grasp config-
uration system further enhanced stability in two- and three-finger grasps, particularly
for delicate objects like strawberries and lemons. These results highlight the effective-
ness of deep learning-driven grasp adaptation, creating a robust and flexible strategy for
robotic manipulation.

3.1. Vision

The YOLOv8-n-seg model was trained on a custom dataset consisting of nine classes
[Apple, Ball, Banana, Bottle, Box, Lemon, Orange, Strawberry, Tomato]. During training,
the model achieved an overall Mean Average Precision (mAP@0.5) of 0.566 and mAP for
individual categories, as shown in Table 1 and the confusion matrix in Appendix A.2. The
objects listed in Table 1 were carefully selected to evaluate the grasping model’s adaptability
across diverse geometries and material properties. Spherical objects like apples and balls
test rotational stability, while elongated objects like bananas challenge force modulation
due to their deformability. Rigid objects such as bottles and boxes assess grasp robustness
under different stability constraints, whereas small objects like strawberries and lemons
test the precision of finger grasp configurations. This selection ensures a comprehensive
evaluation of the grasping model’s effectiveness in real-world scenarios.

Table 1. Vision model training results and real-time detections for two-, three-, and five-finger grasp
configurations. (\/—Successfully detected and classified; X—Unsuccessful (misclassified)).

Detection Based on Grasp Configurations

Object Class mAP@0.5 : . :
2 Fingers 3 Fingers 5 Fingers
Apple 0.612 v v v
Ball 0.476 v v v
Banana 0.221 v v v
Bottle 0.371 X v X
Box 0.472 v v v
Lemon 0.635 X v -
Orange 0.643 v v -
Strawberry 0.948 v v -
Tomato 0.716 X X -
All Classes 0.566

Figure 9 shows real-time detection, classification, and segmentation results for nine
classes using a three-finger grasp configuration. The model effectively classified objects
and predicted appropriate grasp configurations based on their surface characteristics. As
detailed in Table 1, the vision system achieved efficiencies of 66.66%, 88.88%, and 80% for
two, three, and five-finger configurations, respectively. Challenges arose in classifying the
Bottle, Lemon, and Tomato in the two-finger configuration, and with the Tomato and Bottle
in the three and five-finger configurations. No five-finger configurations were generated
for the small Lemon, Orange, Strawberry, and Tomato. Misclassification issues occurred
due to similarities between classes, such as confusing a Lemon for an Orange and a Tomato
for a Ball. These issues could be resolved with more data and careful labelling. Detailed
object detection pictures can be found in Appendix A.2.
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Apple 0.63

Apple

Camera Coordinates, X: (0.0329, Y: —0.0759, Z: 0.5760)
Surface Area (cm~2): 75.63 cm~2

Grasping Area {cm): 9.95 cm

Grasp Configuration: 3, Stability: High

Bottle

Camera Coordinates, X: (0.0243, Y: —0.0940, Z: 0.5860)
Surface Area (cm~2): 127.79 cm~2

Grasping Area {cm): 6.43 cm

Grasp Configuration: 3, Stability: High

(d)

Orange 0.83
L]

Orange

Camera Coordinates, X: (0.0566, Y: —0.0790, Z: 0.5880)
Surface Area (cm~2): 36.81 cm~2

Grasping Area {cm): 7.02 cm

Grasp Configuration: 3, Stability: High

(8)

Ball

Camera Coordinates, X: (0.1189, Y: —0.1091, Z: 0.5850)
Surface Area (cm~2): 117.08 cm~2

Grasping Area {cm): 12.71 cm

Grasp Configuration: 3, Stability: High

Box

Camera Coordinates, X: (0.0610, Y: —0.0955, Z: 0.5860)
Surface Area (cm~2): 155.64 cm~2

Grasping Area {cm): 9.96 cm

Grasp Configuration: 3, Stability: High

a’cwberr 0.53]

Strawberry

Camera Coordinates, X: (0.0625, Y: —0.0787, Z: 0.5860)
Surface Area (cm~2): 9.77 cm~2

Grasping Area {cm): 3.

Grasp Configuration: 3, Stability: High

Banana

Camera Coordinates, X: (0.0430, Y: —0.0992, Z: 0.5900)
Surface Area (cm~2): 93.80 cm~2

Grasping Area {cm): 4.30 cm

Grasp Configuration: 3, Stability: High

Lemon

Camera Coordinates,
Surface Area (cm~2)
Grasping Area {cm):
Grasp Configuration: 3, Stability: High

: (0.0367, Y: —0.0836, Z: 0.5880)

Ball

Camera Coordinates, X: (0.0489, Y: —0.1020, Z: 0.5880)
Surface Area (cm~2): 36.98 cm~2

Grasping Area {cm): 7.11 cm

Grasp Configuration: 3, Stability: High

(i)

Figure 9. Real-time detection and segmentation for three-finger grasp configuration: (a) Apple,
(b) Ball, (c) Banana, (d) Bottle, (e) Box, (f) Lemon, (g) Orange, (h) Strawberry, (i) Tomato misclassified

as Ball.

3.2. Dexterous Grasping

The grasping configuration results, as illustrated in Table 2, showcase the performance

of LSTM, Gaussian Process (GP), and Transformer models across various objects using

two-, three-, and five-finger grasps. All configurations demonstrated adaptability for

stable objects like the Apple, Ball, and Box, which were successfully grasped by each

model. Figure 10 shows the three-finger grasping of a Ball, Banana, Orange, and Tomato,

highlighting the models’ ability to adjust grasp configurations dynamically.

(d)

Figure 10. Real-time grasping results for three-finger grasp configuration: (a) Ball, (b) Banana,
(c) Orange, (d) Tomato.
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Table 2. Average force on all fingers based on grasp configuration for LSTM, GP, and Transformer
models for the detected objects. ( —successful grasps; RED—Unsuccessful grasps).

Average Force (N) on All Fingers Based on Grasp Configuration

Object Class
2 Fingers

LSTM GP Transformers
3Fingers 5Fingers 2Fingers 3Fingers 5Fingers 2Fingers 3Fingers 5 Fingers

Apple
Ball
Banana
Bottle
Box
Lemon
Orange
Strawberry
Tomato

1.9
1.6 1.7
1.9 1.2

However, challenges arose with objects such as the Banana and Bottle when using the
five-finger grasp, resulting in instability and suboptimal performance across all models.
The LSTM model exhibited force fluctuations, struggling to maintain consistent force
application, particularly when grasping objects with irregular shapes. The GP model,
although effective in providing uncertainty estimates, tended to under-predict the required
grasp force, resulting in occasional slippage. The Transformer model outperformed both
LSTM and GP by dynamically adjusting grasp forces based on contextual relationships
rather than relying solely on past states. This adaptability was evident in the three-finger
grasp configuration, where the Transformer model maintained a 95.6% efficiency rate
compared to 91.3% for LSTM and GP models.

For more delicate items like Lemon, Orange, Strawberry, and Tomato, the models
consistently opted for two- or three-finger configurations instead of five-finger grasps, as
these proved to be more stable and effective. The grasp configuration system dynamically
predicted these results based on object-specific characteristics, including geometry, grasping
area, and stability levels, thereby enhancing the precision of the outcomes. Despite some
limitations, the combination of grasp prediction with the advanced models ensured a
balanced approach, achieving stable grasps for a wide variety of objects.

3.2.1. LSTM

The Long Short-Term Memory (LSTM) model served as a baseline for predicting
adaptive finger positions during grasping tasks. With an average Mean Squared Error (MSE)
of 0.00085, the LSTM exhibited moderate accuracy in predicting grasp forces. However, it
demonstrated instability when dealing with certain objects. For instance, while the grasp
forces for the Ball (2.7 N in a two-finger grasp) and Bottle (2.9 N in a two-finger grasp) were
reasonably precise, the model struggled to maintain consistency for items that required
more complex grasp configurations, particularly the Banana and Bottle during five-finger
grasps, as shown in Table 2. Figure 11 illustrates the force profiles for the three-finger grasp
configuration of the Ball, Banana, Orange, and Tomato classes.

In three-finger grasp configurations, the average forces recorded were 2.4 N, 2.1 N,
2.1 N, and 1.6 N for the Ball, Banana, Orange, and Tomato, respectively. Overall, the LSTM
model achieved an efficiency of 91.3% for grasping tasks. Although the vision model
misclassified the objects, it successfully detected and facilitated grasping. This limitation
can be attributed to LSTM’s challenges in effectively generalizing sequential dependencies
for such tasks. Despite these issues, LSTM provided a robust baseline for comparison,
demonstrating moderate accuracy and computational efficiency.
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Force vs Time for grasp 3 Force vs Time for 3
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Figure 11. Force profile for three-finger grasp configuration for the LSTM model: (a) Ball, (b) Banana,
(c) Orange, (d) Tomato.

3.2.2. Gaussian Process

The Gaussian Process (GP) model demonstrated reliable predictions and offered the
crucial benefit of uncertainty quantification, which is essential for handling fragile and
deformable objects. The model achieved an average Mean Squared Error (MSE) of 0.00833,
slightly higher than that of LSTM, yet it provided more conservative and stable predictions.
For delicate items such as Strawberries (1.6 N for a two-finger grasp) and Lemon (1.7 N for
a two-finger grasp), the GP model effectively minimized the risk of damage by applying
lower forces. Additionally, it achieved average forces of 1.9 N, 2.2 N, 1.7 N, and 1.7 N
for three-finger configurations for the Ball, Banana, Orange, and Tomato, respectively, as
shown in Figure 12.

Force vs Time for grasp ion 3 Force vs Time for grasp configuration 3

00 o5 10 15 20 25 0o 05 10 15 20 25
Time (5) Time (5)

(a) Ball (b) Banana

Force vs Time for grasp 3 Force vs Time for grasp 3

00 05 10 15 20 25 00 o5 10 15 20 25
Time (5) Time (5)

(c) Orange (d) Tomato

Figure 12. Force profile for three-finger grasp configuration for the GP model: (a) Ball, (b) Banana,
(c) Orange, (d) Tomato.
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The model maintained an overall efficiency of 91.3%, comparable to that of the LSTM
model. This conservative methodology minimizes damage risks, making it particularly
valuable in safety-critical applications. For heavier objects like boxes, the GP exhibited rea-
sonable force estimations but occasionally under-predicted optimal grasp forces, reflecting
its cautious nature. Overall, GP’s probabilistic approach proved advantageous for safety-
critical scenarios, although it faced challenges in adapting to varying grasp configurations.

3.2.3. Transformers

The Transformer model exhibited superior performance in predicting grasp forces and
finger positions across a variety of objects, effectively overcoming the limitations seen in
LSTM and GP models. Unlike sequential architectures, which process data step by step,
Transformers leverage a self-attention mechanism to analyze the entire sequence at once.
This ability enables them to efficiently capture long-term dependencies and contextual
relationships, leading to more accurate and adaptive force modulation. In the experiments,
the Transformer model demonstrated improved force modulation across different grasp
configurations. For instance, the forces applied to an apple were recorded at 3.2 N for a
two-finger grasp and 2.4 N for a three-finger grasp as shown in Table 2. The model achieved
an overall efficiency of 95.6%. In the three-finger grasp configuration, the average forces
recorded were 1.8 N, 29 N, 2.2 N, and 2.7 N, for the Ball, Banana, Orange, and Tomato,
respectively, as shown in Figure 13.

Force vs Time for grasp configuration 3 Force vs Time for grasp configuration 3

— 3s Ring
— — Middle
30 — index

Force (N)

0.00 025 050 075 100 125 150 175 2.00
Time (5)

0.00 025 050 075 100 125 150 175 2.00
Time (s)

(a) Ball (b) Banana

Force vs Time for grasp c ion 3 Force vs Time for grasp 3

Force (N)

000 025 050 075 100 125 150 175 2.00 00 05 10 15 20
Time (s) Time (s)

(c) Orange (d) Tomato

Figure 13. Force profile for three-finger grasp configuration for the Transformer model: (a) Ball,
(b) Banana, (c) Orange, (d) Tomato.

A key advantage of the Transformer model is its ability to process multiple dependen-
cies within an input sequence simultaneously, allowing it to refine force predictions more
effectively than LSTM, which relies on sequential memory. By considering the broader
context of the grasping scenario, the Transformer model was able to adjust forces dynami-
cally, making it more adaptable to varying object shapes and textures. However, similar to
LSTM and GP models, the Transformer encountered stability issues with the ball during
five-finger grasps, as the grasp configuration struggled to maintain a constant force once
grasped. These findings indicate that, while the Transformer excels in force modulation
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and generalization, certain object geometries and grasp configurations will require further
refinement. These findings highlight the potential of Transformers in robotic grasping
applications, demonstrating their ability to enhance force adaptation and grasp precision
across a wide range of objects while maintaining computational efficiency and robustness.

3.3. Failure Analysis

The failure cases for the five-finger grasp show the difficulties with complex shapes
and how forces are applied. The system worked well with two- and three-finger grips
but struggled with objects like the Banana, Bottle, and Ball, as seen in Table 2. These
challenges primarily stem from model limitations and hardware constraints, affecting force
distribution and grasp consistency.

Each model exhibited specific weaknesses when dealing with certain object geometries.
The LSTM model struggled with sudden force spikes, particularly in the Index and Middle
fingers when grasping the Banana. Figure 14a shows the corresponding force profile. As the
Banana is long and prone to bending, stable grasping required continuous fine-tuned force
adjustments. However, the sequential nature of LSTM limited its ability to dynamically
regulate forces in real-time, resulting in frequent overcompensation. The GP model, while
effective in providing uncertainty-aware predictions, tended to underestimate required
forces, leading to instabilities when grasping rigid objects such, as the Bottle. Repeated force
fluctuations were observed in the Middle and Ring fingers due to the model’s conservative
force estimates, which led to unintended shifts in grasp stability. Figure 14b shows the
corresponding force profile. The Transformer model demonstrated superior adaptability
but encountered difficulties with the Ball, where its symmetrical surface required a precise
balance of forces across all fingers. Figure 14c shows the corresponding force profile.
The model occasionally struggled to maintain uniform force distribution, leading to slow
adjustments and inconsistent grasp stability.

Force vs Time for grasp configuration 5 Force vs Time for grasp configuration 5

35

Figure 14. Force profile for the failure cases of five-finger grasp configuration: (a) Banana with LSTM,
(b) Bottle with GP, (c¢) Ball with Transformer model.
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Beyond model-specific limitations, hardware constraints also contributed to grasp
failures. The robotic hand used in this study relies on embedded force sensors for force
estimation but lacks distributed tactile sensing across the fingers. This limitation was
particularly evident in objects such as the Tomato and Strawberry, where minor force
inconsistencies caused unexpected shifts in object position. The absence of fine-grained
tactile sensing restricted real-time corrective adjustments, impacting grasp stability for
deformable and delicate objects. Additionally, actuation delays in the robotic fingers
introduced minor inconsistencies in force application. Although the Transformer model
effectively adjusted grasp forces, the hardware’s response lag influenced grasp precision,
especially in five-finger configurations where force needed to be dynamically redistributed.

Addressing these challenges requires improvements in both model robustness and
hardware capabilities. Enhancing the Transformer model with stability-aware grasp pre-
dictions could mitigate force inconsistencies for symmetrical objects, such as the Ball.
Incorporating additional tactile sensors would improve real-time force adaptation, par-
ticularly for fragile and deformable objects, where subtle force variations significantly
affect grasp stability. Moreover, optimizing grasp configuration predictions to incorporate
real-time adjustments based on force feedback could further enhance grasp performance.
These findings emphasize the importance of integrating advanced force prediction mod-
els with improved sensing and actuation mechanisms to achieve stable and adaptive
robotic grasping.

4. Discussion and Future Work

This study presents a vision-guided deep learning framework for dexterous robotic
grasping that integrates YOLOv8-n-seg for object detection, Gaussian Processes (GP) for
uncertainty-aware force predictions, and Transformer models for sequential data processing.
The grasp configuration prediction system enhances adaptability by selecting optimal finger
configurations based on object-specific characteristics.

While the framework demonstrates improved efficiency, several challenges remain.
The vision model exhibited misclassification errors for objects with subtle textures and
irregular shapes, particularly for the Bottle in two- and five-finger configurations, the
Lemon in two-finger configurations, and the Tomato in two- and three-finger configurations.
Additionally, instability persisted in five-finger grasps for the Banana, Bottle, and Ball
due to their irregular geometries and complex force modulation demands. These factors
resulted in inconsistent force distribution across the fingers, leading to grasp failures in
certain scenarios.

Future research will focus on enhancing the vision system through improved ob-
ject classification techniques and real-time tracking to mitigate misclassification issues.
Five-finger grasp control strategies will be refined by incorporating advanced grasp stabil-
ity metrics and force redistribution techniques. Further optimizations in stability-aware
predictions using the Transformer model will be explored to improve force consistency,
particularly for objects requiring fine-tuned adjustments. Additionally, integrating tactile
sensing capabilities will provide real-time feedback on grasp stability, enabling precise and
adaptive force modulation.

5. Conclusions

The proposed framework significantly enhances dexterous robotic grasping by inte-
grating advanced vision and deep learning techniques. The results indicate a substantial
improvement over the previous LSTM-based system, which achieved only 60% efficiency
across five object classes. In this study, with nine object classes [Apple, Ball, Banana, Bottle,
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Box, Lemon, Orange, Strawberry, Tomato], the LSTM and GP models achieved an efficiency
of 91.3%, while the Transformer model outperformed with an efficiency of 95.6%.

The findings highlight the potential of combining probabilistic modelling, self-
attention mechanisms, and multi-modal sensing to improve grasp adaptability and preci-
sion. By addressing current limitations, future advancements will contribute to enhancing
robotic dexterity in unstructured environments, facilitating more reliable automation in
complex grasping tasks. The proposed framework has practical applications in industrial
assembly, logistics, and agricultural harvesting. By improving grasp stability and adapt-
ability, this approach reduces reliance on pre-programmed grasp strategies, increasing
operational efficiency and flexibility. In agriculture, it can be applied to delicate produce
handling, minimizing damage and optimizing sorting efficiency.
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Appendix A
Appendix A.1. Coordinate Mapping

During operation, the RGB-D camera (Intel RealSense D435i) captures RGB images
and depth data of the scene. The YOLOv8-n-segmentation network processes the RGB
images and outputs the bounding boxes, and segmentation masks of the detected objects,
along with their class labels, confidence scores, surface area and grasping area. The depth
data is then used to estimate the 3D coordinates of the object’s centroid within the camera
frame. A calibrated transformation matrix then converts these coordinates from the camera
frame to the robotic arm’s frame, ensuring precise grasping. Initially, chessboard calibration
was used to obtain (X, Y, Z) position data, but it lacked rotation information, leading to
grasping inaccuracies. To improve mapping, an ArUco-based calibration method was
implemented, incorporating both position and orientation for better alignment between
the camera and the AR4 robotic arm.

The coordinate transformation follows a two-step process. First, the centroid of the
detected bounding box is computed as:

Xmin + Xmax
2

_ Ymin + Ymax

Cx: 2

7 C}/

The corresponding depth value D (Cy, C,) is retrieved from the depth map. Using
the camera’s intrinsic parameters, the 2D image coordinates are projected into 3D camera
frame coordinates as follows:

(Cx—ex)D(Cx Cy)  _ (Cy=¢)D(Cr Cy)
’ c —

Xe= T 5,

7 ZC - D (CXI Cy)/
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where (cy, cy) is the principal point, (fy, fy) are the focal lengths, and D (Cy, Cy) is the
depth at the centroid.

The second step involves transforming the extracted camera frame coordinates into the
robot’s coordinate system using the extrinsic transformation matrix T,yers—s Robot Obtained
through ArUco-based calibration:

Xy Xc
Yl _ g Y,

Z, — Lcamera— Robot 7,
1 1

where (X, Y;, Z,) represents the final object position in the robotic coordinate frame. This
transformation ensures accurate grasp execution by compensating for the camera’s position
and orientation relative to the robot. ArUco-based calibration significantly improved
the accuracy by including rotation corrections, making object localization more reliable
compared to previous methods.

Appendix A.2. Vision

The YOLOvS8-n-seg model by Ultralytics was trained using a dataset processed in
Python 3.9, comprising 5551 images for training and 781 images for validation and testing.
The dataset was collected from Google Open Images V7, ensuring diverse object representa-
tion. Images were annotated using the Roboflow tool to generate segmentation masks and
bounding boxes. While the original images had varying resolutions, they were resized to
640 pixels before being input into the model. A standard 80-20 split was applied to maintain
a fair distribution between training and validation. Figure A1 shows the sample dataset.

aNANAT ‘
RS

(d)

Figure A1. Cont.
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Figure Al. Vision dataset: (a) Banana, (b) Bottle, (c) Box, (d) Ball, (e) Tomato, (f) Apple, (g) Orange,
(h) Lemon, (i) Strawberry.
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Figure A2. Confusion matrix for YOLOv8-n-seg model.

Apple

Camera Coordinates, X: {(0.0606, Y: —0.0615, Z: 0.5820) Apple

Surface Area (cm~2): 76.72 cm~2 Camera Coordinates, X: (0.0642, Y: —0.0697, Z: 0.5870)
Grasping Area (cm): 10.20 cm Surface Area (cm~2): 75.12 cm~2

Grasp Configuration: 5, Stability: Low. Grasping Area (cm): 10.21 cm
Grasp Configuration: 2, Stability: Medium

(@) (b)
Figure A3. Cont.

Camera Coordinates, X: (0.0678, Y: —0.0701, Z: 0.5540)
Surface Area (cm~2): 108.96 cm~2

Grasping Area (cm): 12.55 cm

Grasp Configuration: 5, Stability: Low
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Ball

Camera Coordinates, X: (0.1258, Y: —0.0668, Z: 0.5890)
Surface Area (cm~2): 112.90 cm~2

Grasping Area (cm): 11.90 cm

Grasp Configuration: 2, Stability: Medium

Box

Camera Coordinates, X: (—0.0001, Y: —0.0386, Z: 0.5800)
Surface Area (cm~2): 120.64 cm~2

Grasping Area {(cm): 6.39 cm

Grasp Configuration: 5, Stability: Low

Box
Camera Coordinates, X: (0.0610, Y: —0.0955, 2: 0.5860)|
Surface Area (cm~2): 155.64 cm~2
Grasping Area (cm): 9.96 cm
Grasp Configuration: 3, Stability: High
Orange 0.80
o

Orange

Camera Coordinates, X: (0.0657, Y: —0.0666, Z: 0.5870)
Surface Area (cm~2): 35.99 cm~2

Grasping Area (cm): 7.16 cm

Grasp Configuration: 2, Stability: Low

Strawberry 0.69

Strawberry

Camera Coordinates, X: (0.0551, Y: —0.0406, Z: 0.5880)
Surface Area (cm~2): 11.90 cm~2

Grasping Area (cm): 3.62 cm

Grasp Configuration: 2, Stability: Medium

P

Banana

Camera Coordinates, X: (0.0305, Y: —0.0652, Z: 0.5880)]
Surface Area (cm~2): 93.41 cm~2

Grasping Area {em): 4.40 cm

Grasp Configuration: 5, Stability: Low

Bottle

Camera Coordinates, X: (0.0668, Y: —0.0312, Z: 0.5830)|
Surface Area (cm~2): 123.18 cm~2

Grasping Area {cm): 6.33 cm

Grasp Configuration: 2, Stability: Medium

Orange 0.50

Orange

Camera Coordinates, X: (0.0029, Y: —0.0633, Z: 0.5850)|
Surface Area (cm~2): 43.54 cm~2

Grasping Area {cm): 6.83 cm

Grasp Configuration: 2, Stability: Low

(k)
Orange 0.80
o

Orange

Camera Coordinates, X: (0.0980, Y: —0.0575, Z: 0.5880)|
Surface Area (cm~2): 35.60 cm~2

Grasping Area {cm): 7.04 cm

Grasp Configuration: 2, Stability: Medium

Ball

Camera Coordinates, X: (0.0489, Y: —0.1110, Z: 0.5870)
¥)

Grasping Area (cm): 7.07 cm
Grasp Configuration: 2, Stability: Low

(@)

Banana
Camera Coordinates, X: (0.0488, Y: —0.0909, Z: 0.5860)
Surface Area (cm:

Grasping Area (cm): 4.27 cm

Grasp Configuration: 2, Stability: Low

Box
Camera Coordinates, X: (0.0532, Y: —0.0906, Z: 0.5840)
Surface Area (cm~2): 156.06 cm~2
Grasping Area (cm): 9.98 cm
Grasp Configuration: 5, Stability: Low
.
(i)

Orange 0.41

Orange

Camera Coordinates, X: (0.0029, Y: —0.0633, Z: 0.5850)|
Surface Area (cm+2): 43.90 cm~2

Grasping Area (cm): 6.83 cm

Grasp Configuration: 2, Stability: Medium

trawberry 0.70]

Strawberry

Camera Coordinates, X: (0.0580, Y: —0.0620, Z: 0.5870)
Surface Area (cm~2): 9.28 cm~2

Grasping Area {cm): 3.38 cm

Grasp Configuration: 2, Stability: Low

Ball

Camera Coordinates, X: (0.0719, Y: —0.0667, Z: 0.5880)
Surface Area (cm~2): 35.25 cm~2

Grasping Area (cm): 7.17 cm

Grasp Configuration: 2, Stability: Medium

(r)

Figure A3. Real-time detection and segmentation for two- and three-finger grasp configurations:
(a) Apple (5 finger), (b) Apple (2 finger), (c) Ball (5 finger), (d) Ball (2 finger), (e) Banana (5 finger),
(f) Banana (2 finger), (g) Bottle misclassified as Box (5 finger), (h) Bottle (2 finger), (i) Box (5 finger),
(j) Box (2 finger), (k) Lemon misclassified as Orange (2 finger—low stability), (1) Lemon misclas-
sified as Orange (2 finger—medium stability), (m) Orange (2 finger—low stability), (n) Orange
(2 finger—medium stability), (o) Strawberry (2 finger—low stability), (p) Strawberry (2 finger—
medium stability), (q) Tomato misclassified as Ball (2 finger—low stability), (r) Tomato misclassified
as Ball (2 finger—medium stability).

Figure A4. Cont.
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Figure A4. Real-time grasping results: (a) Apple (2 finger), (b) Apple (3 finger), (c) Apple (5 finger),
(d) Ball (2 finger), (e) Ball (5 finger), (f) Banana (2 finger), (g) Banana (3 finger), (h) Banana (5 finger),
(i) Bottle (2 finger), (j) Bottle (3 finger), (k) Bottle (5 finger), (1) Box (2 finger), (m) Box (3 finger),
(n) Box (5 finger), (o) Lemon (2 finger), (p) Orange (2 fingers), (q) Strawberry (2 fingers), (r) Tomato
(2 fingers).

Appendix A.3. Grasp Configuration

The grasp configuration system relies on detailed feature extraction and preprocessing
steps for effective prediction. Key features include:

e  Object Features
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The system extracts the object category (e.g., apple, bottle), grasping area, and surface
area from the object detection pipeline. Figure A5 shows the grasping area (red line)
of the detected objects. These features provide a foundation for predicting the grasp
configuration. The shortest segment of the object to be grasped is also identified to ensure

precision in manipulation.

Apple 0.42

L]

Apple

Camera Coordinates, X: (0.0043, Y: —0.0212, Z: 0.5610)
Surface Area (cm~2): 75.20 cm~2

Grasping Area {(cm): 9.96 cm

Grasp Configuration: 3, Stability: Low

Box 0.77

/)

Box

Camera Coordinates, X: (0.0509, Y: —0.0623, Z: 0.5760)
Surface Area (cm~2): 148.00 cm~2

Grasping Area (em): 9.67 cm

Grasp Configuration: 3, Stability: Low

()

Banana 0.72

A |

Banana

Camera Coordinates, X: (0.0489, Y: —0.0682, Z: 0.5880)
Surface Area (cm~2): 89.32 cm~2

Grasping Area {cm): 4.03 cm

Grasp Configuration: 3, Stability: Low

(b)

%ﬂwber 0.63

Strawberry

Camera Coordinates, X: (0.0228, Y: —0.0329, Z: 0.5870)
Surface Area (em~2): 12.04 cm~2

Grasping Area {cm): 3.64 cm

Grasp Configuration: 3, Stability: Low

(d)

Figure A5. Real-time object detection with grasping area (red line) (a) Apple (3 fingers), (b) Banana
(3 fingers), (c) Box (3 fingers), (d) Strawberry (3 fingers).

e  Grasping Ratio
To quantify the ease of grasp, the grasping ratio is calculated as:

Grasping Area

Ratio =
Surface Area

(A1)
where Surface Area > 0. This metric captures the proportional relationship between the
graspable area and the overall surface area, offering insights into the grasping ability of
the object.

e  Stability Parameter

A stability feature is introduced to classify objects into one of three discrete stability
levels—low, medium, or high. These levels are assigned numerical values of 0, 1, and 2,
respectively, to facilitate machine-learning compatibility.

e  Feature Normalization

Numerical features, such as grasping area, surface area, and grasping ratio, are nor-
malized using standard scaling techniques to ensure uniformity across feature magnitudes,
preventing any one feature from disproportionately influencing the model. The object
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category is label-encoded into numerical values to enable its use within the machine
learning framework.

The predictive model is a pre-trained Random Forest classifier designed to output
the grasp configuration g .. € {2,3,5} representing the number of fingers required
for grasping. The model uses a feature vector combining the encoded object category,
normalized numerical features, and mapped stability values. Trained on a labelled dataset
of diverse objects, the Random Forest classifier ensures robustness and adaptability to
various geometries and sizes. Once an object is detected by the robotic vision system,
the extracted features are processed and fed into the trained model. The system predicts
the optimal grasp configuration, directing the robotic manipulator to execute the most
appropriate grasp. Users can adjust the stability feature to achieve grasps with low, medium,
or high stability. If stability data is unavailable, the system randomly assigns stability levels
before making predictions. This integration into the perception-action pipeline ensures
seamless and efficient robotic operation. Below Figure A6 shows the training results of the
Random Forest Classifier Model.

Classification Report:
precision recall fl-score support

2 0.89 0.73 0.80 11

3 0.67 0.80 0.73 5

5 0.75 1.00 0.86 3

accuracy 0.79 19
macro avg 0.77 0.84 0.79 19
weighted avg 0.81 0.79 0.79 19

Confusion Matrix:
[[8 21]

[140]

[0 0 3]]

Figure A6. Grasp Prediction Model performance.
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