Sheffield
Hallam
University

Atrtificial Intelligence Facial Expression Recognition for Early Prediction of Human Health
Deterioration

AL-TEKREETI, Zeena Sabah Ismaeel

Available from the Sheffield Hallam University Research Archive (SHURA) at:

https://shura.shu.ac.uk/34872/

A Sheffield Hallam University thesis

This thesis is protected by copyright which belongs to the author.

The content must not be changed in any way or sold commercially in any format or medium
without the formal permission of the author.

When referring to this work, full bibliographic details including the author, title, awarding
institution and date of the thesis must be given.

Please visit https://shura.shu.ac.uk/34872/ and http://shura.shu.ac.uk/information.html for
further details about copyright and re-use permissions.


http://shura.shu.ac.uk/information.html

Artificial Intelligence Facial Expression Recognition for
Early Prediction of Human Health Deterioration

Zeena Sabah Ismaeel Al-Tekreeti

A THESIS SUBMITTED IN PARTIAL FULFILMENT OF THE REQUIREMENTS OF
SHEFFIELD HALLAM UNIVERSITY
FOR THE DEGREE OF DOCTOR OF PHILOSOPHY

May 2024



Declaration

| hereby declare that:

1.

I have not been enrolled for another award of the University, or other
academic or professional organisation, whilst undertaking my research

degree.

None of the material contained in the thesis has been used in any other

submission for an academic award.

I am aware of and understand the University's policy on plagiarism and
certify that this thesis is my own work. The use of all published or other
sources of material consulted have been properly and fully

acknowledged.
The work undertaken towards the thesis has been conducted in accordance
with the SHU Principles of Integrity in Research and the SHU Research

Ethics Policy.

The word count of the thesis is 50,000.

Name

Zeena Sabah Ismaeel Al-Tekreeti

Award

PhD

Date of Submission May 2024

Faculty The Department of Engineering and Mathematics

Industry and Innovation Research Institute.

Director(s) of Studies Professor Marcos Rodrigues




¢

o
A5

X/
o0

X/
o0

Dedication

This research work 1s dedicated to:

My parents, who have raised me to be the person | am today. None of this would
have been possible without your unending love, support and encouragement,
which have served as a foundation for me during the best and worst times.

To my mother, who has left us with her body, but whose soul still flutters in the

sky of my life.
To my father, whoever has left our world, and whose advice still guides me.

My lovely kids Yousif and Elaine, your kind support, sacrifices and good wishes

were more worthy than you could imagine.

To all those from whom | have received advice and support, thank you for your
love and the ongoing encouragement over the years.

| dedicate to you the summary of my scientific effort.

Zeena



Acknowledgements

I would like to thank some people, where this work would never have been possible

without their support and guidance.

I wish to express my sincere thanks and deep gratitude to my Director of Study
Professor Marcos Rodrigues for his invaluable guidance, constant encouragement,
inspiration, and assistance throughout this PhD project. You have always
encouraged me to follow my own path and to constantly strive to become a better

researcher. | am fortunate to have you as my mentor.

I would also like to express my appreciation to Jeronimo Moreno-Cuesta and
Maria Isabel Madrigal, who works at the North Middlesex University Hospital, for

giving us the problem and their assistance throughout this research project.

Special thanks should also be given to MERI staff (Dr. Da Costa Abreu Marjory,
Jennifer Sturch, Alexandra Preston, Amy) and my PhD colleagues at MERI for

their kind support whenever required.

I would also like to express my special thanks to The Ministry of Higher Education
and Scientific Research in Irag, the University of Technology, and the Iraqi

Cultural Attache for their assistance and support throughout this research project.

Finally, I am indebted to my sponsor Sheffield Hallam University for financial

support and for giving me this opportunity to complete my PhD.

Author



Abstract

Facial expressions are a universally recognised means of conveying internal emotional
states across diverse human cultural and ethnic groups. Recent advances in understanding
people's emotions expressed through verbal and non-verbal communication are particularly
noteworthy in the clinical context for the assessment of patients’ health and well-being.
Facial expression recognition (FER) plays an important and vital role in healthcare,
providing communication with a patient’s feclings and allowing the assessment and
monitoring of mental and physical health conditions. However, the subtle and rapid nature
of facial expressions poses a challenge to swift recognition and interpretation. Previous
research collaboration between North Middlesex Hospital and the GMPR group has
demonstrated for the first time that human recognised patterns of facial action units can be
used to predict admission to intensive care. This thesis shows that automatic machine
learning methods may predict health deterioration accurately and robustly, independent of
human subjective assessment. Methods are developed to create a facial database mimicking
the underlying muscular structure of the face, whose Action Unit motions can then be
transferred to human face images, thus displaying animated expressions of interest. To
detect and recognize expressions, five models are proposed and tested. The first model
combined face detection method with a 1D Convolutional Neural Network (1D-CNN),
using raw generated data coordinates as input. Results show 99.74% accuracy in predicting
patient deterioration. The second model combines 1D-CNN with Long Short-Term Memory
(LSTM) with different data pre-processing methods with an overall accuracy of 99.89%.
The third and fourth models, based on Random Forest and Support Vector Machine methods
yield accuracies of 100% and 60% respectively. Finally, the Transformer model yields a
low accuracy of 20%. The main contributions to knowledge from this thesis can be
summarized as 1) the generation of visual datasets mimicking real-life samples of facial
expressions indicating health deterioration; 2) to improve understanding and
communication with patients at risk of deterioration through facial expression analysis, and
3) developing state-of-the-art models to recognize such facial expressions based on
simulated facial expressions. Hence, the significance of the investigation and prediction
model designs is to directly support clinical systems in detecting and assessing early signs
of health deterioration directly from the analysis of patients’ facial expressions. As such,
the outcomes of this PhD thesis may help to improve assessment of health deterioration by
introducing real-time, health trend analysis and early warning systems to support timely

interventions.
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Chapter 1

Introduction

1.1 Background

An understanding of human feelings, behaviours, and intentions is based on interpreting
their sentiments expressed by various cues, including verbal communication such as speech
patterns and nonverbal communication such as body language, gestures, head nods, and
facial expressions (FES) (Manalu & Rifai, 2024).

In the healthcare field, communication is an essential factor for understanding patient health
and well-being (Street et al., 2009). However, it can be difficult to communicate directly
with patients in critical states for a number of reasons, such as unconsciousness, severe
illness, inability to speak, under medication, cognitive impairment, mental disorder, or
second language. In such cases, a medical team must rely on measurements like vital signs
monitoring (including heart rate (HR), blood pressure (BP), temperature, oxygen
saturation), pain assessment (using the visual analogue scale), imaging tests (including chest
X-rays, CT-scans, ultrasound). Normally, facial expressions are not considered in these
situations, and this is the main topic of this PhD thesis.

Deterioration is a critical state and a serious factor that may result in the death of the patient
(Jones et al., 2013), and can impair patients’ ability to communicate and convey their
feelings, thoughts, and desires (Alasad & Ahmad, 2005). An early accurate clinical
assessment known as a self-report is not always an option when communication with a
patient is impaired due to some factors such as age, critical status, unconsciousness,
language impairments, inability speak, and limited mobility because of critical illness and/or
medications process (Herr et al., 2019; Alasad & Ahmad, 2005). Self-report is a costly
procedure concerning human resources and difficult to carry out objectively. Equally, risk
assessment by critical care nurses in intensive care units (ICU) can be non-objective and
based on intuitive decisions (Odell et al., 2009; Madrigal-Garcia et al., 2018). In addition,
patients admitted to ICU mostly face life-threatening illnesses and having no effective
communication may threaten judicious decisions control. Therefore, early warning clinical
signs of deterioration in health care are important indicators of the imperative to take
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preventive measures for patient well-being and chance of survival (Ye et al., 2019).
Consequently, a human-computer interaction (HCI) system that can perform objective,
accurate measurements, and precise health assessments, would be advantageous for

identifying early warning signs and prioritising patients in need of urgent medical care.

The face is an essential indicator of human feelings, a significant channel for transferring
nonverbal communication, and a prime source of health information (Guo et al., 2023).
Therefore, facial expression (FE) is an important marker for conveying our emotional state
and intentions (Joseph & Geetha, 2020). Psychologists assert that FEs form 55% of daily
human communication, far higher than verbal communication with speech (38%) or in
writing (7%) (Mohan et al., 2012).

FEs are formed by the synchronised movement of facial muscles and play an essential role
in the exchange of information and fostering social interactions (Albert Mehrabian, 1972).
FEs reveal human sentiments, giving a glimpse into a person’s state of mind through
changes in key facial features. The study of (Ekman & Friesen, 1978) presented an innovative
method called the Facial Action Coding System (FACS), which succeeded in characterising
movements of facial muscles that surround the facial landmarks, namely the eyes, nose, and
mouth into specific FEs. Seven universal facial expressions were identified, perceived as
emotions of happiness, anger, contempt, disgust, surprise, fear, and sadness. Their study
introduced a comprehensive set of anatomic non-overlapping facial muscle movements
called action units (AUs) that are typically used to encode and taxonomize FE
corresponding to a displayed emotion (Rudovic et al., 2015; Jeong & Ko, 2018). Each AU
refers to the contraction of a particular group of face muscles, and FACS perceives the
configuration of AUs comprising a FE. FACS can identify large numbers of emotions by
identifying the set of muscular movements that comprise the FE.

Recently, various methods of facial expression recognition (FER) based on FACS have been
developed, identifying the complex changes in facial movement that form universal FEs
(Sato et al., 2019). There are large numbers of FEs due to the huge diversity in facial muscle
movement, and AUs represent the features that need to be extracted to recognise a FE.
Combinations of facial AUs, and the relationships between them, result in a specific facial
behaviour and FE. A set of AUs may comprise, for instance, the co-occurrent relationship
of inner brow raiser (AU1) and outer brow raiser (AU2), or the mutually exclusive
relationship of lip presser (AU24) and lips apart (AU25).



In the medical field, observing and evaluating FEs by healthcare professionals can provide
a valuable insight into a patients’ feelings without causing them discomfort (Kuramoto et
al., 2019). However, recognising the various types of FE using self-reporting is a challenge.
Firstly, FE evaluation depends on the intuition and experience of healthcare professionals
and psychologists who need to recognise and interpret interactive changes conveyed
through the FE (Kuramoto et al., 2019). Furthermore, patient monitoring is based on
observation by nursing staff, and such measurements that indicate patient’s health
deterioration may not be noticed in the time between observations. Moreover, the time and
effort spent on training to statistically score the AUs is costly (Cascella et al., 2023;
Nagireddi et al., 2022).

Other applications of facial analysis have been designed in connection with age estimation,
gender classification, face detection, face recognition, face posing and expression, and blink
detection. Continued progress in facial analysis demonstrates its usefulness and
effectiveness, as reflected in its increasing application in various disciplines. For instance,
computer-aided FER is an interesting field offering various techniques to interpret human
emotions from FEs. Together with effective human-machine interaction (HMI) interfaces,
these technologies have significant potential to recognise and understand emotions and
intentions.

There has been a significant growth in the use of digital images, machine learning (ML),
and deep learning (DL) in facial recognition and human-computer interaction due to the
availability and cost-effectiveness of high-end cameras. Facial image detection, analysis,
and recognition have achieved remarkable real-time results.

However, identifying the intensity of facial AU is still a challenging task due to factors like
head position, illumination, age, subtle expression changes, or the involvement of other
specific sets of related and unrelated AUs (Rudovic et al., 2015). The main motivation for
using ML and DL algorithms is their high performance in detection and recognition tasks.
Robust artificial neural network (ANN) models can be designed and trained on large and
diverse datasets to satisfy the given requirements of automatic recognition and
classification. (Hardas & Pokle, 2017). The automatic recognition of deterioration in health
is essential in the healthcare domain as a supportive factor for patient recovery in ICUs, and
for admission to critical units after surgery. Precise deterioration assessment from facial
expressions could be highly beneficial as an automatic early warning system, facilitating

risk assessment earlier than statistical methods.



This thesis presents automatic facial expression recognition (AFER) as a technique to
support healthcare professionals by providing specific information on health status without
the need for previous knowledge or special skills. Various approaches exist for feature
extraction from the fine details of a dataset. To capture the various aspects of facial data
using ML and DL, this thesis proposes a combination of appropriate feature extraction
approaches for a comprehensive, sensitive, precise, and robust analysis of a patient's health
status. Guided by the work of Madrigal and her colleagues, this thesis investigates and
proposes five models based on different pre-processing, feature extraction, and Al methods,
to predict health conditions by recognising early signs of deterioration. The study aims to
recognise facial expressions with high levels of accuracy and generate realistic datasets that
mimic the exact expressions of patients whose health shows signs of deterioration within a
given time frame. Due to the difficulty of obtaining real-data samples from patients in
critical care units, the generated datasets will make a significant contribution to knowledge.

The highlighted models are as follows.

e The first model introduces one of the most common deep neural network models
known as convolution neural networks (CNN) to learn and predict facial features
from generated characters created by special software such as Blender and the first
order motion model (FOMM).

e The second model focuses on convolution neural networks and long short-term
memory (LSTM) to replicate predictions from the detection and recognition of facial
expressions from a set of action units.

e The third model is based on feature extraction and the random forest (RF) as a
classifier with high quality prediction ability.

e The fourth model is based on feature extraction and the support vector machine
(SVM) as a classifier, yielding high-quality predictions.

e The final model involves the transformer deep learning algorithm used in large
language models (LLM) to determine whether it can produce robust predictions
from minute facial expressions.

The work reported here concerns the development of an automatic facial AU recognition
system capable of detecting patient health deterioration in critical care wards based solely
on FEs. The emotional states expressed are detected in real-time using fully automated
computer algorithms whose input is facial images acquired from any imaging device, such

as a webcam.



1.2 Related Work

Human facial expressions are powerful nonverbal cues of emotions, state of mind, and
health, and FER is essential in human communication and interaction (Jaswanth & David,
2020). In 1971, one of the earliest works on facial expression was presented by Ekman and
his colleagues (Ekman & Friesen, 1971), who developed a theory of universal FEs for
specific emotions by observing films of social interactions in different cultures.

Seven years later, the facial action coding system (FACS) (Ekman & Friesen, 1978) was
presented, identifying AUs that represent facial muscular movements. In 1995, Gosselin et
al. (Gosselin et al., 1995) described an experiment that included six participants from
Canada to present emotions based on scenarios corresponding to six types of FEs. FACS
shows that certain AUs represent specific FE, like AU 6 and AU 12, that appear frequently
in a happy expression, or AU9 that is rarely observed in a disgusted expression. (Sato et al.,
2019). Furthermore, several non-predicted AUs were observed frequently in most FEs.
Later, the authors (Scherer & Ellgring, 2007) asked 12 professional actors in Germany to
present facial expressions corresponding to various ranges of emotions. According to the
FACS analyses, the outcomes of the experiment did not prove the existence of many
theoretically predicted AUs for basic and non-basic emotions. Therefore, in recent decades,
computer-aided vision has been identified as an essential tool for healthcare professionals.
In 2011, Lucey et al. (Lucey etal., 2011) built a UNBC-McMaster database containing 200
video streams taken from 25 patients suffering from shoulder pain. Video frames were
labelled based on the work of Prkachin and Solomon (Prkachin & Solomon, 2008) and the
FACS metric presented by Ekman, Friesen, and Hager, which codes different facial muscle
movements with various intensity levels (Ekman et al., 2002). The UNBC-McMaster pain
expression archive database has been used to propose new models for FE pain detection.
Lucey etal. (Lucey et al., 2011) published baseline results with the dataset that used support
vector machines (SVM/AAM) system to extract facial landmark features to predict pain
action units (AUs) and the PSPI to score the presence of pain.

In these and similar studies, facial AUs have been typically used to encode facial activity
corresponding to different facial expressions such as pain or anger. In 2015, Rudovic et al.
(Rudovic et al., 2015) described the difficulty of reliable AU intensity estimation in
differing contexts, such as light intensity, head pose, or variability in FE. As a result, the
analysis of facial expressions has received a lot of attention. In 2013, an investigation study

using FACS proposed by Gross and his colleagues (Gross et al., 2013) uncovered that health
5



professionals usually recognise sadness and fear expressions in patients at risk of
deterioration. In 2018, (Madrigal-Garcia et al., 2018) a collaboration between North
Middlesex University Hospital, University College of London Hospital, and the GMPR
Research Group at Sheffield Hallam University proved that patterns of facial AUs can be
used as predictors of admission to critical care. The study analysed AUs in both the upper
and lower regions of the face, including head tilting direction, and the National Early
Warning Score (NEWS) was used to collect clinical metrics. This seminal work was the
starting point for this PhD thesis. While that work used a trained psychologist to recognize
facial expressions, the aim of this thesis is to develop an automatic facial expression
recognition (AFER) based on the work of Madrigal-Garcia and colleagues.

In recent years, AFER has become a crucial part of various human-computer interaction
applications (Li et al., 2013; Chen et al., 2019). Considered a multidisciplinary research
field, it has been applied in computer vision, machine learning, psychology, neuroscience,
and cognitive science (Gunes & Hung, 2016). In 2016, Jaiswal and Valstar (Jaiswal &
Valstar, 2016) presented a combination of Convolution Neural Networks (CNN) and Bi-
directional Long Short-Term Memory Networks (BiLSTM) that can detect facial AUs. In
2017, Sang et al. (Sang et al., 2017) introduced CNN model that can recognise facial
emotions, in which the output layer includes seven neurons that are labelled according to
the seven universal FEs. The purpose is to classify each image as one of the universal facial
expressions. One year later, Chen et al. (Chen et al., 2017) presented a CNN that uses a
convolution kernel for feature extraction and a max pooling operation to minimise the
dimensions of the extracted features. This AFER system also classifies each facial image as
one of the seven universal FEs. In an early AFER investigation by (Al Taee & Jasim, 2020)
using the Japanese Female Facial Expressions (JAFFE) database, a CNN trained with
different grey-scale images was able to classify FEs as one of the seven universal emotions
with 100% accuracy. The work of (Mohan et al., 2021) introduced deep convolution neural
networks (DCNN) for recognizing facial expressions. The researchers proposed a 2-stage
approach based on five databases. The first stage focuses on identifying geometric local
features in the human face using a gravitational force descriptor. In the second, the
descriptor is fed into the DCNN model, exploring the holistic features. In summary, facial
AUs have been employed to encode different facial expressions with varying degrees of

success and with intrinsic model limitations.



1.3 The Significance of this Research

Facial expressions are vital identifiers of human sentiments and non-verbal cues which
uncover our emotions. The early signs of deterioration in health that are revealed by facial
expressions can be automatically detected and recognized using appropriate methods.

This thesis presents an automated medical examination and risk alerting process by
acquiring information from face segments of interest within facial images to derive precise
real-time data on the stability of a patient’s medical condition. Machine learning algorithms
are selected in the design of a prediction or decision-making model based on their ability to
transform raw data into valuable insights.

The suggested method concentrates on investigation of the main facial features that can help
a CNN or LSTM recognize patterns of deterioration in patients in critical care units,
ignoring unnecessary and misleading features that confuse deep learning networks through
the training process. The project focuses on five essential classes of facial expression that
show deterioration reported in the work of Madrigal-Garcia and her colleagues (Madrigal-
Garcia et al., 2018).

Detecting early signs of health deterioration has a significant impact on human survival and
improving their well-being by providing healthcare professionals with alerting signals for
appropriate immediate support actions. Specific FEs indicating deteriorating health have
been proposed by researchers from NHS at Middlesex Hospital and Sheffield Hallam
University who observed and recorded characteristic FEs among patients about to be
admitted to critical care units (CCUs).

This thesis seeks to design models to acquire information from images of specific regions
of the face, including upper and lower parts, facilitating computer-aided facial analysis
based on facial muscle movements. Using computer vision techniques, the thesis aims to
facilitate automated medical assessment, especially in situations challenging to observe like
deterioration trends over many hours.

Therefore, this project provides a systematic review to assist the healthcare professional,
presenting analysis of methods that produce useful information on the health status of
patients through the reading and analysis of micro-expression intensity. The main driver for
developing techniques to detect deterioration trends from facial muscles is to overcome
existing limitations of cost and subjectivity. Such an early warning system has high clinical

value.



1.4 Motivation

The exchange of information through FEs during social interaction or medical assessment
is a substantial contributor to understanding an individuals emotional state, especially when
verbal communication is impaired. Several facial attributes such as facial landmarks, action
units, and micro and macro facial expressions can be employed to derive and analyse
significant features of facial expressions.

Various AFER studies have yielded high accurate results in processing and interpreting
images and video frames, including identifying and tracking facial attributes. With a crucial
role in FER, deep learning algorithms trained on large datasets of FES can recognize patterns
and correlate the intensity of action units with specific emotions. Algorithms such as CNN
and LSTM can derive and categorise attributes from the changes in facial muscle
movement.

Therefore, this thesis develops AFER methods to analyse facial expressions reflecting
trends in a patient’s health by designing an early warning system based on deep learning
techniques with the following characteristics.

1. A monitoring and alert system will send signals and information showing patient
status in real-time to significantly facilitate decision-making.

2. Involuntary micro-expressions that appear and leak over the face expressing allow
the real emotional state to be detected without any control or manipulation from the
patient, not only benefiting the healthcare sector but other disciplines such as crime
investigation, social interaction, addressing security issues, and education.

3. The ability to recognise subtle FE cues of patient health state will have a significant
impact on assessments such as pain assessment, autism, and depression.

4. Building interaction between healthcare professionals and patients though effective
interpretation of facial expressions can improve survival rates and build an

empathetic healthcare environment.

With evidence from recent research recording high accuracy in AFER using machine
learning and deep learning techniques, this thesis advances current knowledge of automated

techniques to identify patients at risk of deterioration.



1.5 Problem Statement

Facial expressions are the innate outcome of voluntary and involuntary emotional
responses, and their accurate measurement and interpretation is a challenging task even for
trained professionals. Therefore, employing machine learning and deep learning techniques,
especially CNN and LSTM algorithms, to extract, describe, and classify patterns of micro
and macro facial expressions can significantly impact accurate understanding of emotional
states.

Deep learning-based FER methods face the challenge of scarcity of databases of FEs. The
core problem that this project faced was generating a realistic dataset of FER for patients in
deteriorating health that closely mimics real data.

In addition, deep learning models often struggle with capturing and extracting nuanced and
subtle changes in muscle movement. The preparation phase, when implementing some of
the extraction methods, faced challenges like the intensity of micro facial expressions, the
imbalanced distribution of data per class, and varying frame rates of the captured facial
images and videos. Furthermore, the data are virtual not real, potentially resulting in
unrealistic datasets. Therefore, employing recent techniques to extract as much realistic data
as possible is crucial. The performance of machine learning models can suffer in the real

world due to unmeasured circumstances, and unaccounted environmental factors.

1.6 Aim and Objectives

The aim of this project is to develop and demonstrate an AFER system that can provide
continuous, real-time monitoring of patients' facial expressions, which is especially useful
in high-dependency environments like intensive care units (ICUs), where patients may be
non-verbal due to their critical state or sedation. AFER offers objective and consistent
monitoring without the subjectivity or fatigue that can affect healthcare professionals’
observers, and providing early signs detection help for timely intervention, which can

significantly improve patient well-being and potentially reduce recovery time.

The proposed AFER framework is based on machine learning (ML) and Deep Learning
(DL) algorithms for allocating micro and macro facial expressions, extracting features, and

categorizing FEs. The following objectives are identified:



Development of an AFER Framework: To design and implement an AFER system
using machine learning (ML) and deep learning (DL) techniques that can accurately
identify and classify micro and macro facial expressions, enabling the detection of

early signs of patient health deterioration in high-dependency settings.

Creation of a Synthetic Facial Expression Dataset: To generate a more realistic and
representative dataset for training AFER models by developing avatars that express
specific facial expressions and transferring these to images of real faces, enhancing

the system’s accuracy in detecting health-related facial expressions.

Improvement of Feature Extraction and Recognition Methods: To investigate and
optimize feature extraction methods to recognize facial expression patterns,
focusing on those linked to health deterioration, while addressing challenges like

variations in face poses, lighting, and facial landmarks.

. Advanced Deep Learning Model Design: To design and develop state-of-the-art
deep learning models, including Convolutional Neural Networks (CNN),
ConvLSTM, and Transformers, for hierarchical feature learning, real-time
processing, and efficient facial expression analysis without the need for manual

feature engineering.

. Application of AFER in Real-World Clinical Scenarios: To evaluate the system’s
robustness in real-world conditions, focusing on timely and accurate detection of
patient health deterioration, especially in critical care and general hospital
environments. The AFER system will act as a preventive measure, aiding in health

assessments and sending alerts to healthcare professionals for timely intervention.

Impact on Healthcare Outcomes: To demonstrate the potential of AFER in reducing
critical care admissions, preventing disease progression, and lowering healthcare
costs by facilitating early detection of health issues, reducing the duration of hospital

stays, and optimizing medical interventions.

This thesis will contribute to improving healthcare by designing and developing an early

detecting automatic warning system that detects the early signs of deterioration through

facial expressions. The presented FER model is designed and adapted for involuntary facial

micro-expressions which is considered a challenging task due to their brief appearance, very

short duration, low intensity, and limited pattern changes.
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1.7 Expected Contributions to Knowledge

This thesis presents the state-of-the-art results on generating and modelling synthetic

database and automated deterioration prediction through FEs. The expected contributions

to knowledge from this thesis are highlighted as follows.

1.

Development of a Real-Time, Objective Monitoring System: This thesis presents an
automatic method with state-of-the-art performance that could have the ability to detect
subtle facial cues related to health deterioration to improve real-time patient monitoring
providing continuous, and objective monitoring of patients’ FEs which has significant
impact on admission to high-dependency environment such as ICUs and Critical Care
Units (CCUs).

Enhanced Communication for Non-Verbal Patients: The AFER system provides
innovative methods to improve communication through identifying non-verbal cues like
FEs that indicate a patient’s critical condition especially for those who cannot
communicate verbally due to sedation, or cognitive impairments such as stroke, comma,

dementia, etc.

Improving Timely Clinical Interventions: The proposed AFER system has the
potential to trigger early warning signs of deterioration for enables immediate clinical
interventions to act before reaching critical stages and life-threating which can result in
increasing the chances of patient survival and recovery rates.

Generating and Developing a Synthetic Facial Expression Dataset: A novel
synthetic dataset of macro and micro facial expressions was developed, reflecting both
stable and deteriorating health conditions. This dataset simulates real-life scenarios by
transferring facial expressions from avatars to human faces, making it a valuable
resource for training and testing AFER models. It enhances the system’s ability to
accurately identify expressions under diverse conditions, improving the generalizability

and robustness of the models.

Development of Two State-of-the-Art Deep Learning Models: This thesis adapted
two high-performing deep learning models: the 1D-CNN combined with ConvLSTM,
and a second model utilizing a Convolutional Neural Network (CNN). Both models
achieved state-of-the-art results in predicting patient health deterioration. The 1D-

ConvLSTM model achieves an accuracy of 99.89%, making it highly effective for real-
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time monitoring (see chapter 6 and published paper Al-Tekreeti et al., 2024). These
models can be integrated into future healthcare applications, reducing reliance on self-

reporting methods and enabling more efficient patient monitoring.

6. Impact on Healthcare Outcomes and Cost Reduction: The AFER system’s ability to
detect early signs of health deterioration contributes to improving healthcare outcomes
by facilitating early interventions. This not only reduces the need for critical care
admissions but also prevents the progression of diseases and minimizes the need for
extensive treatment. As a result, the system can significantly lower healthcare costs by
reducing the duration of hospital stays and optimizing medical interventions, leading to

better patient management and resource allocation.

Overall, by recognizing facial expressions that indicate health deterioration, this research
enhances the ability to provide timely, empathetic, and effective patient care. The
contributions made in this thesis pave the way for the development of advanced healthcare
monitoring systems that can lead to improved recovery rates, reduced healthcare costs, and

human well-being.

1.8 Publication

e Al-Tekreeti, Z., Moreno-Cuesta, J., Madrigal Garcia, M. |., & Rodrigues, M. A.
(2024, August). Al-Based Visual Early Warning System. In Informatics (Vol. 11,
No. 3, p. 59). MDPI.

1.9 Methodology

Development of the AFER system involves several stages, starting with generating a
synthetic dataset and ending with classifying the FEs. The overall methodology is the
waterfall method with continuous feedback review and improvements. Figure 1.1 depicts a
waterfall model that illustrates the essential stages of the proposed project at a high level of

definition.
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Figure 1.1 The waterfall model with feedback.

In what follows, specific steps are highlighted and customized to this project, which
involves data generation and deep learning methods. Therefore, the following steps

comprise the proposed methodology.

1. Dataset generation

a. Define dataset objectives and requirements. The dataset must allow recognition of
five types of FEs that indicate patient deterioration risk. Data requirements include
types of facial expressions (identifying AUs that form each type of proposed FE),
diversity of participants (age, gender, skin tone, ethnicity), and diverse
environmental conditions (lighting, background).

b. Design avatars. Design or select base models for avatars using 3D modelling
software (e.g., Blender, Maya, FacsHuman), and customize their features to ensure
diversity in facial features and expressions (age, gender, skin tone, ethnicity).

c. Animate expressions. Animate the predetermined expressions using keyframe

animation or motion capture technology to create smooth transitions and realistic
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actions. Then, review animations to ensure that each smoothly and accurately
conveys the intended FE and make necessary adjustments based on feedback.

Data annotation. Label each animation frame or video with the corresponding facial
expression and add metadata for each frame or sequence, detailing the FE type and
avatar characteristics.

Rendering. Render animations to ensure consistency in the appearance and
combination of AUs, creating high-quality images or video frames with appropriate
frame rate (20, 25, 30, or 60 per second).

1. Dataset preprocessing

a.

Face detection. Apply face detection algorithms to crop images to only include the
face, removing unnecessary background. Locating and isolating faces from
irrelevant and undesirable data can promote performance, robustness, and accuracy
of an AFER model.

Normalization. Standardize image sizes and colour schemes for uniformity to
adjust the range of pixel intensity values, typically 0 to 255. This is particularly
important when images are obtained under various lighting conditions.
Augmentation. Apply data augmentation techniques such as rotation, flipping, and
scaling to expand the dataset size, enhance the quality of the dataset, and improve
model robustness. For the proposed model, the data augmentation techniques are
changes in lighting, and slight modifications to expressions.

Oversampling. After splitting data to train and test the dataset, employing
oversampling techniques for training the dataset can mitigate the drawbacks of
imbalanced classes, where one class or category has significantly more examples
than another. This imbalance can lead to biased machine learning models that
perform poorly on the minority class. Oversampling helps address this issue by

increasing the number of instances of the minority class.

2. Feature extraction

a.

b.

Manual feature extraction. Identify key facial landmarks (eyes, eyebrows, mouth,
nose) that are essential for recognizing expressions.

Automated feature extraction. Employ deep learning models, particularly
convolution neural networks (CNNSs), to automatically extract relevant features from

the facial data.
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3. Model Training
a. Select appropriate model. Selection of an appropriate model (e.g., CNN, LSTM, or
hybrid models) is based on dataset type and task objective.
b. Model design. Determine number of layers and identify type of each layer.
c. Configure hyperparameters. Set the learning rate, number of layers, batch size, etc.
d. Train model. Use the labelled dataset to train the model to recognise and classify
facial expressions.
4. Model Evaluation
a. Validation. Test the model on a separate validation dataset to evaluate its accuracy,
precision, recall, and F1-score.
b. Tuning. Adjust model parameters based on performance metrics to optimise
accuracy and reduce overfitting.
5. Deployment (future work)
Real-time AFER system conducted on real-world data samples.

6. Monitoring and updating
Continuously monitor the system performance and adjust as needed. Evaluation metrics
provide feedback to the designer and developer with information related to model

performance, identifying refining requirements.

7. Model retraining
Periodically retrain the model with new data to adapt to changes in expression

representation or to improve accuracy.

Figure 1.2 illustrates the main steps of the proposed methodology.
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Figure 1.2 Methodology of Proposed AFER system.
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Figure 1.3 depicts virtual simulation environment for Intelligent ICU includes camera, video
monitoring, and Al-VIEWS provides patient status updates by analysing the patient's facial

expressions in real time.

Figure 1.3 Virtual Simulation Environment depicts Intelligent ICU includes the proposed
AI-VIEW system.

This 3D virtual environment shows an ICU that includes a virtual patient (avatar) lying on
a hospital bed, and a healthcare professional stands beside him, observing the patient's status
through monitoring equipment. In addition, this virtual ICU includes a camera to record
patients faces and transmit the data to the Artificial Intelligence-Virtual Early Warning
System (Al-VIEW) as an AFER model to analyse and recognise patterns of FEs in real time.
Furthermore, the monitors, which display various views and close-ups of the patient's face,
along with facial landmarks used in this project for face detection and AI-VIEWS

prediction, indicate whether the patient is at risk of deterioration.
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1.10 Thesis Structure

The remainder of this thesis is organized as follows.

e Chapter 2 provides a review of the literature relating to facial expression recognition
techniques. It reviews the concept of facial expression and the background of the
techniques employed for FER. It presents the key components of FER systems with
reference to previous work. Furthermore, the obstacles faced in generating and
preparing datasets are discussed and solutions are presented. Applications of FER
in various disciplines and research areas are highlighted.

e Chapter 3 introduces the theoretical background of the deep learning techniques
employed in this thesis. It explains the selection criteria for these methods and their
impact on system performance.

e Chapter 4 highlights the dataset creation methodology and the methods employed in
analysing, generating, and preparing the dataset. It describes solutions for creating
a realistic dataset that best mimics real-world data.

e Chapter 5 describes feature extraction methods and ML classifiers, presenting the
pipeline of FE recognition and classification using facial images and videos.

e Chapter 6 describes the proposed designed DNN models, presenting the pipeline to
implement FE recognition and classification using facial images and videos.

e Chapter 7 concludes this thesis with a summary of the main findings, which
highlights the contributions that the research makes to the healthcare field. It also
highlights the limitations, recommendations based on the findings, and potential

avenues for future work.
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Chapter 2

Facial Expression: A Literature Review

2.1 Introduction

In the billions of human faces that vary in shape and landmarks due to different cultures and
ethnicities, facial expressions are the universal means to express emotional states. Over
recent decades, the world has witnessed a revolution in the recognition of human emotions
using verbal and non-verbal communication, especially for health and well-being
assessment. Communication and transferring information without the use of words through
non-verbal cues is part of human interaction, and correct interpretation of these cues is
central to successful communication.

Over the past few decades, researchers in various disciplines, particularly social science,
psychology, medical science, and technological science, have studied the interpretation of
non-verbal cues such as facial expression, eye contact, posture, gestures, touch, and
proximity, among others. In non-verbal communication, facial expressions are highly
informative of human emotions. Fundamentally, facial expressions occur due to the
contraction, relaxation and motion changes of facial muscles beneath the skin in response
to an individual's emotional state and can convey the complete spectrum of sentiments. Each
group of muscle movements is associated with a specific emotion that forms a particular
expression.

Activation of facial muscles can form wrinkles, lines, and folds and alter facial landmark
positions. The richest attributes of facial expressions appear in the upper and lower
segments of the face, especially in the areas surrounding the eyes and mouth.

For instance, blinking eyes are considered an indicator of whether a person is lying or
nervous. Smiling is an indicator of happiness while a frown indicates disgust or sadness.
This sign language is considered a basic communication channel between people, regardless
of their cultural backgrounds.

Action units are components of a facial expression, and each AU has a particular position
in the neutral face. When facial muscles are activated by the limbic system to contract or

relax, a specific set of AUs assumes new positions to provide a specific facial expression.
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For example, an expression of surprise can be decoded by a combination of raising inner
and outer eyebrows, raising the upper lid, and opening the eyes and mouth widely (AU set
1, 2,5, 25, and 26). Hence, each set codes for a different expression.

The limbic system is responsible for processing human feelings, and emotion signals are
translated through the facial nerve to activate facial muscles. The facial nerve carries the
nerve fibres and is the motor of facial muscle movement and facial expressions. Figure 2.1
illustrates the facial muscles and facial regions of interest in FER. Figure 2.2 highlights with

red circles facial muscles that form AUs for patients at risk of deterioration.
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Figure 2.1 Main facial expression muscles of face and key facial areas division (Zhao et
al., 2023).
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facial muscles that reflect deterioration critical condition of patients are spotted
with red circles.

In the healthcare field, communication is essential for understanding a patient’s well-being,
but can be impaired or impossible for many reasons. Therefore, interpreting nonverbal cues
is imperative because they are generated directly by the limbic system. Designing FER
systems capable of interpreting and decoding the information in facial expressions has
significant potential for helping healthcare professionals understand a patient’s
psychological and emotional status. FER systems can be designed using manual and
automatic approaches. Statistical methods require highly trained observers, often
psychologists, to visually recognise and assess the facial cues. This method has some key
drawbacks. Differing observer experience and background can result in inconsistent patient
status assessments. The method is time-consuming and demands extensive effort from
observers because some health conditions require prolonged observation to capture changes
in specific facial expressions. Moreover, the capture of nuances and rapid changes in facial

expression is a significant challenge.
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All these limitations have been mitigated by automated FER. The average accuracy rate
achieved by professional observers is around 50%, while automatic FER systems have
achieved much higher degrees of accuracy. Automatic methods are quicker and less costly
and are also less sensitive to environmental conditions due to their ability to eliminate noise
and unwanted data.

Though dynamic machine learning methods, particularly deep learning algorithms, have
shown remarkable results compared with the usual static methods, they still face obstacles
and drawbacks. The model's performance depends heavily on the quality and quantity of
the training data. Deep learning models require large amounts of labelled data in the training
stage. Deep learning models are sensitive to noise and variations of light, pose, and other
external and internal environment factors and can also suffer from overfitting, capturing
noise, or unwanted features, resulting in the generation of low-quality data.

However, the scarcity of databases is considered the major obstacle to automated methods,
S0 generating an adequate and qualified dataset is essential. The quality and reliability of
model performance depend on providing a database that includes a wide range of data
suitable for achieving the objective and effective across the various populations, cultures,
and environments in real-world conditions. For this project, the database includes diverse
data from different cultures, ages, and skin tones. Addressing these challenges and obstacles
before and during the model design is essential for reliable performance.

This chapter includes a systematic review of facial expressions and their types, including
micro and macro facial expressions and recognition methods related to this project. The
subsequent sections detail micro- and macro-expressions and their applications in different
disciplines. Section 2.4 then describes the generated database which is employed for
evaluating the performance and accuracy of the designed models. Finally, the chapter ends

by presenting the core components of the presented automatic models.

2.2 Facial Expressions (FEs)

Innate facial expressions are a source of emotional information that play a vital role in
nonverbal communication facilitating connection across societies. FEs can be categorized
into two kinds: micro-expressions and macro-expressions.

Recent research on FER using macro expression as the main source of information has

achieved significant accuracy. However, while some researchers have recorded exceptional
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results, the study of micro-expressions is still in progress. Major factors that distinguish
them are the intensity, duration, and ability to control these different FE types. Macro FEs
are prominent and can be easily recognized and detected with high accuracy since they last
from 0.5 to 4 seconds. Micro FEs typically last less than 0.5 seconds and can be
characterised as subtle, brief, and involuntary. Research into micro FEs therefore began
later and has been a challenging task. Macro expressions are voluntary, meaning they can
be controlled and manipulated by an individual, and therefore cannot be a legitimate
measurement tool for identifying emotional cues. However, involuntary micro FEs cannot
be controlled by an individual and attempts to consciously repress these cues will fail.

The focus of this project is to present an effective AFER that can capture macro and micro
facial expressions of patients to contribute to healthcare assessments by determining the

need for admission to critical care units, extra care, or discharge.

2.2.1 Micro-Expressions

Facial micro-expressions (FMIE) convey unconscious emotions and have multiple uses in

diagnosing medical conditions and enhancing national security.

(Li et al., 2022). The extrapyramidal motor system, encompassing the subcortical nuclei,
plays a central role in maintaining posture and regulating involuntary motor function,
including FMIE. Genuine emotions are not associated with the cortex and their occurrence
is involuntary (Rinn, 1984). FMIE can be described can be described as subtle manifest,
involuntary, low intensity, rapid movement, and most authentic expressions which are
typically exhibited for a very brief limited time to provide a deeper dive into a human's
genuine emotion (Dewmini et al., 2021). Therefore, recognizing and distinguishing these
expressions is a challenging task for the untrained eye.

By revealing authentic, genuine emotions that an individual may try to suppress or conceal,
FMIE can provide researchers with a deeper knowledge of the complexities of no-verbal
communication, state of mind, and attitude. This information is of significant value in
diverse fields such as social science, psychology, crime investigations, clinical diagnosis,
law enforcement, and artificial intelligence science that are interested in understanding true
emotions, behaviours, and intentions. As a response of the limbic system, the contraction
and relaxation of facial muscles in a certain order reveals FEs. FMIE can give researchers

valuable insights into the limbic system to understand sentiments.
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FMIE will find important applications in law enforcement and security by revealing true
intentions before they can be concealed by controlled macro expressions (Ekman, 2009) .
The ability to detect fake expressions will have an impact on lie detection in crime
investigations (Ekman & O’sullivan, 1991). In the medical area, a patient’s psychological
status is considered an essential factor in understanding their sentiments, and FMIE is a
source of authentic information for healthcare professionals (Yan et al., 2013). This can be
vital for appropriate care decisions, especially when verbal communication is impaired or
for detecting signs of autism, schizophrenia, and mental disease. Hence, FMIE can
contribute to the assessment of various medical conditions.

The main characteristics of Facial Micro-Expressions are listed as follows.

1. Fleeting. The period of appearance is significantly shorter than macro expression.

2. Involuntary. Micro-expressions naturally occur without human interference,
cannot be concealed or repressed, and so reveal genuine emotions. Conversely,
macro expressions are voluntary and conscious actions.

3. Subtle. Micro expressions are fine and precise, resulting from rapid muscle
movement. They can easily go unnoticed and can be obscured by longer-lasting
expressions.

4. Authentic. Because they are involuntary, they express genuine human feelings.

5. Low intensity. Micro expressions leave low intensity imprints compared with macro

expressions.

Micro expressions can be observed and determined manually by highly trained
psychologists, or automatically by machine learning. The accuracy of experiments using
manual statistical methods has been recorded at around 50%, while the automatic methods
have achieved an average recognition rate of at least 75%.
Genuine spontaneous micro-expressions occur as a response to authentic true emotions
(Yan et al., 2014). The characteristics of these expressions are subtle, fine, brief, fleeting,
and lasting for a brief duration of time (Ekman & Friesen, 1969). Various facial muscles
around the eyes, eyebrows, mouth, and other facial segments are activated by brain signals
in response to an emotional stimulus to produce micro expressions. The following factors
contribute to the appearance of this kind of expression.
e Facial muscle can be triggered by emotional stimuli factors or cognitive processes,
some of them unexpected sudden events, thoughts, and memories that result in the

occurrence of an immediate and true emotional response (Ekman, 1992).
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e The limbic system is mostly formed by regions of the brain such as the amygdala
and the insula which send signals to make rapid and spontaneous activation of facial
muscle, leading to this kind of precise brief expressions. Even when some people
try to stifle or suppress their original emotions there is still a momentaneous leak
that reveals a genuine emotional state through micro-expressions (LeDoux, 2000).

It occurs before the individuals try to conceal their genuine emotional state which may not
align with their true intentions or appeared expressions. Identifying and interpreting these
brief cues before the individuals have a chance to conceal them can provide valuable deep
knowledge into a human emotional state and aid in analysing and understanding their hidden
intentions (Ekman, 2009).

In the discipline of psychology and social science, detecting and identifying these subtle
expressions accurately requires significant training and experience in nonverbal
communication due to their fine exhibition that lasts for a fraction of a second.

e For the micro-expressions, the contraction of facial muscles occurs through an
extremely short span, and for that reason, the contractions and relaxation are almost
imperceptible to the untrained eye (Ekman, 2009).

e Because of the characteristics of MiFE, identifying micro-expressions is typically a
challenging task requiring considerable effort.

e The appearance of FMIE is exhibited due to the activation of facial muscles in
response appropriately to an emotional stimulus (Ekman & Friesen, 1978).

e The involved brain sections include the amygdala, insula, and prefrontal cortex
which form the limbic system. These sections are associated with perception and
processing emotions that trigger the final expression (Phan et al., 2002).

In conclusion, Micro FER is a growing research area that deals with identifying true human
emotions and intentions through the changes in facial muscle movement (Adegun &
Vadapalli, 2020). Some scholars and researchers focus on exploring the subtle and fine facial
expressions that last for a fraction of a second which are known as micro expressions due

to their significant role in reflecting the genuine authentic internal emotional states.

2.2.2 Macro expressions

Facial macro-expressions (FMaE) are characterised as voluntary, long-lasting, prominent,

and clearly visible and can be easily discerned without the need for professional training.
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The seven universal expressions of happiness, anger, contempt, disgust, surprise, fear, and
sadness are typically considered to be conveyed by FMaE. Voluntary, consciously formed
FMaE are generated by the primary motor cortex through the pyramidal tract (Rinn, 1984).
The distinguishing factors between FMaE and FMIE can be summarised by the duration of
their display, the specific combination of AUs involved in forming each expression, and
their level of intensity (Zhao et al., 2022). The last-mentioned characteristic, the intensity,
is low in micro expression compared with macro expression (Xia et al., 2020), and that is
due to the rapid muscle movements which results in macro expressions being more obvious
and recognized by the naked eye.

Universal expressions are considered a communication tool between various communities

and societies. There are seven types of universal expressions:

1. Happiness: This expression is exhibited with a combination of (Check Raiser (AU6),
Lid Tightener (AU7), Lip Corner Puller (AU12), Lips Part (AU25), Jaw Drop
(AU26).

2. Sadness: Revealing this emotion by a group of Inner Brow Raiser (AU1), Brow
Lowerer (AU4), Check Raiser (AU6), Lip Corner Depressor (AU15), Chin Raiser
(AU17).

3. Anger: The furrowed emotion expresses through these Action Units of Brow
Lowerer (AU4), Upper Lid Raiser (AU5), Chin Raiser (AU17), Lip Lightener
(AU23), Mouth Stretch (AU27).

4. Surprise: The signs of this feeling appeared through (Inner Brow Raiser (AU1),
Outer Brow Raiser (AU2), Upper Lid Raiser (AU5), Lips Part (AU25), Jaw Drop
(AU26)).

5. Fear: This bad uncomfortable feeling is shown by a combination of facial expression
of Inner Brow Raiser (AU1), Outer Brow Raiser (AU2), Brow Lowerer (AU4),
Upper Lid Raiser (AU5), Lid Tightener (AU7), Lip Stretcher (AU20), Lips Part
(AU25).

6. Disgust: This strong emotion that shows dislike situation through Lid Tightener
(AUT), Nose Wrinkle (AU9), Lips Part (AU25), Jaw Drop (AU26).

7. Contempt: This feeling is expressed by Lip Corner Puller (AU12), Dimpler (AU14).
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Micro expression Macro expression

Figure 2.3 Intensity motion difference between micro and macro expression (Allaert et al.,
2019).

As can be seen in Figure 2.3, the facial segments involved in FMaE have a wide range on
the face, while FMIE covers a smaller area. Most facial attributes appear in high intensity
and form FMaE due to the powerful contraction in facial muscles associated with the smile
line, vertical lip lines, marionette lines, nasolabial fold, chin wrinkles, eye wrinkles, and
forehead wrinkles. On the other hand, the regions associated with FMIE contribute to subtle,
unobvious muscle movements (Allaert et al., 2019).

Manual statistical methods are more time-consuming and less accurate in measuring FMIE
than automatic systems using machine learning (Zhang, 2024). An evaluation tool to
measure the intensity of facial expressions known as the micro expression training tool
(METT) has been developed by Ekman for statistical measurements. The availability of a
source of data in a database generated to mimic realistic data facilitates the development of
automatic methods that achieve higher performance than manual approaches.

Recent research and development of DL methods is reflected in the precision of outcomes
as high as 95%, while the accuracy of results from statistical methods obtained manually by
a psychologist does not exceed 50-60%. Taking advantage of the significant achievements
in FER that successfully identify fleeting FMIE, this thesis aims to design a method with
superior performance than manual methods.

2.2.3 The Design of an Automatic Micro-FER

This thesis contributes to the indication of deterioration or recovery of patients based on the
appearance of distinct combinations of FMIE, building an automatic model that can detect

and identify any specific texture of involuntary micro-expressions.
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This study presents two models using two kinds of DL algorithms. The proposed system
monitors virtual avatars in simulated clinical wards by recognizing facial patterns from live-

stream recordings, sending either normal, positive, or critical alert signals to assist

healthcare professionals in their decision-making process.

Figure 2.4 Facial expression areas that reveal if the patient is under deterioration or not.
(a) The left avatar expresses a neutral expression.

(b) The right avatar reveals deterioration status in the final stage.

The occurrence of FMaE and FMIE mostly appears on two facial segments, namely the
forehead and lower face, as shown in Figure 2.4. The forehead includes the brows and eyes
regions, while the lower face includes the mouth, lips, and jaw.

The designed models must be able to recognise the beginning and ending of facial action
units (AUs). Five classes of AUs are markers of a patient's health deterioration, and their
absence characterises recovery. In the normal stage, which is known as the offset stage when
the patient is in a stable medical condition, there is no motion intensity in the five classes
of AUs or FMIEs.

In the onset stage of deterioration, the facial muscles start relaxing, with minimum intensity
of subtle changes in the texture of facial patterns. In the middle stage, these patterns become
more visible with a higher intensity. In the final stage of deterioration, FES reach the peak
of visibility and intensity with fully expressive frame due to the maximum relaxation of the
facial muscles. Some AUs of interest appear with the relaxing of facial muscles, while

others occur with their contraction.
28



The designed AFER starts with an initial warning, indicating subtle changes in facial motion
in the five classes of AU based on the appearance of features, the percentage of tension or
relaxation of muscles corresponding to the five expressions, and their intensity. Any
changes in facial activity will trigger the system to alert one of the three states: normal,
positive, or critical.

Any changes in facial activity will trigger the system as one of the following three states:

1. Stable or normal: this means there is an absence of the existence of facial patterns
of five classes.

2. Deterioration: this means the patient's medical condition becomes worse which
requires immediate interference and actions from medical healthcare professionals
to survive or improve the patient's condition especially if the system shows the
highest intensity level of the prominence of five facial expressions.

To avoid false alarms, the appearance of AUs cannot alert the system without their visibility
in both face regions and the full combination the AU set related to a particular class. FMIE

usually appears along with FMak for all universal expressions and other facial activities.

Sometimes, the changes that occur in one facial segment may obscure those in other parts
of the face. However, most expressions occur in specific regions of the face. For instance,
the happiness expression occurs by cheek raiser, lip corner puller, and wrinkles around the
eyes due to the contraction of muscles around them (Ekman & Friesen, 1978). The inner
brow raiser, lip corner depressor, and loosening of the eyelid muscles express sadness.
Raising the upper lid, inner and outer brows, and opening the mouth express anger (Ekman
& Friesen, 1978). Lowered eyebrows and tightened lips also represent an angry expression.
Stretching and tightening the lips, along with raising the inner and outer brows, are signs of
fear. A wrinkled nose pulls up the upper lip, showing the lips apart; loosened eyebrow

patterns also represent fear (Ekman & Friesen, 1978).

It is important to note that any FMIE usually accompanies a FMaE (Ekman, 2009). Due to
the challenging characteristics of micro-expressions, macro expression recognition still

records the highest accuracy results.
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2.3 Facial Expression Recognition (FER)

The full spectrum of emotions is described by various patterns of facial muscle tension. In
the past few decades, various studies have contributed to analysing and understanding
human emotions and their effect on human behaviours and intentions (Greche et al., 2020).
FER is always considered a difficult, tedious, and laborious method due to the effort
required to identify subtle changes of FE without missing them. In addition, the emotions
are so different from each other due to variety in the pattern of facial muscle tension (Rinn,
1984).

Micro-expressions were first described in 1966 by Haggard and Isaac (Haggard & lsaacs,
1966) who discovered "micromomentary" expressions while scanning motion picture films
searching for non-verbal communication between therapist and patient. Then, in 1969, the
concept of micro-expressions was defined, clarified and expanded by Ekman and Friesen
(Ekman & Friesen, 1969) who recognized them while watching a movie showing a scene of
a patient with depression who showed a fleeting, pained expression.

One of the earliest works on FEs was presented by Ekman and his colleagues (Ekman &
Friesen, 1971), who developed their theory by studying films of social human interactions
in different cultures. Based on their analysis, they proposed the universal facial expressions
for specific emotions. Seven years later, Ekman and Friesen (Ekman & Friesen, 1978)
proposed universal FEs in terms of the FACS, which identified AU sets that code for
specific FEs. The FACS revealed that certain AUs appear frequently in certain FEs. For
example, AU6 and AU12 appear in a happy expression, while other AUs were rarely
observed, such as AU9 of a disgusted expression. Furthermore, several non-predicted AUs

were observed frequently in most FEs.

In 1997, Galati et al. (Galati et al., 1997) collected FEs data from participants, sighted

(n=14) and blind (n=14), in response to scenarios representing six distinct emotions.

Whether the participant was sighted or blind, the FACS indicated that non-predicted AUs
appeared less frequently than the theoretically predicted AUs. Later, Scherer and Ellgring
(Scherer & Ellgring, 2007) implemented an experiment in which professional actors (n=12)
were asked to present FEs based on scenarios corresponding a range of emotions. Here,
however, FACS did not prove the existence of the large number of theoretically predicted

AUs for basic and non-basic emotions.
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In 2013, a study using FACS (Gross et al., 2013) stated that health professionals commonly
identify expressions of sadness and fear in patients at risk of deterioration. A collaboration
between North Middlesex University Hospital, University College London Hospital and the
GMPR Research Group at Sheffield Hallam University proved for the first time that patterns
of facial AUs can be used as indicators for admission to critical care unit (CCU). The study
analysed AUs related to upper and lower regions of the face, and the direction of head tilting,
using clinical metrics collected through the National Early Warning Score (NEWS)
(Madrigal-Garcia et al., 2018).

Manual statistical methods for recognizing and describing FEs are heavily dependent on the
subjective impressions of an observer (Rinn, 1984), so there is a necessity for automatic
FER to achieve objective, accurate recognition of FEs in real time.

Although human emotions can be identified in biophysical analyses such as
electroencephalograms (EEG) (lyer et al., 2023), electrocardiogram (ECG) (Chen et al.,
2021), surface electromyography (SEMG) (Chen et al., 2015), and speech signal (Wang et
al., 2015), facial imaging and video analysis have been most commonly used by researchers
(Sharma et al., 2023). Consequently, as the world witnesses a technological revolution and
significant developments in artificial neural networks (ANN), AFER has become a hot topic
in the human-computer interaction (HCI) field. Achieving highly accurate prediction by
employing advanced technologies such as DL, empathetic machines can detect conscious
and unconscious human feelings (Sharma et al., 2023).

The work prior to this thesis investigated various advanced technologies as a context for the
design of automated models that apply ML and DL methods to recognize and classify FEs

for the assessment of a patient’s health status.

2.4 Automatic Micro Facial Expression Recognition (AFER)

The various fields of computer vision, human-computer interaction (HCI), and artificial
intelligence (Al) have been applied in intensive studies to automate FER (Sharma et al.,
2023).

Recent developments in ML and DL algorithms present new dimensions in human-
computer interaction (HCI) applications (Cowie et al., 2001; Bartneck & Lyons, 2007; H.
Yang et al., 2018) such as robotics, virtual reality (Hickson et al., 2019), gaming (Zhan et
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al., 2008; Mourao & Magalhaes, 2013), augmented reality (Chen et al., 2015), education (Ko,
2018), advanced rider assistant systems (ADASS) (Assari & Rahmati, 2011), and digital
marketing, improving the interaction between humans and computers. FER for both FMaE
and FMIE has also been revolutionised by these algorithms. (Gogi¢ et al., 2020).

However, designing and developing automatic FER is a challenging task due to the subtlety
and transience of facial muscle movement (Zhi et al., 2019). Researchers have presented
deep learning models that are trained properly with the available facial datasets to discern
facial expressions. These trained models are then applied to unseen or new datasets under
identical circumstances to validate performance.

However, DL-based FER techniques struggle with challenges, such as insufficient datasets
and the subtle nature of facial motion. Consequently, various datasets, including images and
videos, have been generated over the past few decades with various FES representing
different ethnicities, genders, ages, and numbers of participants (Sharma et al., 2023).

In what follows, this thesis summarizes recent automated methods exclusively focused on
automatic recognition. In recent decades, AFER methods have been intensively employed
in various applications. A study proposed by (Chang & Chen, 1999) used six AUs as an input
vector for two neural network (NN) classifiers known as the radial basis function network
and the multilayer perceptron network. Both models successfully discerned FEs with a
recognition rate around 92.1%.

In 2015, Huang et al. (Huang et al., 2015) presented a micro-expression recognition
framework using spatiotemporal facial representation and employing local binary patterns
to extract the facial motion features and explore fine facial expressions.  One year later,
Jaiswal and Valstar (Jaiswal & Valstar, 2016) presented a combination of CNN and bi-
directional long short-term memory (BiLSTM) that can detect facial AUs. In 2017, Sang
et al. (Sang et al., 2017) presented CNNs that can recognize FEs, in which the output layer
comprised seven neurons that labelled according to seven expressions, aiming to classify
each image as one of the universal facial expressions. The study of Chen et al. (Chen et al.,
2017) presented a CNN that uses a convolution kernel for feature extraction and max
pooling operation to minimise the dimensions of the extracted features. In this work, the
automatic FER analysis was also constructed to identify each facial image as one of the
seven facial expressions.

Al Taee, & Jasim (Al Taee & Jasim, 2020) have used the facial design CNN model to label

each face as one of the seven universal emotion categories in the JAFFE database. CNN
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was trained with different grey-scale images and the accuracy of the results was 100%. The
work of (Mohan et al., 2021) introduced a deep convolution neural network (DCNN) to
capture and recognise patterns of FEs. The approach involved extracting local features such
as edges, curves, and lines from the human face using a gravitational force descriptor, which
was fed into the DCNN model to explore holistic features. In 2023, Zheng and Blasch
(Zheng & Blasch, 2023) presented facial micro-expression recognition using a hybrid CNN
& LSTM model, and a transformer network to capture and recognise micro expressions.

In the medical sector, use of machine learning techniques to identify FEs has made a
significant contribution to correlating facial AUs and well-being. For instance, in 2019, the
study of (Xu & De Sa, 2020) explored the use of computer vision methods to automatically
detect pain through facial AUs, employing transfer learning methods to achieve an accurate
and robust pain detection system.

The FER approach proposed in this thesis applies Al algorithms in the detection of AU sets
and FEs that describe deteriorating health. Challenges to address include variations in
illumination, occlusions, and features of individuals in terms of attributes such as age,
gender, ethnic background, and personality.

In this respect, FER methods have progressed in two main directions, namely feature
extraction and ML classifiers, or DNN. ML algorithms rely on feature extraction methods
before feeding the raw data to a classifier as traditional ML models do not have the
capability to recognise non-linear complex patterns. Therefore, effective extraction of
relevant features is crucial for ML-based methods.

The models in this study are constructed using three main approaches. In the first, the face
is detected, and facial landmarks are identified. The extracted feature vectors are fed into a
NN classifier such as support vector machines (SVMs) (Shan et al., 2009), AdaBoost (Wang
et al., 2004) and hidden Markov models (Uddin et al., 2009).

The combination of feature extraction and a ML method can be powerful for FER.
Exploiting a pre-trained DL model to automatically extract high-level features from facial
images and then feeding these features into traditional ML classifiers such as SVM and RF
can have a significant impact on model performance and accuracy.

The second approach uses deep neural networks (DNN), yielding highly accurate
predictions in various computer vision tasks from large scale datasets (Ko, 2018). A key
advantage of these algorithms is the potential to automatically learn hierarchical

representations of features directly from raw data without the need for methods to select

33



features from raw data, with the condition that appropriate DL algorithm must be selected
for a given task (Jeong & Ko, 2018).

A variety of versions of DL models have been employed, including CNNs, LSTM,
generative adversarial networks (GANSs) (Yang et al., 2018; Zhang et al., 2018), and
inception and ResNet modules (Hasani & Mahoor, 2017), depending on the type of task and
dataset (Jeong & Ko, 2018).

Improved results have been reported for DL-based FER methods due to their ability to
construct discriminative features in the learning process (Assari & Rahmati, 2011). DL
models recognise combinations of AUs that describe a specific emotion rather than
determining each facial feature separately (Zhao et al., 2016; Liu, Li, Shan, & Chen, 2015).
For instance, DNN can recognise AU sets like AU1, AU6, AU12, and AU14 as a happiness
expression, or AU9, AU15, and AU16 as a disgust expression.

Although DL AFER systems demonstrate high performance and accuracy, they have
limitations related to the availability of large diverse datasets, processing time and memory
use due to the multitudinous parameters in the training stage to update model weights.
Decoding FEs is based on recognising and interpreting set of AUs correctly. However, as
many FEs involve micro expressions whose AUs are difficult to identify precisely, decoding
can depend only on the appearance features of the expression (Liu et al., 2015; Zhao et al.,
2016). However, incorporating additional feature extraction methods or pre-processing
steps may still be beneficial, depending on the nature of the problem and the characteristics
of the data. Most recent works on FER have concentrated on using automatic recognition
using images and video frames in frontal views of faces. Some of these papers concentrate
on identifying spontaneous FEs in response to particular stimuli. Facial expressions can be
posed or spontaneous, however, and this thesis uses the posed method as the dataset is
generated through avatars.

The methodology of design, implementation, and development of an AFER using posed
facial expression consists of the four primary stages of pre-processing, face detection,
feature extraction, and facial expression classification. Each of these stages is systematically
reviewed in the following sections. Any software project needs a development model that

meets all the requirements for each stage of the project.
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This thesis uses the iterative waterfall model as a software development model as described
in Chapter 1. The following iterative waterfall model shows the main project stages:

Images / Videos Face i Facial

Detection

Figure 2.5 Basic framework of automatic facial expression recognition.

This study uses the iterative waterfall model as a software development model in all stages
of the project. Although DL-based FER methods yield highly accurate results, limitations
related to memory use and processing time can adversely affect performance in real-time
tasks (Jeong & Ko, 2018).

2.4.1 Pre-Processing

While the use of cameras to record facial videos and micro-expressions is affordable,

investigating each frame of a video is tedious and laborious. For acceptable accuracy, a

qualified professional must inspect a video, frame by frame, to avoid missing crucial

information. Many factors affect image quality, such as the pose of the face or illumination,

and can have an adverse impact on the degree of accuracy. These factors can be controlled

by pre-processing methods to mitigate their effect on the raw data.

The first stage of system design is data preparation, which includes pre-processing of data

to achieve a quality suitable for the recognition process.

Data can be optimised using the following methods.

1. Effective lighting. When light is insufficient, this can be achieved with infrared
cameras.

2. Face detection and tracking. A frontal view head pose can be detected and, if the
face is not in frame; the camera will automatically adjust to the appropriate position.

3. Suppressing redundant and undesirable attributes of the dataset.
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Hence, data improvement can be achieved employing pre-processing techniques such as

face detection, face alignment and segmentation, frame normalization, motion

magnification and data augmentation. This study explores patients' health trends by

detecting it as stable or deteriorating, based on facial expressions. By enhancing the quality

of input data, pre-processing improves the accuracy of relevant feature extraction for

classification and leads to more accurate and robust AFER.

The following are common pre-processing steps for AFER.

Face Detection and Alignment. Detecting and aligning faces in images or videos
ensures excluding unwanted data and background noise as only facial regions are
considered for analysis. This step helps remove background clutter and standardizes
the position and orientation of faces across different images.

Image Resizing and Normalization. Resizing images to a standard size and
normalizing pixel values can help ensure consistency and facilitate model training.
Normalization techniques such as mean subtraction and standardization can help
improve the convergence of deep learning models.

Grey-Scale Conversion. Converting colour images to grey scale can simplify
processing and reduce computational overhead while preserving essential facial
features for expression recognition.

Noise Reduction. Applying filters or denoising techniques can help remove noise
and artifacts from images, improving the quality of input data.

Histogram Equalization. Histogram equalization techniques can enhance the
contrast and visibility of facial features, making it easier for algorithms to detect and
extract relevant information.

Data Augmentation. Augmenting the dataset by applying transformations such as
rotation, scaling, and translation can help increase the diversity of training data and
improve the generalization ability of the model.

Pretrained Models. Using pretrained DL models for face detection and feature
extraction, such as OpenCV's Haar cascades, or DL-based face detectors like
Multitask Cascade Neural Network (MTCNN) or Dlib, can streamline the pre-

processing pipeline and improve performance.
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Face detection is the first essential stage in FER. Paul Viola and Michael Jones (Viola &
Jones, 2001a) described a face detection method known as a Haar Classifier. This technique
can identify objects and attributes of faces in images and videos. The method required a
large number of positive and negative face images. Positive images show faces with clear
features while negative images show any objects except faces to train the model. Haar
Classifiers depend on the four features of edge, line, centre, and diagonal (Viola & Jones,
2001b). The line feature recognises features that appear as lines such as nose bridge, while
edge features describe edge objects such as eyebrows which usually appear darker. Hence,
this method can crop out the face, ignoring the rest of the image (Viola & Jones, 2001b).

In FER, employing aligning algorithms can eliminate different attributes between images
and frames such as scaling and posing, improving system performance by filtering out
unwanted attributes. In 2022, Febrian et al. (Febrian et al., 2022) proposed a hyper-
bidirectional LSTM-CNN model and conducted research on the Extended Cohn-Kanade
(CK+) database. They mitigated the overfitting issue and improved the models' performance
after employing data augmentation techniques. Their findings indicate that the BiLSTM-

CNN model achieves a state-of-the-art accuracy rate compared with previous models.

2.4.2 Feature Extraction

The aim of this stage is to extract stable and optimal features (Sharma et al., 2023). Applying
optimal relevant attributes of facial images as references for the five classes of facial
expression has a significant impact on model performance, including the speed and accuracy
of the classifier.

An effective feature extraction technique used for filtering and extracting is converting data
into reduced form, reducing noisy and undesirable data that represent external conditions

such as lighting conditions and motion blur (Sharma, 2022).

Selection of one or multiple features is influenced by several factors, such as task
requirement, the nature of the dataset, and the dimensionality between the input dataset and
the targets. Selecting desirable and optimal features helps to reduce inter-class variation and
interference between different classes (Sharma, 2022).

As the feature extraction techniques play a crucial role in FER systems, many computer
vision techniques have been adapted by researchers to enhance performance and accuracy
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of their proposed models. Feature extraction is a fundamental step in many machine learning
and signal processing tasks, including image processing, natural language processing, and
audio analysis. It involves transforming raw input data into a set of representative features
that capture relevant information for the given task (Guyon & De, 2003). Overall, feature
extraction plays a crucial role in pre-processing raw data and transforming it into a suitable
representation for subsequent analysis and learning tasks. Effective feature extraction
methods can significantly impact the performance and interpretability of machine learning
models (Hastie et al., 2009). Feature extraction methods employed in FER include facial
recognition, facial analysis, and face detection (Zeng et al., 2007a).

Effective recognition of discriminative relative features has a significant impact on a
model’s accuracy and performance. Features can be extracted either manually or by
exploiting a deep learning network method (Jeong & Ko, 2018). There are various manual
methods based on feature representation by appearance and geometric features. Appearance
features describe the pattern of FEs using various feature descriptors, like a histogram of
oriented gradients (HoG) (Orrite et al., 2009; Ouyang & Sang, 2013; Greche & Es-Shai,
2016), local binary pattern (LBP) (Shan et al., 2009; Carcagni et al., 2015; Zavaschi et al.,
2013; Luo et al., 2013), scale invariant feature transform (SIFT) (Carcagni et al., 2015;
Barroso et al., 2013), and Gabor filter-based texture information (Yang et al., 2018;
Zavaschi et al., 2013).

On the other hand, geometric features represent the facial landmark positions and the
relationships between them (Jeong & Ko, 2018). Geometric feature methods employed in
computer vision and pattern recognition focus on capturing shape-related data, like
arrangement, orientation, size, and spatial relationships of features. Nowadays, different
feature extraction methods have been used and combined to successfully capture essential

discriminant features due to subtle changes in FEs (Sharma, 2022).

The work of Zavaschi et al. (Zavaschi et al., 2013) presents a novel method for AFER using
a Gabor filter and local binary pattern (LBP) as feature extraction methods, then using SVM
as a ML classifier, and genetic algorithms (GA) to identify the optimal ensemble and to
reduce the error rate and size of the ensemble. In the same year, the work of (Luo et al.,
2013) introduced LBP for feature extraction from greyscale images of mouth parts, and
SVM to categorise FEs.
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Three years later, (Greche & Es-Shai, 2016) described an AFER using HoG as a feature
extraction method and normalized cross correlation, reporting an accuracy of around 83.6%
for five FE in images of varying resolution and colour space. Carcagni et al. presented a
comprehensive study on the role of HoG descriptor in FER and described the appropriate
set of HoG parameters that can improve this descriptor to classify FEs.

Perikos et al. (Perikos et al., 2018) described an AFER system conducted on the Japanese
Female Facial Expressions (JAFFE) database to recognize FEs using adaptive neuro fuzzy
inference systems. In this method, faces are extracted using the Viola-Jones algorithm, then
FEs are analysed and the deformations in face parts like eyes, eyebrows, and mouth are
identified. Then, attributes including position, length, width, and shape are captured.
Representing the FE deformation, these feature vectors are fed into adaptive neuro fuzzy
inference systems to capture FEs. This model showed encouraging results, registering 90%

average accuracy in FER.

The study of (Choi & Oh, 2006) proposed a real-time FER technique with a statistical model
known as the active appearance model (AAM), usually used in computer vision and image
processing, with a second order minimisation and an NN. Second order minimisation
improves correct convergence with AAM with a minimum loss of frame rate. Hence, the
facial shape is extracted correctly with AAM, reducing errors in FER. The high dimensional
feature vectors of six FEs, involving relative patterns and facial components, were classified
by a multi-layer perceptron, achieving an excellent recognition rate of over 99%.

The paper of (Tanchotsrinon et al., 2011) describes AFER in two main stages. First, points
in the face region were located to form graph-based features and, second, the NNs were
trained to recognize the FE from the corresponding feature vector. In the first phase, 14
points were manually located to create a graph with edges connecting the points. The
method achieved 95.24% accuracy.

In 2011, Tsai et al. (Tsai et al., 2011) introduced a new distance-based feature extraction
method that works over different domain datasets of various classes, samples, and
dimensions, and pattern classification tasks. This method depends on extracting two types
of distances, either that between the data and its intra-cluster centre, or that between the data
and its extra-cluster centre using naive Bayes, k-NN, and SVM classifiers. The distance-
based features could enhance classification performance and accuracy, especially for

datasets of a smaller numbers of classes, number of samples, and dimensionality of features.
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The work of (Suk & Prabhakaran, 2014) proposed an AFER based on machine learning,
specifically a set of SVMs, to recognize six FE along with a neutral expression. The FE
features were extracted by an active shape model (ASM) placing landmarks on the face.
Then, new dynamic features were generated by replacing neutral features with other FE
features. The classifier model shows around 86% accuracy using a 10-folds cross-validation
method to classify 309 samples using Extended Cohn-Kanade (CK+). This model was
applied on a Samsung Galaxy S3 with 2,4 fps, and the accuracy of the real-time FER app
was 72%.

Traditional feature extraction approaches are suitable for real-time tasks due to the speed of
the model in learning extracted features, and these methods work effectively with small-
scale datasets. However, in terms of performance, they are inferior to DL techniques (Jeong
& Ko, 2018).

Mollahosseini et al. (Mollahosseini et al., 2016) presented a DL architecture to analyse and
recognize FE across various face databases, like Multi-PIE, MMI, CK+, DISFA, FERA,
SFEW, and FER2013. The model consists of two convolution layers, each followed by a
max pooling layer, and output results are fed to four fully connected inception layers. The
model records high performance with accuracies comparable with traditional CNN
architectures of around 93.2% for CK+ and 77.6% for the MMI database (Pantic et al.,
2005a; Valstar & Pantic, 2010). Hasani and Mahoor (Hasani & Mahoor, 2017) proposed
models comprising 3D Inception-Resnet followed by an LSTM unit to capture spatial
features within input images along with temporal relations between features across frame
sequences. They used facial landmarks as features rather than focusing on facial regions
which provide irrelevant data not contributing to FEs.

Liuetal. (Liuetal., 2015) proposed a system using facial databases CK+, MMI, and FERA.
Deformable action parts were incorporated into a 3D CNN model which can recognise
articular facial action parts that represent spatial features. The model achieved state-of-the-
art FER accuracy.

Generative adversarial networks (GANS) are a type of DL model introduced by Goodfellow
and other contributors in 2014 (Goodfellow et al., 2014), and have shown satisfactory
results by combining elements known as a generator and a discriminator. Zhang et al.
(Zhang et al., 2018) proposed an AFER model based on GAN using the Multi-PIE and Static
Facial Expressions in the Wild (SFEW) datasets (Dhall et al., 2011) datasets. The model

was trained and evaluated using various head poses and facial expressions. Additionally,
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the proposed model automatically generates facial images along with different FEs in
different poses to expand and enrich the training dataset. Evaluation of the GAN model
showed an accuracy around 91.8% for the Multi-PIE and 26.58% for the SFEW dataset.
The AU-based method is different from other approaches using overall face features, relying
on pre-defined AUs to code for specific expressions based on FACS. In recent years, AU-
based methods have been used in the DL approach. Zhao et al. (Zhao et al., 2016) adapted
deep region and multi-label learning (DRML) method to identify AUs and capture FEs
based on face alignment. This model achieved highly accurate AU detection including the
correlations between AUs. However, the results depended on face alignment and equal
treatment of blocks, which may result in eliminating certain regions that could have
improved results. This model recorded the highest average F1-score and AUC for BP4D
and DISSA datasets compared with other approaches.

Liu et al. (Liu et al., 2015) presented AU-inspired deep networks (AUDN) to identify the
AU sets that form facial muscle movement and FEs. This model involved three main
processes. First, a micro action-pattern (MAP) was learned by the constructed model which
consisted of a convolution layer followed by a max pooling layer to capture informative
local appearance variation. Second, the optimal feature grouping was determined to
integrate correlated MAPs. Finally, a multilayer learning process was used to produce high
level representation for FER. The results showed 93.7% accuracy for the CK+ and 75.85%
for the MM I database. By applying linear classifiers for learned features, the model records
excellent results on all the databases, validating the proposed model in lab-controlled and
natural settings.

While DNN-based FER is one of the latest advancements and delivers exceptional
performance, this technique remains resource, memory and cost-intensive. Consequently,
traditional categorizing methods are under continued study for integration into real-time
tasks due to their lower computational complexity and high level of precision. As feature
extraction techniques scale down raw data, it is essential to keep effectively depicting their
source. Feature extraction methods can be generally categorised as appearance or geometric
feature extraction (Jeong & Ko, 2018).

Appearance feature methods extract texture patterns from a face, including image intensity,
gradient, image filters, while geometry feature techniques exploit geometric relationships
of facial attributes, including facial landmark positions, angles between certain points, and

Euclidean distance. Although appearance features yield better performance than geometric
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features, the latter demonstrate greater resilience and robustness to subtle alterations and
variations in face position, scale, size, and face direction. Combinations of these approaches,
hybrid approaches, can be employed to leverage complementary information for improving
FER performance (Sharma et al., 2023).

In video stream consisting of frame sequences, feature extraction methods known as spatial-
temporal approaches simultaneously examine spatial features and FEs in a frame and the
temporal features within sequences (Sharma, 2022).

Feature extraction and representation approaches are an essential step for data mining and
pattern classification tasks since the extracted features have a direct and significant impact
on the classification accuracy (Tsai et al., 2011), as they extracted relevant information from
facial images or videos for subsequent classification. In summary, deep analysis and
investigation of features that influence classification could provide deeper insights into a

model's behaviour and indicate potential areas for further improvement.

2.5 Upper and Lower Parts of the Face

Previous studies report FER for the entire face, like the work of Prkachin and Solmon
(Prkachin & Solomon, 2008) on identifying pain intensity. However, in critical care units,
patients’ faces may cover with a mask due to breathing issues, obscuring their facial
expressions (Yuan et al., 2022). Indeed, work presented by Roberson et al. (Roberson et
al., 2012) showed that extracted features for FER are reduced when a portion of face is not
observable, reducing the accuracy of emotion recognition. Gori in 2021 (Gori et al., 2021)
reported similar findings.

Recent studies that have examined masks and facial emotion recognition have found that
wearing a mask reduces the accuracy of emotion recognition (Mukhiddinov et al., 2023).
Another work proposed by Gori in 2021 (Gori et al., 2021) show that face mask has great
impact on the ability of observing facial expression and recognizing emotions (Gori et al.,
2021). Other work presented by (Carbon, 2020), (Gulbetekin et al., 2023), and (Pazhoohi et
al., 2021) have shown the impact of masking the face. However, some research has
succeeded in identifying and recognizing certain FEs using partially covered facial images.
For example, Yuan et al. (Yuan et al., 2022) designed and trained models using the UNBC-
McMaster dataset to capture features that identify pain and pain intensity from masked faces
based only on AUs in the upper part of the face using Swin-Transformer. The model

42



achieved around 90% accuracy.

Although some facial expressions such as pain can be successfully identified with or without
a face mask (Carbon, 2020; Yuan et al., 2022), still measuring and recognizing facial
expressions with face mask minimizes the accuracy of predicting human emotions
(Mukhiddinov et al., 2023).

Some facial expressions such as happiness appear intensively through AUs in the lower part
of face (mouth region), while others like fear are mainly located in the upper part of face
(eye region) (Ekman & Friesen, 1976). Smith et al. (Smith et al., 2005) used the bubble
technique proposed by (Gosselin & Schyns, 2001) to estimate how the brain processes and
identifies which face regions are correlated with categorization of six universal expressions.
Studies based on bubble technique (Gosselin & Schyns, 2001) show that the mouth segment
is the most informative for universal facial expressions such as happiness, surprise and
disgust, the upper part of the face including the eyes provides the most detailed features for
fear and anger, and both segments are informative for sad and neutral expressions. Hiding
half of the face image presenting only the upper or lower part results in similar findings. As
stated above, the AUs of happiness and disgust expressions are recognisable from the lower
part of the face, while features of anger, fear, and sadness are most obvious in the upper
part; therefore, these segments are informative for sad and neutral expressions (Smith et al.,
2005; Blais et al., 2012; Wegrzyn et al., 2017).

Hiding half of the face image presenting only the upper part or the lower part results in
similar findings. For example, as stated above the action units of happiness and disgust
expressions being most recognizable from the lower part of the face, while features of anger,
fear and sadness being most obvious from the upper part of emotional face (Calder et al.,
2000).

In 2012, Roberson et al. (Roberson et al., 2012) addressed the impact of sunglasses and
masks on FER. The face mask condition was a non-realistic grey ellipse added to the mouth
area, not covering the nose and cheek regions of the presented facial images. When
sunglasses were added to the facial images, their results indicated a reduction of accuracy
in FER for happy, sad, surprise, fear and anger emotions. FER accuracy was further reduced
when the grey ellipse was added. However, FER accuracy for the masked face alone was
not reported. In another work by Noyes et al. (Noyes et al., 2021), FER for faces occluded
with a face mask had a higher error rate than for those with sunglasses. In 2001, Gosselin

and Schyns (Gosselin & Schyns, 2001) introduced a new technique known as bubbles,
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describing various impacts on FER for all FEs when occluding the lower part of face,
including mouth, cheeks, and nose regions, with face masks. Furthermore, studies such as
(Beaudry et al., 2014; Schurgin et al., 2014) showed that the outcomes of classifying facial

expressions are various regarding covering the eye against the mouth regions.

Overall, it has been demonstrated that covering the upper part of the face with sunglasses
has a negative impact on FER for happiness, while occluding the lower part of the face with
a face mask disrupts FER for happiness, disgust and anger more that hiding the upper part
of face. At the same time, other emotions gave varying results. For instance, (Kotsia et al.,
2008) observed that covering the mouth interrupted FER for disgust and anger more than

covering the eyes, while the work of (Schurgin et al., 2014) showed the opposite.

2.6 Face Detection using MediaPipe

The initial stage of pre-processing is the detection and tracking of the face. This is an
important research field but beyond the scope of this thesis, which applies pre-existing
methods and algorithms.

From 2012, CNNs have provided many breakthroughs in the computer vision field solving
a variety of problems from image analysis to image classification (Krizhevsky et al., 2012a).
In various CNN architectures, face detection is affected with a feature extractor like S3FD
(Zhang et al., 2017), PyramidBox (Tang et al., 2018), DFSD (Li et al., 2019), which have
achieved state-of-the-art face detection (Sutanto et al., 2021). The transfer learning from a
pre-trained CNN model includes two techniques: feature extraction and fine-tuning, that are
ordinarily utilized for best outcomes (Darwish et al., 2020).

Although these CNN-based face detection methods are robust to the large variation of facial
appearance, they are too time-consuming for real-time performance, especially on CPU
devices. Research on face detection is focusing on decreasing model size to run in real-time
on low computational power devices such as CPU (Sutanto et al., 2021). Multitask Cascade
Neural Network (MTCNN) (Zhang et al., 2016) and FaceBoxes (Yang et al., 2015) are
examples of real-time state-of-the-art face detection methods (Sutanto et al., 2021).
Transfer learning from a pre-trained CNN model includes the two techniques of feature
extraction and fine-tuning that are ordinarily utilized for best outcomes. Face detection
methods based on ML algorithms have developed significantly achieving highly accurate

results compared with other statistical methods (Al-Nuimi & Mohammed, 2021). Research at
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Megvii Technology (Sitepu et al., 2021) proposed a DL-based face detection and alignment
algorithm called RetinaFace that uses a single fully convolutional network architecture to
simultaneously detect facial bounding boxes, facial landmarks (such as eyes, nose, and
mouth), and face orientations (yaw, pitch, and roll) with highly efficient performance and
accurate prediction for various poses, scales, and occlusions. Therefore, it is considered
suitable for real-time apps.

A region-based convolution neural network (R-CNN) proposed by (Girshick et al., 2016) is
a DL-based object detection algorithm that can be used for face detection and alignment. It
is particularly well suited for face detection in complex and dynamic scenes. Dlib is a library
used for computer vision and image processing applications. This method uses various tools
for face detection and recognition, including facial landmark detection and face alignment
(Reza et al., 2021).

A recent article by (Sheremet et al., 2023) used DLib, MediaPipe, Key-Point R-CNN,
retinaFace, and HRNet for face detection, replacing faces in a video stream for a comparison
among these techniques to improve the efficiency and accuracy of model.

OpenCV is an open-source library used for image processing and video analysis that is
widely used in computer vision (Duan & Luo, 2022; Tirupal et al., 2023). OpenCV was
introduced by Intel in 2001 and programmers have contributed to its development. OpenCV
has many computer vision functions including face detection, facial recognition including
facial landmarks, and face tracking (Reza et al., 2021).

MediaPipe (reimplementation of BlazeFace) (Duan & Luo, 2022; Latreche et al., 2023) is an
open-source framework developed by Google that is optimized for real-time video
processing. It provides high accuracy face detection and uses machine learning to improve
accuracy. For facial landmarks, it can detect 468 3D key points of Face Mesh (Sheremet et
al., 2023). The MediaPipe face detector operates on images or video streams. It can be used
to locate faces and facial features within a frame. This task uses an ML model that works
with single images or continuous sequences of frames. The task outputs face locations with
the following key facial points: left eye, right eye, nose tip, mouth, left eye tragion, and right
eye tragion.

Overall, MediaPipe is a powerful framework for designing real-time multimedia
applications, offering a wide range of pre-trained models and tools for developers to create
custom pipelines tailored to various tasks. It has been widely used due to its simplicity, real-

time efficient performance, highly accurate prediction, and versatility across different
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platforms and applications. For optimal performance, tracking and detection should be run
in parallel, so the tracker is not blocked by the detector and can process every frame
(Lugaresi et al., 2019). This thesis proposes auto-tracking face detection while ignoring

other parts of the image to track patients’ faces in real-time.

2.7 Facial Landmarks

Facial landmarks are the key reference locations of facial features in computer vision and
image processing disciplines because they work as a standardized and referenceable
approach for locating, representing, and interpreting facial features across various facial
images (Wu & Ji, 2019). In recent years, many applications such as FER (Al-Tekreeti et al.,
2024), face recognition (Zhao et al., 2003), face alignment (Lee et al., 2023), face tracking
(Kalal et al., 2010), facial analysis (Al-Tekreeti et al., 2024), 3D face construction (Wood
et al., 2022), and face detection (Al-Tekreeti et al., 2024;Chandran et al., 2024) have used
facial landmarks as a critical step to define and locate features (Zafeiriou et al., 2015).
Typically, facial landmarks involve the AUs that correspond to facial muscles (Al-Tekreeti
et al., 2024). Some of these landmarks are as follows and are depicted in Figure 2.6.
1. Eyes. Landmark points are often located at the corners and centres of the eyes

to capture sight position, shape, size, and orientation of the eyes.
2. Nose. Landmark points are usually placed at the top and base of the nose,

aligning its sides to detect its shape and orientation.
3. Mouth. Landmark identifier points are located at the corners and centre of the

mouth, helping to identify its shape and expression.
4. Jawline. landmark points are marked along the jawline to detect and identify

overall face shape.
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Eyelids

Edge of mouth Edge of mouth

Lower lip

Figure 2.6 Some of main regions of interest of facial landmarks (Hachisuka et
al., 2010).

When deep algorithms detect and identify these landmarks and define the spatial
relationship between them, they can recognize FEs, identify a person, and predict their age
and future facial features. Different methods have been employed for FER, ranging from
traditional image processing techniques to higher advanced ML algorithms. Various ML
algorithms have been trained over many databases of digital images, but the CNN model
has consistently and robustly recognized facial features and landmarks (Krizhevsky et al.,
2012h)

Many previous studies have presented various frameworks using face detection techniques.
A facial landmark detection algorithm based on the cascaded regression method is described
in (Kazemi & Josephine, 2014). This algorithm is implemented in the Dlib library (Savin et
al., 2021). In 2016, Yan et al. (Yan et al., 2016) presented an AFER framework based on
facial landmarks by using a CNN-RNN model. Facial features were extracted from
sequences of frames by feeding each facial image into the finetuned VGG-Face model, and
then the features in facial images were sequentially traversed in a bidirectional RNN to
recognise and capture dynamic subtle changes in facial patterns.

In 2019, Kartynnik et al. (Kartynnik et al., 2019) introduced a real-time high quality
predicting method for detecting 468 facial landmarks from 3D mesh representing of a
human face based on NNs using a single camera. In 2021, Al-Nuimi and Mohammed
measured (Al-Nuimi & Mohammed, 2021) head pose angle using trigonometric functions and
facial landmarks based on a MediaPipe approach. In the same year, Singh et al. (Singh et
al., 2021) reported a real-time framework that identifies human action under various
conditions and viewing angles through frames. They used MediaPipe as a detection model
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to provide pose, face, and hand landmarks in frames provided in real-time using OpenCV.
The proposed model provided a total of 501 landmarks which were exported as coordinates

to a CSV file to classify and identify body language poses.

Recent research by Sharma et al. (Sharma et al., 2023) presented an AFER for variously
oriented faces based on calculating distance-based features by applying a face mesh to find
inter-spaces between facial landmarks. The images were pre-processed with cropping and
resizing techniques, then the facial features were normalised to explore the optimal
attributes for classifying FEs. They used the 11ITM Face dataset to classify FEs using ML
algorithms such as SVM classifier, achieving around 61% accuracy. For the KDEF
database, accuracy reached 80%.

MediaPipe is also a set of libraries, pre-trained models, and methods for different kinds of
tasks, such as face identification in the image, facial landmark detection, body pose tracking,
and object recognition. If a task requires ML, MediaPipe applies TensorFlow. The solution
of a problem by MediaPipe leads to the construction of a pipeline for media information
(video flow) processing. Pipelines exist to solve widespread video processing tasks like
facial landmark detection. MediaPipe enables detection of 468 facial landmarks arranged in
fixed quads and represented by their coordinates (X, y, z). The mesh topology comprised by
these landmarks is presented in Figure 2.7(Savin et al., 2021). MediaPipe presents three
distinct models to localize facial landmarks. The first identifies a face with facial landmarks.
The second, known as the face mesh model, applies a complete mapping to the face
consisting of 468 3D face landmarks. The first and second models have been applied to

facial images with the results shown in Figure 2.7.
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Figure 2.7 Two different facial landmarks models. (a) detect the presence of faces with key
facial landmarks. (b) face mesh model applies a complete mapping of the face
that consists of 468 3D face landmarks.

A third model called Blendshape uses facial landmarks to recognise facial features and FEs
by working with the output of the face mesh model to predict 52 scores that are the
coefficients representing various FEs. Consequently, this model is a package of the three
models, including face detection as a first stage, applying full mapping of facial landmarks
(468 landmarks in 3D), and, lastly, capturing and recognizing FEs through the Blendshape

model.

Using facial landmarks either from a single model or from a bundle provides valuable
information for exploring FER. The MediaPipe face mesh solution estimates 468 3D facial
landmark points in real-time (Nazarkevych et al., 2023). This type of face mesh solution
enables developers to create multi-modal cross-platform applied ML pipelines. It also
provides a solution for various computer vision applications such as face detection, iris
detection, hand detection, pose, holistic, hair segmentation, instant object tracking, and
object detection (Khanum & Pramod, 2022). It can also be implemented on mobile devices
due to its light-weight architecture. It delivers real-time performance critical for live
experiences. The face mesh algorithm achieves such performance by employing two real-

time DNN models simultaneously.
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2.8 Conclusion

In conclusion, various approaches have been developed and applied to different components
of FER systems, generally based on the facial action coding system (FACS). The
constructed FER models and their constituent blocks have been evaluated here. Various
techniques and algorithms used in these blocks for improving performance have also been
presented. This extensive literature review describing the significant progress made in the
field of AFER provides a solid comprehension of the methods to be explored in our project.
The most common ML algorithms in modelling FER have been presented and applied to a
generated database named Patients at Risk of Deterioration-Facial Expressions (PRD-FE)
that mimics the FEs of patients under risk of deterioration. Exploring various FER has
helped to uncover the current trends and challenges in this field. The study shows that both
manual and DNN techniques have contributed to accomplishments in AFER analysis. Based
on the review it is fair to claim that progress in DL-based FER systems was considerably
influenced by the design of novel databases through various augmentation approaches.
Significant studies report employing good quality images and frame sequences to achieve
state-of-the-art FER accuracy.

Designing methods for FE feature representation to effectively encode subtle movements is
a research area within MaFE and MIFE analysis which will be explored in this thesis. We
have also conducted experiments exploring both macro and micro-expressions in FER. We
propose the creation of a benchmark (PRD-FE) database, a significant contribution to
knowledge that will be described in Chapter 4.
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Chapter 3

Introduction to Machine Learning

3.1 Introduction to Machine Learning and Data analysis

Machine Learning (ML) is a branch of Artificial Intelligence (Al) that focuses on designing
and developing computer algorithms to facilitate and improve learning processes from data
patterns. The importance of machine learning models lies in their ability to efficiently
handle intricate tasks by adapting to unseen data and changes in environmental conditions.
(Abo-Tabik et al., 2021). They have been widely adapted across different disciplines. (Ray,
2019). The data is like the fuel for ML models that represent the engines to power this data-
driven world. Highly relevant and diverse data aid automatic algorithms decisions and
predictions on unseen data over time. The core work of its models is based on the principles
of acquiring knowledge through data analysis, identifying patterns, and extracting
distinctive characteristics from created or gathered data (Sarker, 2021).

(Abo-Tabik et al., 2021). ML methods trained by a given set of examples refer to input data
to accomplish specific tasks, and the outcomes and predictions depend on the quality and
quantity of given examples. Nowadays, ML is essential for its ability to handle complex
tasks and deal with enormous datasets to provide valuable insights that can drive decision-
making.

ML models fall into three primary categories: supervised, unsupervised, and reinforcement
learning (Muhammad & Yan, 2015). The most prevalent form of ML models is supervised
learning trained using pre-defined labelled data to explore and learn the relationships
between features and map them to their corresponding targets. With proper training, they
acquire the potential to produce precise predictions. As an illustration, supposing a
supervised algorithm is provided with raw data consisting of animal images (e.g., lion, tiger,
monkey, etc.) that are assigned labels indicating their names, the model may effectively
identify and categorize previously unseen animal images. As another example, in the
finance and marketing field, a supervised model can predict the fall and rise in future prices
from historical data. Common examples of supervised models include supporting vector

machine for classification problems and linear regression for regressions tasks.
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In contract, unsupervised models are trained with an unlabelled dataset and the outcomes
are unknown, so the model tries to find features and the relationships in the dataset on its
own (Schmarje et al., 2021). This method is usually employed for clustering and
dimensionality reduction problems (Peralta & Saeys, 2020). Clustering involves a set of
similar data points together (Jain, 2010), while dimensionality is the transformation of data
from a high-dimensional space to a low-dimensional space by decreasing random variables
to obtain and retain a set of meaningful properties of the original data (Dash et al., 1997).
Common examples of unsupervised learning methods are k-means for clustering tasks and
principal component analysis for dimensionality reduction tasks (Ding & He, 2004).
Unsupervised learning algorithms are applied in marketing, grouping costumers that have
similar behaviours or demographic data without any pre-existing labels (Tsiptsis &
Chorianopoulos, 2011).

The third type of machine learning algorithms is reinforcement learning, which is
particularly suited to tasks handling sequential data. A decision is reached by interacting in
real-time with the environment at each step, which affects future outcomes. Common
applications of this method are games and robotics as the agents can be rewarded or
penalized through maximizing or minimising their rewards based on the actions that have
been taken.

Deep learning (DL) is a branch of ML concerned with computer algorithms based on multi-
layers inspired by the structure of the human brain to imitate human learning, thinking, and
analysis (Falavigna, 2022). Several key features distinguish the DL algorithms from other
traditional ML algorithms. They are more complex, have hierarchical architecture, train and
learn from huge datasets, and can predict outcomes with high accuracy (Falavigna, 2022).
A wide range of applications use DL algorithms, including handwriting recognition ( Zhang
et al., 2020), speech-language translation (Sarmah et al., 2024), and FER (Al-Tekreeti et al.,
2024). The importance of DL is its ability to handle and make accurate decisions based on
vast amounts of data in real-time, driving innovation in many fields such as healthcare in
predicting disease outbreaks, pain recognition, diseases recognition from symptoms, and in
the finance field they have been used in fraud detection and trading algorithms. ML
proceeds through seven main stages: data collection, data pre-processing, choosing and
designing the model, training the model, evaluating the model, hyperparameter

optimisation, prediction, and deployment.
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ML models have two important components that affect the learning process and the model
design known as hyperparameters and parameters (Bengio et al., 2015). The configuration
of hyperparameters is set manually and optimised during the design and techniques stage of
the model, so they do not learn from the dataset as they are pre-set before the start of training
process. Choosing the right configuration settings for these parameters is essential for
achieving optimal model performance as they influence the learning process (Bengio et al.,
2015). On the other hand, the parameters are internal variables that are adjusted and
optimised by learning from the data during the training stage to reduce the difference
between the target results and the actual outputs. The parameters are the coefficients in the
linear regression that act as the weights and biases in the NNs (Bengio et al., 2015).

Fraud Detection Retail Clustering

Image Classification Customer Segmentation Q

Q

Classification

Supervised
Learning
ask-Drive

Regression Dimensionally
Reduction

Market Forecasting Data Visualization

Weather Forecasting Noise Reduction

Robot Navigation Autonomous Driving

Figure 3.1 Types of Machine Learning Algorithms.
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After the training data stage, a model must be evaluated for its reliability by testing its ability
to handle and master the target task (Bengio et al., 2015). The evaluation of ML models is
based on essential metrics such as accuracy. The aim of a ML engineer or designer is to
achieve the highest model accuracy, a measurement which represents the model's ability to
find the features and relationships in data related to the target task. The accuracy focuses on
the number of true outcomes and is calculated by comparing the number of correctly
predicted samples to the overall number of predictions (Abo-Tabik et al., 2021).

There are four essential measures to evaluate the model:

1. True Positives (TP): The number of accurately predicted samples.

2. True Negatives (TN): The number of rightly predicted values as negative.

3. False Positives (FP): The number of positive samples that are incorrectly predicted.

4. False Negatives (FN): The number of false negative samples that are inaccurately
predicted.
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Accurate model predictions consist of true positive and true negative samples. Misleading
predictions include the false negative and false positive samples. The accuracy of model can
be determined by the following equation (Ikram & Cherukuri, 2016;Thaseen & Kumar, 2017):

True Positives + True Negatives

Accuracy =

(3.1)

True Positives + True negatives + False positives + False Negatives

The accuracy metric is a straightforward measurement, but it cannot be considered a sufficient
evaluation for all tasks due to certain limitations. For instance, it might provide an
inappropriate measurement when evaluating imbalanced classes, where there is a substantial
difference in the number of samples between different classes. In this case, the metric of
accuracy may be very high because it correctly predicts the majority class, even though the
model performs poorly in the other minority classes.

Another metric is precision, describing the number of correctly predicted samples of positive
class. It can be calculated by finding the ratio of correct sample predictions to the overall
number of samples identified as positive. The proportion between true positives and the total
of both true positives and false positives can be calculated in the following formula
(Chakravarthi et al., 2020; Abo-Tabik et al., 2021):

. . True Positives
Precision = — — (3.2)
True Positives + False Positives

Recall, also referred to as sensitivity, is an evaluation metric commonly used in the medical
and biological domains. It measures the ability of a model to accurately detect positive samples
and is sometimes called the true positive rate. The metric is calculated by dividing the number

of genuine positives by the total number of positive samples (Chakravarthi et al., 2020).

True Positives

Recall = (3.3)

True Positives + False Negatives

Another popular metric for evaluating model performance is the F1 score, which is considered
the harmonic mean of precision and recall as it provides the balance between them and is an
active metric in imbalanced classes. Its importance appears in evaluating a model’s ability to
detect true positives and false negatives. F1 Score is designed as the geometric mean of
Precision or PPV and Recall or True Positive Rate (TPR) (Chakravarthi et al., 2020; Raouhi et
al., 2022). The equation for calculating the F1 Score is as follows (Raouhi et al., 2022):

Precion * Recall

F1 Score = 2 * (3.4)

Precision + Recall
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The last common metric is specificity, the ratio between true negatives and actual negative
samples. The following formula shows the way to calculate this metric:

True Negatives

Specificity = (3.5

True Negatives + False Positives

These metrics give a comprehensive evaluation of ML model performance, which is measured
by testing the model on unseen or new data during the testing process. One of the most common
evaluation methods is the confusion matrix which uses the four essential components true
positives (TP), true negatives (TN), false positives (FP), and false negatives (FN) in assessing
and evaluating the performance of classification models (Tharwat, 2018).

It is usual to evaluate the model on a subset of the dataset that has not been previously seen
during the training phase. For model evaluation, the initial stage involves dividing the dataset
into two parts: the training set and the testing set. It is recommended to further split the training
set into training and validation sets in order to prevent any issues related to data leakage. An
effective model is characterised by its ability to achieve high accuracy in both the training and
testing phases, while also demonstrating robustness to variations in hyper-parameters.
Nevertheless, despite the model's satisfactory performance during training, it sometimes shows
adrop in its performance while testing. This scenario is referred to as over-fitting. Over-fitting
typically arises when the model is excessively trained, although it can also manifest when the
model is excessively intricate (Abo-Tabik et al., 2021).

In over-fitting, the model becomes over specialised to the training set and, as a result, it loses
its generality and its ability to capture the relations within previously unseen data. Another
factor that can make a model susceptible to over-fitting is its capture of noise accompanying
the data and treating it as meaningful. Consequently, it performs poorly on unseen data due to
the absence of noise data (Erickson et al., 2017).

The last step in the dataset preparation stage involves partitioning the data into two crucial sets:
the training data and the testing data.

To mitigate data leakage issues, divide the training dataset into training and validation datasets.
The highly qualified model should demonstrate accurate performance in identifying relevant
features and recognizing relationships and patterns in training and testing datasets. In addition,
the model can be considered robust when it shows high reliability for external and internal

factors such as illumination and facial rotation.
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Even when the model's performance shows high accuracy on the training dataset, it shows
limitations and degradation in its performance through the testing process, which is known as
an overfitting problem (Erickson et al., 2017;Abo-Tabik et al., 2021). Some factors, such as
overtraining or high model complexity, can cause overfitting (Erickson et al., 2017; Abo-Tabik
et al., 2021). Capturing accompanying noises in the data and treating them as meaningful
patterns can also lead to overfitting issues in the model, hindering its performance on unseen
data due to the lack of noise (Erickson et al., 2017). Already stated above.

The scarcity and size of datasets also affect the learning process because a model may
memorize the instances rather than learning and recognizing the underlying features or
patterns, resulting in poor adaptation to new data (Erickson et al., 2017). Hence, even if a
model is a specialist in predicting during the training process, it can lose its ability to identify
relevant features and meaningful patterns in unseen datasets (Erickson et al., 2017).

The cross-validation process can help in detecting and mitigating the overfitting model
performance by employing statistical techniques to estimate how well the model generalizes
to unseen data and to boost the accuracy of model performance by training and testing the

model on various data subsets.

The cross-validation process can help detect and mitigate overfitting by employing statistical
techniques to estimate how well the model generalizes to unseen data and to boost the accuracy
of model performance by training and testing the model on various data subsets. The k-fold
cross-validation is widely employed to solve overfitting by splitting datasets into k-folds. In
this technique, the model must be trained and evaluated k times on various portions or folds
(Abo-Tabik et al., 2021). In each iteration, the model is fed with a different fold of the
validation dataset and trained with the remaining folds. In addition, this method helps to
overcome underfitting in which the model suffers from poor performance on seen and unseen
data during the training and testing phases. Furthermore, it reduces data variability because
each fold of the input dataset will be exposed to the validation and testing process (Xiong et
al., 2020). However, models that use this method are time-consuming, especially with large
datasets due to the need to test all datasets (Abo-Tabik et al., 2021). Early-stopping can prevent

the issue of over-training by imposing constraints on the model parameters.
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Figure 3.3 K-Fold Cross Validation

Regular evaluation of a model’s performance is crucial to explore its effectiveness at mastering
specific tasks and to assess its learning ability in generalizing to unseen data (Liu et al., 2024).
The confusion matrix is an evaluation method for multiclass classification tasks that provides
better insight into prediction results than performance accuracy metrics. This matrix provides
detailed information on true class labels for evaluating the performance of classification
models (Helmud et al., 2024).

3.2 Machine Learning Models

The following sections will highlight and briefly describe the most common ML models known
for their efficiency in solving classification tasks that have been used in this project.
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3.2.1 Support Vector Machine (SVM)

Support vector machine (SVM) is a well-known supervised ML algorithm employed in
optimisation methods and statistical learning for solving regression, outlier detection, and
classification problems such as FER (Rani et al., 2022). The theory of this model was
developed since in the 1990s and proposed in 1996 by Vapnik and other contributors (Vapnik
etal., 1996).

The work of SVM is based on finding a hyperplane to separate samples classified with
predefined labels, or desired targets by performing optimal data transformations to identify
boundaries between data points (Meenal & Selvakumar, 2018). This algorithm has been widely
adopted in various disciplines such as healthcare, computer vision, natural language
processing, FER, and speech and image recognition. The advantage of this method is memory
efficiency due to its need to store only a subset of training points called support vectors to
make its decision. In addition, it can perform more effectively than other ML algorithms in
high-dimensional feature spaces with small datasets. (Tao et al., 2018; Rani et al., 2022).
However, despite its advantages, this model struggles with large training datasets requiring
significant computational resources and processing time. Furthermore, it cannot provide an
estimate of probability for the prediction.

Moreover, SVM models suffer when dealing with imbalanced data in which one class has
significantly more samples than the other classes. The main objective of an SVM model is to
determine the hyperplane to separate the data points of various classes. This hyperplane is
localized in a way that provides a maximized margin of separation data between classes.
Therefore, the highest possible functional margin provides the best data point separation.
SVM models are broadly classified as linear and non-linear SVM classifiers. Linear SVM
models can classify linearly separable data by a hyperplane. However, a non-linear SVM needs
a kernel function to transform a non-linear discrimination dataset from its dimension to a
higher dimension by mapping the data points to space with higher dimentions. For instance,
for a dataset in 2D coordinates (X, Yy), the kernel function will transfer the data into 3D space

(X, Y, z) to easily separate and classify data into classes.
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The SVM decision function is calculated by the following equations:

n T

f(x) = zai}’ixi x+ b

i=1
=Yt ayi{f,x)+ b (36)

Where a is the Lagrange multiplier, X input feature vector, (,) is the inner product operation

between two vectors X, x, and b is the bias.

Figure 3.4 illustrates the SVM support vectors with a maximised separation margin for a linear
separation problem.
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Figure 3.4 An Example showing a Linear SVM Classifier (Wang et al., 2017; Zidi et al.,
2018).
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However, non-linear discrimination data will need a more complex separation method to map

the data points to a higher-dimensional space (see Figure 3.5).

Thus, the detection function is defined as:

f() =21 a;yi(0(X), 0(x)) + b (3.7)
X ‘X
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Figure 3.5 Non-Linear SVM Classifier (F. Wang et al., 2017; Zidi et al., 2018).

In higher-dimensional space, a hyperplane is defined as a group of points that have a constant
dot product with a given vector. Consequently, the kernel function will take the input vector

and produce the dot product of this vector in the feature space.
K(x,z) = (B(x), (2)) (338)

The utilisation of the low dimensional K (x;, x) is efficient for computing the inner product in
the higher dimensional kernel. The kernel function is calculated as

(D(x),v(x)) (Wang et al., 2017). The accuracy of the classifier is identified by both the
functional margin and kernel parameters (Wang et al., 2017; Meng et al., 2019).
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3.2.2 Random Forest (RF)

Random Forest (RF) is a powerful well-known ML model for classification and regression
problems. The algorithm is based on multiple decision trees and is known for providing higher
performance and accuracy than other ML classification algorithms. Each decision tree is grown
using a random subset of data. Because of its ability to handle various data, RF is considered
suitable for dealing with complicated tasks. In addition, it can operate with imbalanced classes
when one class is more infrequent than other classes. Furthermore, this classifier prevents
overfitting by employing a randomness operation during the training phase, improving the
generalisation ability of the classifier model with unseen data.

In 2018, Jeong and Ko (Jeong & Ko, 2018) reported a study on FER of drivers in real-time. They
presented a system based on facial landmarks as a pre-processing method and WFR for
classifying driver FE using three databases, an Extended Cohn-Kanade database (CK+), MMI
and the Keimyung University Facial Expression of Drivers (KMU-FED) database. In their
work, the DLib machine learning library was employed to detect the face and extract spatial
features, then the hierarchical WRF classifier was used to classify the FEs. The model showed
a good performance similar to that of DL FER approaches, with 92.6% accuracy for the CK+
database and 76.7% for the MMI dataset.

RF works by constructing multiple decision trees during training, providing better voting

output for classification or mean average for regression tasks in the individual trees.

Feature Randomness

RF works by constructing multiple decision trees during training and then finding a higher
voting output for classification or a mean average for the regression task of the individual trees,
as illustrated in Figure 3.6. It is based on the bootstrapping technique, which uses random
sampling with replacement. This process involves training each tree on a subset of the original
dataset, and selecting a random subset of features (predictors) at each node of the decision tree
as candidates for splitting. This introduces randomness into the decision-making process and

helps prevent overfitting by reducing the correlation between trees.

Decision Tree Construction

For each bootstrapped sample, a decision tree is constructed using a recursive binary splitting
process. At each node, the algorithm selects the best split among the randomly selected features
based on criteria such as Gini impurity (for classification) or mean squared error (for
regression). The process continues until the tree reaches its maximum height or a minimum

number of samples per leaf node.
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Voting (Classification) or Averaging (Regression)

Once all trees are constructed, predictions are made by aggregating the individual predictions
of each tree. For classification tasks, the mode (most frequent class) of the predictions across
all trees is taken as the final prediction. For regression tasks, the mean prediction across all

trees is computed.

Ensemble Learning

The final prediction of the RF is an ensemble of predictions from multiple decision trees.
Random Forest is considered a versatile and powerful algorithm used in various ML
applications due to its advantages which include its ability to handle high-dimensional data, to
deal with missing values and outliers, and to provide estimates of feature importance.
Furthermore, it achieves better performance than other machine learning classifiers such as
SVM and AdaBoost as it is more robust to overfitting and provides better generalisation
because of its randomizing approach to feature selection(Ko et al., 2014; Ko et al., 2013). In
the training phase, an RF decision tree extracts a subset from the training dataset using the
bagging technique, where each tree is randomly grown in a top to down induction, starting
with the root node (Pantic et al., 2005b). Figure 3.6 shows RF classifier.
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Figure 3.6 Random Forest Model.

3.3 Deep Learning Models

Deep Learning (DL) algorithms are a subfield of ML based on ANN with multiple neurons at
multiple layers. They use a form of non-linear mathematical models to process and learn
complex representations of data in a method inspired by the human brain. DL algorithms have
revolutionised various fields such as computer vision, speech recognition, image recognition,
and natural language processing by producing accurate insights and predictions through
recognising complex patterns in pictures, text, and sound. In recent years, studies have
exploited various versions of DL models to improve the accuracy of prediction (Shi et al.,
2015a; Baru et al., 2019).
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The following sections highlight three common DL models with good performance in solving
various DNN problems, especially those related to images and video data. The third model was
designed for natural language processing, but it has also been examined for FER in this thesis.
All three DNN model designs along with their evaluation and results will be described in detail
in chapter 5.

The first ANN structures were simple fully connected networks known as multi-layer
perceptrons (MLP). While MLP can handle many classification and regression tasks, it has
poorer performance in tasks with complex data features. The advanced form of ANN is a DL
algorithm. The architecture of deep learning models is structured with many layers, each
containing multiple neurons. Each layer receives and processes the output data from the
preceding layer.

This DL structure and its ability to exploit non-linear features from large datasets increase DL's
capability to solve complex tasks. It can capture complex patterns in big data, achieving more
accurate results than the older versions of ANN and other ML models.

3.3.1 Improving Facial Expression Recognition via Deep Learning

Recently, along with statistical approaches, many DL methods have been employed in FER
applications with remarkable precision. Mehendala (Mehendale, 2020) proposed AFER using
convolution neural networks (CNN) in a method based on two main stages. In the first, the
background of an image is removed to avoid the negative impacts of external conditions such
as distance from the camera. In the second, the facial features are extracted. When this method
was applied in databases such Cohn-Kanade expression, Caltech Face Dataset, CMU, and
NIST databases, the precision of the proposed AFER model was over 96%.

This thesis aims to investigate the feasibility of developing and constructing a FEs prediction
model for patients at risk of deterioration, utilising various deep learning models.

The objective of the model is to alert healthcare professionals to changes in patient health status

based on FER and subtle changes in FE.
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3.3.2 Techniques to Improve Performance of DL. Models

While DL techniques have advanced significantly, recording excellent performance across
various tasks, they have limitations due to their complex architectures of large numbers of
layers, their complex design, and the migration of processed data across hidden layers. Various
techniques have been exploited to enhance performance of DL models and to prevent the loss
of essential features during the learning process. The following sections highlight some of
these techniques.

The Drop Out Technique

This technique was introduced by Hinton et al. (Hinton et al., 2012) to avoid overfitting and
improve the generalization process by randomly discarding neurons based on a specified
probability assigned at the design stage and on all the outputs of these nodes. All forward and
backward connections with discarded neurons are temporarily removed during the training
stage, meaning the drop out is turned off during testing but the dataset will be processed by all
nodes including those temporarily discarded. Figure 3.7 illustrates the Drop Out technique.
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Figure 3.7 Drop out Technique.
(a) Multi-Layer Perceptron Network.

(b) Multi-Layer Perceptron Network after applying dropout.
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Batch Normalization Technique

It supports DNNs in accelerating their convergence and improving training stability. However,
the different distribution of each input batch, multiple hidden layers, and updated weights
during the learning process all contribute to a problem known as internal covariation, which
results in a sluggish training process (loffe & Szegedy, 2015).

The problem has been solved by batch normalization through minimising internal covariation
by fixing the batch inputs for inner layers in the training process. This technique provides
maximum stabilisation for deep DNNSs through normalising the output of a layer before feeding
it to the next layer. It works by subtracting the batch mean, then dividing by the standard

deviation according to the following equation for input x= {X1, X2, X3, X4, ....., Xn}:
xi — E [x;]
Xj = —/— 3.9
L Var|x;] (3.9)

Where: E [x;] and Var[x;] are the mean and variance for each I unit.

3.3.3 The Convolution Neural Network (CNN)

Convolution neural networks (CNN) are a well-known type of DNNs with proven efficiency
in pattern recognition tasks with images. They give strong performance and accurate prediction
from large non-linear data due to their ability to capture, recognise, and learn complex data
patterns through extracting feature vectors (Abo-Tabik et al., 2021). Another advantage is their
ability to carry out parallel computations (Sorokin et al., 2018).

CNN was first introduced in 1998 by Yann LeCun et al. (Leccun et al., 1998), and was
improved years later by Alex Krizheysky in collaboration with LLya Sutskever and Geoffrey
Hinton (Krizhevsky et al., 2012b; Jogin et al., 2018). LeCun and along with colleagues
proposed and developed the basic idea of CNN. The paper of Yann LeCun (Lecun et al., 1998)
introduced LeNet-5 architecture, designed and developed at that time for handwritten digit
recognition tasks. The architecture of this network consisted of convolution layers and pooling
operations, followed by fully connected network layers. The concept work of LeCun inspired
the development of modern CNNs which demonstrate high effectiveness in pattern recognition

for spatial data.

67



In 2012, through the invention of AlexNet (Krizhevsky et al., 2012b), CNN was developed
and further improved to work on recognizing patterns of images. Despit the need to expand the
amount of training dataset, the reason AlexNet has achieved ground-breaking results is the
maximizing of learning capacity of this network by adding multiple layers of neurons, and the
flexibility of its architecture (Zeiler & Fergus, 2013; Jogin et al., 2018). Another advantage of
this model is its use of computational methods on GPUs to process the dataset through the
training stage (Jogin et al., 2018).

A convolution neural network (CNN) is an efficient type of DL networks for handling image
classification and image analysis tasks due to its specialisation in recognising patterns and
complex textures in images. CNN is a sequence of five types of layers including 1) an input
layer used for holding the raw data, 2) a convolution layer, which performs convolution, or
mathematical operations called dot product between data and filters, 3) pooling layers, which
help reduce computational costs, 4) fully connected layer, and 5) an output layer (Jogin et al.,
2018).

Convolution layers shift the filter (kernel) across the input data, stopping at each point where
a multiplication operation is applied, and the result is summed into the feature map. CNNs use
multiple filters to extract different features from the input image, resulting in multiple feature
maps, minimizing the need for the complex feature extraction methods usually needed by ML
algorithms, and achieving better accuracy by enabling the model to extract its feature map (Fu

et al., 2019). The convolution operation can be calculated by the following equation:

y = F(X10) = f.(.. 2(f1(X16116;)|6,) (3.10)

where n is the number of hidden layers, y is the predicted output, X is the set of inputs, f;, f5,
...., fi are sequential layers of the CNN (including convolution operations, activation
functions, and possibly pooling and fully connected layers), 6,, 6,, ..., 6,, and 6, represents
parameters (filters/kernels, biases, weights) in each corresponding layer. The convolution

operation for layer i is:

yi = fi Xil6) =h(W ® X; +b), ©; =[W,b] (3.11)

Where the output of the i-th convolutional layer, f; is the function of the i-th layer applied to
the input, the input data to the i-th layer, & represents the convolution operation and W and b

are weights and bias respectively (Abdoli et al., 2019).
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There are some disadvantages of the feature map produced as an output of convolution
operation, particularly its dependence on the location of the important features. Any slight
translation in a feature location in the input data between samples results in the production of
a new feature map (Kim & Cho, 2018; Kim & Cho, 2019). Therefore, a pooling layer is required
after each convolution layer. The pooling layer operation is based on the down-sampling
method, where the pooling helps to reduce the spatial dimensions of the feature maps while
retaining their important features. Hence, it is used for dimensionality reduction of the
convolution layer feature map to enhance the operation of feature extraction and reduce useless
computations (Huang et al., 2021; Phan et al., 2016).

Pooling layers are typically inserted between consecutive convolution layers in a CNN
architecture, and a final classification layer is usually used. This can be any ML classifier such
as SVM, but fully connected network layers are usually used, simplifying the training process
(Niu & Suen, 2012; Xue et al., 2016). CNNs with many parameters may suffer from overfitting,
especially when the training dataset is small or when the model architecture is too complex.
Feature maps with a high capacity to memorise training examples may generalise poorly to
unseen data, leading to reduced performance on validation and test datasets. Figure 3.8 shows
the general 1D-CNN design.
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Figure 3.8 General Architecture 1D-CNN based on (Kim et al., 2020).
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3.3.4 Recurrent Neural Network and Long Short-Term Memory

A recurrent neural network (RNN) (Rumelhart et al., 1986) is a modified version of a feed-
forward ANN, in which the output at each point is linked to all previous inputs. This means
that each layer in the current hidden state is a function of the current input and the
previous hidden state. For the input sequence x = [xq,x5,X3,.....X,  using RNN, h; =
f(h¢_1, x:) Where x, is the input at time-step t , and h;_; is the previous hidden state (Bouktif

etal., 2018). Figure 3.9 shows the general architecture of an RNN.
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Figure 3.9 Basic architecture of RNN based on (Zhao et al., 2017).
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Although this architecture is useful for extracting patterns from time-dependent data samples,
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it can only look a few steps back because of the vanishing and exploding gradient problem,
which can make RNNs challenging to train (Zhao et al., 2017). The long short-term memory
(LSTM) is an improved version of RNN designed to overcome long-term dependency
problems. This network is trained using a back propagation method (Yan et al., 2018).

Each LSTM layer is a set of blocks which consists of several multiplicative units and memory
cells that are recurrently connected. These memory cells are considered the main contribution
to the LSTM architecture. The memory cell has three gates and stores the information that is
obtained at this step. It then either keeps it, releases it, or resets it according to the state of the
controlling gate. The memory unit gates are called input, output, and forget gate, and each is
controlled by a sigmoid activation function (Tian et al., 2018).
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Figure 3.10 shows the main structure of the LSTM memory unit. Like the RNN, each gate
receives an input X for the time ¢ and the previous hidden state h;_,. The forget gate f;
determines how much information will be kept from the previous state C;_,; f; is calculated
using (Wang, Gan, et al., 2019; Zhou et al., 2016),

fe = o(Wpe [he—y, X1+ bf) (3.12)

where W , by are the weight and the bias for the forget gate. The input gate it, on the other

hand, is responsible for controlling the amount of current information to be considered as input
for generating the current state C;; i; it is calculated using equation (3.13); W, , b; are the
weight and the bias for the input gate (Wang, et al., 2019;X. Zhou et al., 2016).

i = o(Wie [he—1, X ] + by)  (3.13)

Now the current hidden state C; will be calculated using the long-term information obtained
from f; and the short-term information from i;, as in the following equations, W,, b.., are the
weight and the bias for the current state (Wang et al., 2019; Zhou et al., 2015).

Et = tanh(m' [ht—ll Xt] + bC) (314)
Ct = fo* o1+ ipx i x € (3.15)

where tanh () is the activation function, and * is an element-wise product. The last gate o; is
the output gate, which will decide the amount of information to be treated as output, and will

be calculated using:
0 = o(W,e [he_1, Xe] + by)  (3.16)

Where W,, b, are the weight and the bias for the output gate. Finally, since all gates are
controlling the information flow using the element-wise product; the final out h, will be
calculated (Wang et al., 2019; Zhou et al., 2015) as

hs = o »tanh (¢;) (3.17)

LSTM algorithms have achieved acceptable performance in FER by measuring changes in

movement between the previous, current, and next frames of a video stream.
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Figure 3.10 Inner structure of LSTM cell (Shi et al., 2022).

3.3.5 Convolution LSTM

Data collected over successive periods of time are characterised as a time series. In such cases,
an interesting approach is to use a model based on LSTM, a RNN architecture. In this kind of
architecture, the model passes the previous hidden state to the next step of the sequence.
Therefore, the network holds information on previous data it has seen before and uses it to make
decisions. In other words, the data order is extremely important over time and the features of
this type of data are known as temporal features. For image analysis and classification tasks,
CNNs are the adopted approach. The image passes through convolutional layers in which filters
extract features of interest known as spatial features. After passing various convolution layers
in sequence, the output is connected to a fully connected dense network.

Spatio-temporal prediction is challenging due to complex dynamics and appearance changes
which impose dependencies on both temporal and spatial domains. In Al-based methods,
integrating multiple DL models can produce highly accurate predictions and improve model
performance (Moishin et al., 2021). A common effective combination model for detecting and
recognising complex features within sequences of images is CNN with LSTM, known as
ConvLSTM. This model offers high predicting accuracy and performance in capturing spatial
and temporal features through video stream (Miyoshi et al., 2021). ConvLSTM model has
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been proposed by group of researchers (Shi et al., 2015b), where it proposed as a variant of the
traditional LSTM involving convolution operations into the LSTM cells. The ConvLSTM
model was specifically designed for spatio-temporal sequence prediction tasks, such as

precipitation nowcasting in which both spatial and temporal dependencies are important.

The convolution operations in ConvLSTM allow the model to capture spatial patterns in the
input data, while the LSTM cells enable it to capture temporal dependencies over time.
ConvLSTM replaces all its linear operations with convolution layers to capture spatial
dependencies besides the LSTM, and many of its variants (Wang et al., 2017; Wang et al.,
2018; Zhang et al., 2019) have achieved impressive results in spatio-temporal prediction.
Therefore, ConvLSTM has been widely adopted in various applications, including weather
forecasting, video processing, and medical imaging, where spatio-temporal data analysis is
crucial. Figure 3.11 illustrates the ConvLSTM structure (Zhang et al., 2018) where the new
memory Ciand output H; will be generated by updating the internal memory C;_ to the current

input X, and the previous output H,_;.

Ct-l X + Ct
Tanh

f ; X X

t

t Ct Ot
(0] (0] Tanh (0]

Conv Conv Conv Conv ht

Forget Gate Input Gate Output Gate

f t — Forget Gate X . Multiplication
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Of — Output Gate

Figure 3.11 The structure of ConvLSTM. The new memory C; and output h, will be
generated by updating the internal memory C;_q according to the current
input X, and the previous output h;_; (Zhang et al., 2019).
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The mathematical expression of the ConvLSTM in the updated gates is given as follows:
fo = 0(Wyp % Xe + Whyp * heg + Wep x Ceq + by) (3.18)
i =0(Wy * Xp + Wy *hy_y + W x C_q + b)) (3.19)
Op = 0(Wyo * X¢ + Whyo * hy_q + Weo * G + bg)  (3.20)
Ce = fr XCi_q +ip Xtanh (W * X + Wy * he_1 + b)) (3.21)
h; = 0; X tanh (C;) (3.22)

Where * refers to convolution operation, "x' refers to the Hadamard product, and W, W,;,

W, refers to the weight matrices. All the weight matrices and bias vectors will be updated in
each update process. If we view the states as the hidden representations of moving objects, a
ConvLSTM with a larger transitional kernel should be able to capture faster motions while one
with a smaller kernel can capture slower motions (Shi et al., 2015a).

3.3.6 Transformers

The natural language processing (NLP) field witnessed a revolution on the introduction of a
new type of DL algorithm known as Transformer, which was first proposed in 2017 by
Vaswani et al. (Vaswani et al., 2017). They presented a simple network architecture, the
original transformer, that uses a self-attention mechanism to capture long-range dependencies
within sequences, eliminating the need for RNNs or CNNs. Transformers have become a
cornerstone architecture in natural language processing (NLP) and have been widely adopted
in various other domains, including computer vision. Therefore, some researchers recently
started to be interested in involving Transformers into FER systems. Several recent studies
have been reported, including one (Yuan et al., 2022) addressing the problem of a face mask
in pain assessment, recognising pain intensity from just the upper part of a face. They proposed
a Swin-Transformer model conducted on the UNBC-McMaster database which includes data
related to facial AUs that are typically associated with pain expression. The model achieved a
accuracies higher than 90% with and without face mask.

In the same year, another group of researchers applied the Vision Transformer model to FER
using the Indonesian Mixed Emotion Dataset (IMED) and the of the model achieved
outstanding performance (Akeh et al., 2022). One year later, a study by (Vats & Chadha, 2023)
presented an AFER framework capable of recognising seven FEs with minimal dataset using

Swin Vision Transformers (SwinT), squeeze and excitation (SE), and spatial attention
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module (SAM) to optimise the performance of the model. The accuracy of the model was

around 53%. In the same year, a FER framework introduced by Safavi, Patel, and Vinjamuri

(Safavi et al., 2023) involved a hybrid system of Mix Transformer and an additional fusion

block. The model employed a self-attention technique to effectively concentrate on pixel-

level landmark segments. The model showed a good accuracy around 73% when conducted
on the FER2013 database.

Different types of transformer models and architectures exist.

1.

Original transformer

Presented in the paper "Attention is All You Need" by Vaswani and other

contributors (Vaswani et al., 2017), the original transformer model features an

encoder-decoder architecture. It uses self-attention mechanisms to process input

data in parallel and transformer blocks that consist of multi-head attention and

position-wise fully connected layers.

Bidirectional encoder representations from transformers (BERT)

Developed by(Devlin et al., 2018), BERT revolutionised the understanding of

context in language by reading input data bidirectionally. This model is primarily

used as a foundation for a range of NLP tasks, demonstrating remarkable

performance across various benchmarks.

Generative pre-trained transformer (GPT)

GPT models are a series of language models developed by OpenAl (Radford et al.,

2018) based on the transformer architecture and optimised for natural language

understanding and generation. Each version of GPT (from GPT-1 to GPT-5 and

beyond) has increased in complexity and capability, featuring more layers and

parameters for deeper contextual understanding, advancing the field of natural

language processing (NLP).

Transformer-XL

In 2018, (Dai et al., 2018) introduced a variant Transformer architecture designed

for natural language processing (NLP) tasks. It reuses the hidden states from

previous segments, allowing them to learn dependencies beyond a fixed length

without disrupting temporal coherence. It is particularly effective in tasks requiring

long-range memory, such as document classification and question answering.

XLNet

Developed by Google and Carnegie Mellon University (Yang et al., 2019), XLNet

integrates aspects of BERT, Transformer-XL, and state-of-the-art autoregressive

models. It represents a significant evolution by improving the limitations of the
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BERT architecture, especially in handling sequential data for tasks such as question
answering and document classification, as it uses a permutation-based training
method rather than the traditional masked language model, allowing it to learn
bidirectional contexts and outperform BERT in many benchmarks.
6. T5 (Text-To-Text Transfer Transformer)
The T5 model developed by Google (Raffel et al., 2020) frames all text-based
language tasks into a unified text-to-text format, where every task is cast providing
some input text with an expected output text. This simplifies the use of a single
model for diverse tasks like translation, summarisation, and question answering,
among others.
7. Vision Transformers (ViT)
ViT is an adaptation of the transformer architecture for image classification tasks
and introduced by a team of researchers at Google Research (Dosovitskiy et al.,
2020), where the image is split into patches and the sequence of linear embeddings
of these patches is processed by a transformer. ViT demonstrates that transformers
can be directly applied to images without convolution layers, achieving state-of-
the-art results in many vision benchmarks.
8. DETR
DETR introduced by a team of researchers from Facebook Al Research (Carion et
al., 2020) uses the transformer’s self-attention mechanism to eliminate the need for
many manual components in object detection systems, providing a streamlined
architecture for both object detection and instance segmentation tasks.
9. RoBERTa (Robustly Optimized BERT Pretraining Approach)
RoBERTa is a variant of BERT introduced by researchers from Facebook Al and
the University of Washington (Liu et al., 2019) that modifies key hyperparameters
and removes the next sentence pretraining objective. ROBERTa trains longer with
more data and larger batches, achieving improved results over BERT.
10. ALBERT (A Lite BERT)
ALBERT is a simplified version of BERT introduced by Google Research and
Toyota Technological Institute at Chicago (Lan et al., 2019) that reduces model
size (but not necessarily complexity or training time) by factorising the embedding
layer and sharing parameters across hidden layers.
Each of these transformers has its specialties and optimisations designed to tackle specific
problems or improve efficiency and effectiveness in learning representations from data. The
choice of a transformer model often depends on the specific task, the size and nature of the
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dataset, and the computational resources available. As the nature of the generated data are
images and sequences of frames, the model proposed in this thesis was Vision Transformer
due to its adaptivity to this type of data and the task target (FER). This model was presented
by (Dosovitskiy et al., 2020) based on a pure transformer that implemented directly sequences

of image patches without the reliance on CNN, attaining highly accurate results.

VIT treats an image much like a sequence of words (tokens) in a sentence, performing the
Transformer architecture directly on patches of the image. In addition, ViT cannot recognise
the order of the input, therefore positional embeddings are added to the patch embeddings to
retain positional data. The overall structure of VIT architecture consists of several stages.
Firstly, the input image splits into fixed-sized patches (e.g., 18*18) using the following

formula:

HwW
N = -7 (3.23)

Where:

N is the number of patches.

H is the hight of the image.

W is the width of the image.

P? each patch of size (P x P) pixels.

These patches are flattened and linearly transformed to a lower dimension (D), including
positional embeddings to create a sequence of vectors (one vector for each patch). Then, the
sequences are fed to the transformer encoder with image labels. Finally, the output of the last
transformer block is passed through a classification head which typically consists of a single

fully connected layer. Figure 3.12 illustrates the Visual Transformer.
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Figure 3.12 Vision Transformer Architecture (Dosovitskiy et al., 2020).

3.4 Some Important DL Model Activation Functions

An activation function is a mathematical function considered an essential part of the DNN
architecture. It is a kind of a filter that determines the output of a computation node, and
therefore has a significant impact on performance and accuracy of the model (Abo-Tabik
et al., 2021). The Softmax activation function (Huang et al., 2018; Tang, 2013) is often used
in the output layer of DNN, especially for classification tasks. The Softmax function
assigns a discrete probability distribution for K classes which is defined mathematically

for input data z = [z4, 25, Z3, ..., Zx] by the following formula:

Zj

0(2)i= o  (323)

j=1

Where:
o is the Sofmax function,
z; input data,

k number of classes,
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e“i exponential function for input data,

e exponential function for output data.

The rectified linear unit (ReLU) is another activation function which will be widely used
in this thesis, and it is one of the most widely used in NN (Agarap, 2018; Zhang et al., 2019;
Zou et al., 2020). The ReLu function f(x) is a linear activation function which will return 0
if it receives any negative input and leaves positive values unchanged. Hence, the

outcomes of this function fall in the range from 0 to infinity.
f(x) = max(0,x) (3.24)

Where:

f (x) the ReLU function, x is the input data.

The selection of activation functions has a significant impact on the performance of NN,
so these are defined under experimentation and fine-tuned throughout model

development.

3.5 Genetic Algorithm (GA) for Hyperparameters Selection

DL models have a set of hyperparameters which vary for different models and tasks (Abo-
Tabik et al., 2021). For instance, each architecture of an LSTM model has a different number
of layers, different fully connected network and filter size, different activation functions, etc.
Finding the optimum values for each one of these parameters is a time-consuming task for
designers and developers who use trial and error methods to search an unlimited number of
combinations (Hutter et al., 2019). The Genetic Algorithm (GA) was first introduced by
(Fraser, 1957), and later developed by Holland (Holland, 1975). It is an optimization method
based on the concept of natural selection and genetics. It uses the concept of “Survival of the
fittest” to obtain the optimal values (Meng et al., 2019).

During the initialization phase of GA, a set known as a population refers to a set of randomly
generated candidate solutions. Each member in the population is known as a chromosome
which represents a potential solution to the optimisation task. The fitness of each member in
a population is evaluated with a fitness function to examine how well the member performs
with respect to the optimisation target. The fitness function assigns a numerical value to each
member, indicating its quality or suitability as a solution. Individuals are selected from the
population to be parents for the next generation. Selection is typically based on a selected
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fitness function, with higher-fitness individuals having a greater chance of selection (P. Tao et
al., 2018). Mutation and crossover operators are applied to the population set to maintain
population diversity and prevent local optima. Selected parents undergoing crossover are
replaced and combined to produce offspring for the next generation. Crossover promotes
exploration of the solution space by combining promising features from different parents.

In contrast, mutation is the process of introducing random changes to individual chromosomal
genes in a parent chromosome to generate a new individual offspring. The offspring generated
through crossover and mutation replace individuals in the current population to form the next
generation. The replacement process ensures that the population size remains constant over
generations and that only the fittest individuals survive to the next generation. The evolutionary
process continues iteratively through multiple generations until a termination condition is met.
Termination conditions may include reaching a maximum number of generations, achieving a
satisfactory level of solution quality, or reaching a predefined computational budget.

Genetic algorithms aim to converge towards optimal or near-optimal solutions over successive
generations. Convergence is achieved when the population converges to a set of high-quality
solutions that satisfy the optimization objective. Overall, genetic algorithms are versatile and
can be applied to a wide range of optimisation problems, including function optimisation,
parameter tuning, scheduling, and machine learning. They are considered a good solution for
introducing better models due to their robustness, flexibility, and their ability to handle
complex and non-linear search spaces. However, they may require careful parameter tuning
and can be computationally expensive for large-scale problems. GA can improve the search
process for better performance and generalization of DL models, and it has been employed for
hyperparameter optimisation in ML models (Meng et al., 2019; Sukawattanavijit et al., 2017,
Tao etal., 2018; Tao et al., 2019). It has also been employed to select the best values for model
architecture in DL tasks. (Bouktif et al., 2018; Bouktif et al., 2020; Lu et al., 2020; Sun et al.,
2020).

3.6 Conclusions

In this chapter, various ML and DL models and techniques for improving their performance
have been reviewed in detail and will be employed later in the solution proposed in this thesis.
The chapter began with a general explanation of ML and what validation and evaluation

approaches are commonly used.
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Support Vector Machine and Random Forest were then introduced, two ML models which are
well-known for classification tasks. Additionally, relevant DL models were introduced,
including 1D CNN, ConvLSTM, transformers and techniques that have been introduced to
improve the models’ performance. Both 1D-CNN and LSTM methods were also reviewed and
will be employed to predict risk of deterioration in this thesis. The chapter ends with a brief
description of genetic algorithms, which will be exploited for hyperparameter selection and

fine-tuning.

81



Chapter 4

Datasets Description and Analysis

4.1 Introduction

In the healthcare domain, data privacy, availability, and diversity can be significant concerns,
especially for training DNN models which require a large amount of diverse data (Rieke et al.,
2020). In addition, collecting real samples from patients is a costly and time-consuming
process due to procedural and ethical considerations and restrictions to protect patient privacy
(Price & Cohen, 2019; Antunes et al., 2022).

The creation of a synthetic database with the latest advanced techniques in computer-generated
imagery (CGI) to generate a realistic avatar capable of expressing the full spectrum of FEs is
now possible (Safavi et al., 2023). 3D modelling software offers scripting tools for modelling,
rigging, animation, simulation, rendering, compositing, and motion tracking. The significance
of avatars in expressing FEs has drawn attention for the study of social cognition through HCI
(Bombari et al., 2015; Wykowska et al., 2016). However, synthetic data may suffer from
uncanny valley, a phenomenon proposed by Mori (Mori, 1970), which describes a lack of
realism particularly when the avatars perform the subtle natural movements in FEs (Tinwell et
al., 2010). A reason for this failure to reproduce realistic facial expressions may be lack of
knowledge about the timeline of synchronised FEs and/or the crucial information perceived
from the movement of facial muscles. Therefore, it is important to address and mitigate this
issue to generate realistic interactive FEs in the context of health deterioration by investigating

the empathy elicited by facial expressions, and their duration (Safavi et al., 2023).

Creating a dataset of animated facial expressions through avatars involves a unique set of steps,
focusing on digital creation and animation rather than capturing real human FEs. The process
is outlined below and systematically represented in the flowchart (refer to Figure 4.1) that
outlines the process for generating such a dataset.

1. Define objectives
a. Define the purpose and the specific goals of the dataset, which for our project
involves FER to determine five types of FE that indicate a risk of deterioration.
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b. Define data requirements to determine types of FE (and the AUs that comprise
them), the diversity of participants (age, gender, skin tone, ethnicity), and

environmental conditions (lighting, background).

Design avatars

a. Create 3D avatar base models by design or selection using 3D modeling
software (e.g., Blender, Maya, FacsHuman).

b. Customise avatar features to ensure diversity in facial features and FEs (age,
gender, skin tone, ethnicity).

. Animate expressions

a. Animate the predetermined FEs using keyframe animation or motion capture
technology to create smooth transitions and realistic actions.

b. Review animations to ensure that each animation smoothly and accurately
conveys the intended FE, making necessary adjustments to animations based
on feedback.

Data annotation

a. Label each animation frame or video with the corresponding FE.

b. Add metadata to each frame or sequence, detailing the FE type and avatar
characteristics.

Rendering
Render the animations to ensure consistent combination of AU appearances,
introducing high-quality images or video frames at a defined frame rate (e.g.,
20, 25, 30, or 60 fps).

Preprocessing

a. Apply face detection algorithms to crop images, removing unnecessary
background.

b. Normalisation to standardise image sizes and colour schemes for uniformity,
adjusting the range of pixel intensity values, typically [0, 255]. This is
particularly important when images are obtained under different lighting
conditions.

c. Augmentation of data, applying techniques such as rotation, flipping, and
scaling to expand dataset size and improve model robustness. For the
proposed model, data augmentation techniques include changes in lighting,

and slight modifications in expressions.

83



10.

Review
a. Perform spot checks on the dataset to ensure all images are correctly
processed and labelled.
b. Correct errors in labelling or poorly processed images.
Data splitting
a. Partition the dataset into training, validation, and testing sets to train, validate,
and test ML and DL algorithms.
Data storage and management
a. Save the data in an organised format (pickle file), within a database or file
system for easy retrieval.
b. Backup data and implement recovery protocols to prevent loss.
Documentation
a. Document the dataset creation process, data structure, and access instructions.
b. Document ethical considerations, especially if the avatars are based on real

individuals.
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Figure 4.1 Methodology of generating dataset (PRD-FE).
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4.2 AUs Analysis

The Facial Action Coding System (FACS) presents sets of action units (AUs) that comprise
FEs through changes in facial muscle movement. AUs are a cornerstone for addressing
ambiguity in FE analysis, and their identification is crucial for enhancing FER performance.
Consequently, this thesis identifies specific AUs that are considered the key discriminatory

features for classifying the five classes of FEs that represent deterioration.

Facial AUs analysis involves the detection and interpretation of facial muscle movements, or
AUs, to infer underlying emotions or expressions. Each AU corresponds to a distinct facial

muscle or group of muscles and is associated with a particular movement.

Analysing AUs can effectively address ambiguity and complexity, achieving an accurate
representation of individual expressions and enhancing FER performance. The AU analysis

process typically consists of several steps (X. Niu et al., 2019):

The process of AU analysis typically involves the following steps.

1. Facial landmark detection
Detecting key facial landmarks, such as the corners of the eyes, nose, and mouth, which

serve as reference points.

2. AU detection
Identifying the occurrence and intensity of specific AUs by analysing the spatial
relationships and movements of facial landmarks. This can involve techniques such as

template matching, ML classifiers, or DL models trained specifically for AU detection.

3. AU interpretation
Interpreting the detected AUs in the context of known FE patterns or emotion models.

This step involves mapping combinations of AUs to FEs.

4. Emotion inference
Inferring the emotions which underlie the detected AUs and FEs. This may involve
referencing established emotion models like FACS or using ML algorithms to classify

emotions based on AU configurations.
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Facial AU analysis is widely used in fields such as psychology, human-computer interaction,
and affective computing to study emotions, assess psychological states, and to develop
applications for emotion recognition and expression synthesis. However, FE interpretation is
ambiguous (Davison et al., 2018), such as the inner brow raiser may refer to surprise or sad.
The FACS (Ekman & Friesen, 1978) has been verified to be effective for resolving this
ambiguity. In FACS, AUs are defined as the basic facial movements which combine to form
multiple FEs (Ekman & Friesen, 1978). The criteria for AU and FE correspondence are defined
in the FACS manual, which provides a framework for encoding FER (Xie et al., 2020; Sun et
al., 2022; Chen & Joo, 2021) through embedding AU features. Video-based FER methods are
important in disciplines (Liang et al., 2023) such as clinical diagnosis and interrogation,
allowing identification of micro FEs from video streams. However, this task is a challenge due
to the scarcity of datasets (Zhang et al., 2021), and the involuntary, fleet, and low-intensity
expressions cannot be mimicked by people. This thesis presents an AFER for patients in
deterioration, so the generated data should represent various medical conditions. The data
could not be collected from the clinical setting, so the dataset has been generated using avatars

or 3D face models of patients in stable and deteriorating condition.

Chapter 2 explored macro and micro expressions and the related AUs in terms of patient health
status. If data were to be collected from human participants, facial expressions can be gathered
through two approaches, namely posed and spontaneous. A posed database is generated using
a supervised method with participants who intentionally present a MaFE. Spontaneous facial
expressions are collected from participants who, without prior knowledge of the expected

expressions, are presented with a set of stimuli.

The type of database for the proposed project is a spontaneous database that cannot be
mimicked by other people due to some facial expressions being involuntary and therefore,
cannot be controlled by humans. It becomes important thus, to find an automated supervised
method to produce these types of expressions.

This thesis proposes a spontaneous database based on involuntary FEs that cannot be
mimicked. Therefore, it is important to identify an automated supervised method to produce
these types of expressions. Avatars can produce voluntary and involuntary FEs through
controlling AUs and their intensity. These FEs can then be transferred to face images of real
people. This solution allows us to test the designed methods on realistic datasets which mimic
real samples of patient data, simulating FEs for the medical conditions of interest.
Subsequently, a trend analysis will indicate whether the patient is in a stable or deteriorating

condition.
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The recent published papers reviewed in Chapter 2 have recorded high accuracy in recognizing
the seven universal facial macro expressions of emotion categorised as neutral, happiness,
sadness, fear, anger, disgust, and contempt. This thesis proposes to use Al tools to detect micro
facial muscle movements to evaluate patient health trends. Deep learning algorithms have
proved ineffective for this task, having difficulty recognising FEs in the offset stage of change
from stability to deterioration.

Figure 4.2 Facial expression at different stages

Figure 4.2 illustrates a sequence of patient FEs from stable through to critical deterioration
stage. Note that critical deterioration is characterised mostly by a combination of the eyes, lips

and head pose.

Based on the study of (Madrigal-Garcia et al., 2018) whose stable and deteriorated cases are
illustrated in Figure 4.3, this research concentrates on the analysis of upper and lower regions
of the face. The deterioration confidence rate corresponding to the percentage of “true
deteriorated” responses was calculated for each condition of the five classes defined in the
study of Madrigal-Garcia et al. The left avatar of Figure 4.3(a) displays a neutral expression,
while the right avatar reveals a final-stage deterioration condition (AUs recorded at 100% of
their maximal contraction). As illustrated in Figure 4.3, deterioration intensity increased
significantly with the amplitude of certain action units (AU15, AU25, AU43, AU55, and
AU56).
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Figure 4.3 Facial expression areas that reveal if the patient is under deterioration or not.
(a) The left avatar expresses a neutral expression.

(b) The right avatar reveals deterioration status in the final stage.

Figure 4.4 illustrates the AUs of deterioration as defined by Madrigal-Garcia. In the picture,
combinations of AUs define various face displays (FD). These FDs are the focus of this thesis,

as certain combinations of FD provide a clear means to objectively quantify trend analysis.
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Figure 4.4 Expressive images and their active AU coding based on FACS. The composition
of describing five different facial expressions represent patient at risk of
deterioration using a collection of FACS based descriptors.
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4.3 Generating the Dataset

The first and the most challenging task for FER is generating the dataset, which is considered
the bottleneck in the process of designing, implementing, and developing deep learning
models. The proposed FEs dataset was generated using a virtual human, a computer-generated
3D digital representation that looks and acts like a real human (Bombari et al., 2015).

The following sections will highlight the methods employed to generate synthetic data-driven
FEs named Patient at Risk of Deterioration-Facial Expressions (PRD-FE).

4.3.1 Generating a Facial Expression Dataset via Avatars

Because there is no availability of real FER samples representing patients at risk of
deterioration that include environmental illumination changes, this thesis presents a new
benchmark generated dataset called PRD-FE, Patient at Risk of Deterioration Facial
Expressions. Various methods are exploited to present an as realistic as possible dataset that
represents FEs of patients in deterioration. Important factors have been addressed, such as
producing a balanced dataset from which Al models can learn discriminative features under

various conditions.

Research on creating FEs through avatars using computer-generated animated characters has
significantly increased over the last few years and is now considered a valuable tool in studying
emotions and social cognition (Treal et al., 2020). Using avatars allows highly controllable,
interactive experiments, can provide diverse facial expressions, saves cost and time compared
with human experiments, and encompasses a variety of data including ages, skin tone, and
ethnicity. However, the limitations and drawbacks of avatars have to be considered. They
cannot mimic or capture the richness and complexity of real facial expressions, especially the
fine and subtle facial movements of micro-expressions. These shortcomings minimise the

realism of avatars.

There are some recent studies that use 3D computer-generated to generate FEs. The work of
(Buisine et al., 2014) showed an avatar expressing emotions in three conditions: still, idle, and
congruent. Negative emotions in avatars were judged to be more intense when the character

adopted a posture in congruence with its FE compared to a condition where the avatar was still.

The study of (Treal et al., 2020) explored the interaction between body motion and FE in term

of intensity and believability of an avatar’s pain expression. The work of (Sollfrank et al.,
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2021) investigated whether the cortical response to emotional facial stimuli is influenced by
the digitization of facial stimuli, referred to as "avatars,” in a cohort of 25 individuals.
Participants were presented with 128 static and dynamic FEs portrayed by both male and
female actors, and their corresponding avatars, under neutral or fearful conditions. Various
other studies have generated FEs through 3D avatars, including (Mukashev et al., 2021) who
developed two methods. The first exploited tuning of Blendshape features of the 3D model for
facial generation, and the second captured six basic FEs from a real face which was mapped
onto the 3D model. Additionally, they used lip synchronization software to generate realistic

lip movements.

In this thesis, the generation of dynamic FEs emulating the risk of deterioration is based on
FACS (Ekman & Friesen, 1978). The FE dataset was generated according to the method of
(Madrigal-Garcia et al., 2018). Here, we addressed automatic recognition of AU sets referred
to as face displays (FD), as illustrated in Table 4.1, by adapting ML and DNN algorithms to

recognise FEs in the high-dimensional space of the FEs through three-dimensional avatars.

The AUs of five FE classes, the muscles responsible for their occurrence, and image samples

of these expressions are shown in Table 4.1.

Table 4.1 Action Units of five expressions at risk of deterioration and their relevant facial

muscles.
Action FACS Name Facial Muscle Example Image
Unit
15
) Depressor anguli oris
Lip Corner Depressor ] )
(Triangularis)
25 Depressor Labii,
) Relaxation of Mentalis
Lips part ) )
(AU17), Orbicularis
Oris
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43

Relaxation of Levator
Eyes Closed o
Palpebrae Superioris

55
Head Tilt Left

56
Head Tilt Right

Generating FEs through avatars involves several stages, including the creation of AUs and the
synthesis of FEs. Twenty-five avatars aged between 18 and 70 (average 30.05 years), 15
women representing 60% of the samples (Mage 41.2, SDage 18.8368) and 10 men 40% of the
samples (Mage 44.5, SDage 17.8395) were generated with various skin tone (white, black,
yellow), ethnicity (African, Asian, White), face shape (oval, long, square, heart, diamond), and
facial features (eye and hair colour, shape and size of the nose, chin, cheeks, eyes, forehead,
and lips). Each avatar implements five different expressions (FD1, FD2-L, FD2-R, FD3-L,
FD3-R) labelled into five classes representing the patients at risk of deterioration.

The generated dataset consists of 125 video clips covering the 5 FEs and each video lasts
around 11-12 seconds displaying animated faces at 25 frames per second. The avatars face the
camera at various angles showing dynamic FEs representing risk of deterioration. There is no
body movement in the video sequences, only head motions. The raw dataset has around 37,000
frames for the videos of all classes.

Because the avatar-generated FEs are to be recognised by automatic algorithms, the dataset
contains images and videos recorded with a neutral background and normal lighting conditions.
Such conditions can be emulated in the real world using a face detection algorithm and
ensuring that the camera sensor is positioned correctly with acceptable illumination. In hospital
wards, there may not always be enough lighting due to patient preference or comfort. One of
the best solutions for this issue is using cameras with an infrared factor as IR light is invisible
to the eye. Cameras have near-IR sensors and lighting, so they can flood the area with near-IR

light if illumination is below a certain threshold.
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4.3.2 Generating Data-Driven Facial Expressions using FACS

FACS was developed by Paul Ekman and is primarily employed in studies related to nonverbal
human communication and activity and in the development of avatars and artificial agents
(artificial facial animation) (Bennett & Sabanovi¢, 2014; David et al., 2014). The FACS system
breaks down FEs into individual component AUs, which correspond to specific movement of

facial muscles (refer to Figure 4.5).

FACSHuman is a software tool based on FACS which, in conjunction with MakeHuman
software, helps to produce experimental content like images and animations with high
standards of realism, aesthetics, and morphological precision. This software enables
configuration of the shape of face and body, and manipulation of the facial muscles, eyes, and
tongue, etc. In addition, facial features, skin tone and eye colour, and the skeletal structure can
be customised with MakeHuman software (Gilbert et al., 2021).

Neutral Anger Contempt Disgust

4

Fear Joy Sadness Surprise

Figure 4.5 Sample of coded AU with FACS (Gilbert et al., 2021).

MakeHuman is a free and open-source software program based on open GL. It is used for
generating realistic 3D human avatars as it has a 3D rendering engine. It is widely employed
in the creation of 3D avatars in video games and 3D recreation tasks (Gilbert et al., 2021). The
anatomy of avatars can be sculpted and manipulated, adjusting parameters such as height,

weight, and facial landmarks.
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Furthermore, MakeHuman offers parameters and tools to model the entire human body,
including the face (shape of face and landmarks, eye colour, etc.), gender, skin tone, ethnicity,
and age from infant to elderly, offering unlimited combination possibilities. The avatar
identities can be created, saved, shared, and reused in various experiments. In addition, the
generated Al agents can be exported into other 3D software such as Blender or Maya to address
further objectives based on the task target. Unlike previous software tools limited to facial or
upper body modelling, MakeHuman supports modelling in terms of body shape and posture
(Gilbert et al., 2021).

All objectives addressed in FACSHuman plugins were generated using Blender software and
subsequently imported into MakeHuman. These plugins make diverse objectives accessible
and effortlessly adjustable. MakeHuman presents three important supplementary plugins
developed using Python to provide advanced privileges to this software and a significant
flexibility for modifying the source code or incorporating additional functionality as required.
The first one is for crafting facial expression, the second one for manipulating facial features,
and the final one for scene editing. These plugins produce the possibilities of creating images
of various resolutions and degrees of intensity based on task target, to produce compile of static
images to generate videos.

The first plugin is for crafting facial expression, the second for manipulating facial features,
and the third for scene editing. These plugins facilitate the creation of images of various
resolutions and degrees of intensity to compile static images to generate videos. Intricate FES
can be produced, and the movements of facial muscles, skin, eyes, jaw, and head can be

defined, as shown in Figure 4.6.
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Main Gender Face Torso Arms and legs Random Custom Measure FACSHuman 0.1 FACS Animation Tool FACS Scene Editor
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Intensity: 0% camera x: 0.000000
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il Zoom: 9.000000
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Happy 02 rotation z: 0.000000
Intensity: 0% Reset Facial Code
Happy 03
' i/ Full set generation
Intensity: 0% Action Units coding
Happy 04 General Intensity : 100%
Intensity: 0% - New facal code -
Sedness 01 Load FACS Code Save FACS Code
I Get AU's Code
Intensity: 0%
02 AUSs code generated :
l Neutral
Intensity: 71.40%
Surprised 01
Intensity: 0%
Surprised 02
Intensity: 0%
Pride
I Images set creation
Number of images to generate
Upper Face AUs

25

Camera updated

Figure 4.6 FACSHuman user interface (Gilbert et al., 2021).

The interface app offers tools for manipulating predefined FEs by adjusting the intensity of
each AU using sliders. The app is also provided with tools to control the camera angle, zoom
function, and position, and to load and save the FEs. Furthermore, it offers the possibility to
program parameters for batch picture processing by specifying the number of produced images.
This feature enables the gradual variation of FE intensity, useful for experiments involving
recognition thresholds as shown in Figure 4.7.

Figure 4.7 Progress of facial motion intensity (Gilbert et al., 2021).
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The avatar can combine and animate various AUs over a time frame to generate macro and
micro FEs, as well as interactive animated FEs. Moreover, the produced videos and images
have a transparent background, enabling modelled faces to be presented with coloured
backgrounds or images. In addition to manipulating AUs, the plugin includes an emotion
mixer, allowing the blending of various FEs, as highlighted in the study by Ekman (Ekman &
Friesen, 1978). This plugin provides access to a wide range of configurations to control various
AUs that are explored in the study of FACS.

FACSAnimation Tool (plugin 2) is designed for producing animated FEs, creating,
configuring, and recording animated FEs either by generating each AU or by blending
expressions crafted in the FE creation tool. The FE intensity can be adjusted based on a
predefined expression. The duration of the video and number of images can be selected during
batch creation processing, and with higher numbers of frames in the video animation, the video

playback is proportionally slowed down due to the frame rate.

The FANT plugin features a parameterizable timeline, enabling the generation of intricate
expressions. The AU intensity is generally categorised into three temporal regions (Ekman et
al., 2002): Initial (onset), apex, and offset. The initial region represents the start of muscle
contraction, the apex region refers to the plateau of maximum intensity during their
progression, and the offset region describes the relaxation of the facial muscles. The flexibility
to define the start and stop intensities for apex regions allows the generation of different

intricate movements, as depicted in Figure 4.8.

Apex Start Apex Stop

B
»

Intensity

@ Initial Final Offset @

Time
Figure 4.8 Attributes of an AU indicated on the timeline (Gilbert et al., 2021).
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In addition, this plugin offers various tools to produce non-linear complex expressions which
closely resemble human facial movements. Various AU attributes can be controlled, such as
duration, start time, end time, and intensity and based on the timeline, diverse FEs can be

produced.

The FANT plugin presents various AUs that can be exploited based on the target FE, offering
timeline attributes such as start, end, and duration. Figure 4.9 depicts the FANT plugin
facilities that produce expressions through controlling and manipulating different AUs.

Figure 4.9 The sequence of images, generated using the FANT plugin, shows a transition
from anger expression to surprise expression (Gilbert et al., 2021).

To produce realistic FEs that closely resemble human expressions, this software provides
various AU features through these plugins such as degree and evolution of intensity, start and
end point, and duration of movement. By controlling these AUs attributes, realistic synthetic
animated FEs can be produced that imitate real samples with observable asynchronous

movements.

AU intensity typically progresses through several stages, reflecting the degree of muscle
activation in the face. These stages can be described using labels that range from minimal to
maximal intensity. The typical stages of AU intensity progression are the following.
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Initial (neutral). No activation with the face in a relaxed state.
Trace. Minimal activation reflected by slight and barely noticeable facial movement.

Slight. Light activation by slight facial movement that is more noticeable than trace.

A

Pronounced. Clear and distinct facial muscle movement with a noticeable appearance

of FE.
Extreme. Significant alteration of the FE by strong muscle movement.

o

6. Maximum. Peak of intensity, expressing the maximum appearance of the FE.

Figure 4.10 presents an example of random AUs with different start and end positions and with

varying levels of intensity.

AU2

Prounouce

Intensity

Slight

Trace

aul AU aus

Neutral

Timeline

Figure 4.10 An analysis of the chronological sequence and layout of AUs intensity. Example
of different AUs starts and ends at different time along with various intensity.

The progress of AU intensity based on a timeline has more influence on the perception of FE
progress than total duration time (Kamachi et al., 2001), so the ability of ANN models to
identify AU stage on a timeline is important for FER.

AU onset and offset duration were set to 4000 ms (at 25 fps), and the apex duration of the FEs
was set to 7000-8000 ms, which includes 175-200 frames at 25 fps.
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Figure 4.11 shows the progress of the synchronised AUs based on timeline. The five rows
illustrate the progress of the five sets of AUs that represent the five types of FE of deteriorated
patients, numbered 1 to 5. During onset, corresponding to the trace stage of AU progress, the
five FEs start with minimal activation reflected by slight and barely noticeable facial
movement. After 4000 ms, the AUs are lightly activated by slight facial movements that are
slightly noticeable. Between 4000 and 8000 ms, the movement of facial muscles becomes
clearer and more distinct with a noticeable appearance in FE until reaching extreme intensity
resulting in a significantly altered FE. The final stage after 12000 ms, the AU intensity reaches
its apex expressing the maximum appearance of the 5 FEs.
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0ms 4000 ms 8000 ms 12000 ms

FD1=Add (AU15+AU25+AU43)

FD2-L=Add (AU15+AU43+AU55)

FD2-R=Add (AU15+AU43+AU56)

FD3-L=Add (AU15+AU25AU43+AU55)

FD3-R=Add (AU15+AU25AU43+AU56)

Figure 4.11 Description of progress of the synchronized AUs based on timeline.
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The FACSSceneEditor plugin is responsible for configuring the lighting of the scene. Like a
professional photographic studio setup, it determines lighting intensity, precisely specifying
positions of light sources around the face through the X, y, and z axes. The selection of
brightness, contrast, colour, specular reflection, and other characteristics supported by
OpenGL allows for the creation of various staging effects and adjustments of image properties
(Figure 4.12). These attributes ensure consistent lighting within the scene and a stable

environment for image production.

Figure 4.12 Scene editor and lighting possibilities.

Batch creation of still images enables the production of videos with customizable frames per
second and a pause interval. It also offers the advantages of specifying starting time, adjusting

AU intensity, and generating a batch of images starting from the specified time.

This software and its plugins are an open source that can be used and updated under the
conditions and agreements outlined in the license. Furthermore, this software and its plugins
are compatible with most operating systems, ensuring accessibility and usability across various
platforms. Table 4.2 shows the 5 classes of AU combinations with their descriptions, and

several generated videos in each class.
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Table 4.2 Combination of AUs of each class to form facial expressions of participants at risk
of deterioration & Number of generated videos.

) ) ) o Samples of
Expressions Involved Action units Description ] ]
video clips

Lip Corner Depressor, Lips
FD1 AU (15+25+43) 25
part, Eyes Closed

Lip Corner Depressor, Eyes
FD2-L AU (15+43+55) ] 25
Closed, Head Tilt Left

Lip Corner Depressor, Eyes
FD2-R AU (15+43+56) o 25
Closed, Head Tilt Right

Lip Corner Depressor, Lips

FD3-L AU (15+25+43+55) part, Eyes Closed, Head Tilt 25
Left
Lip Corner Depressor, Lips

FD3-R AU (15+25+43+56) part, Eyes Closed, Head Tilt 25
Right

The generated avatar videos simulate the behaviour of patients at risk of deterioration while
the body is static, with or without the movement of head poses. The intensity of the
deterioration expression was fixed at 100% of the maximal AU contraction depicted in Table
4.2. Each video began with the avatar showing a neutral expression (sets of AUs at 0). The AU
intensities linearly increased to 8% contraction for 1 s.

The deterioration expression was maintained for 9 s until the end of the clip, as illustrated in
Figure 4.13. In the first 4-5 s of each video, the avatar first stayed static with a neutral
expression, then the facial muscle movement started to show a deterioration FE until reaching
a maximum at the end of the video. The automatic model analyses each frame and identifies
the frame in which the FE indicates deterioration risk. The position of the cursor along the
scale was converted to numerical values between 0 (normal condition) and 100 (worst
deterioration condition).

The avatar’s deteriorated expression was perceived to be more intense and more believable in
a combination of the upper and lower parts of the face. In Figure 4.12, an avatar assumes the
five different expressions of deterioration, each with an AU set. The set AU15+25+43
describes the class named Face Display 1 (FD1), AU15+25+55 describes FD2-L,
AU15+25+55 describes FD2-R, AU15+25+43+55 describes FD3-L, and AU15+25+43+65
describes FD3-R.
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FD1 FD2-L FD2-R FD3-L FD3-R
(15+25+43) (15+25+55) (15+25+56) (15+25+43+55) (15+25+43+56)

Figure 4.13 Five classes along with the combination of Action Units.

4.4 The Transfer of Facial Expressions to Static Real Faces using the First
Order Motion Model (FOMM)

Face swap, bring the face to life, image animation, and Deepfake generation techniques are
applications used to replace the face of one person with the face of another in a sequence. The
First Order Motion Model (FOMM) is a DL framework designed by Siarohin et al. (Siarohin
et al., 2020) for generating realistic motion in images. The framework generates video
sequences in such a way that the object in the source image is animated according to the motion
of the driving video. FOMM s typically used for tasks such as animating a static portrait or
synthesising video frames from a single image. This model leverages the first-order motion of
key points and their local affine transformations to produce high-quality animations. The
ability of this model to learn FEs is significant, without the need for prior information about
the object to animate. In image animation, a video is synthesized from two main parts. The
first is the source image, the second the driving video. The model is trained on a dataset of
images and videos of objects of the same category (e.g. face, body) by identifying key points
on the object and then pegging them to the motion in the videos. Recent applications of CNN
have realistically mimicked human faces, and training networks on many images and video

datasets can generate realistic talking faces.

In the FOMM model, a source image of a person can be animated to the target poses of another
in the driving video (Malik et al., 2020). FOMM combines the appearance extracted from the
source image and the motion derived from the driving video. The framework described in
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(Siarohin et al., 2020) has achieved satisfactory results on a variety of object categories. Their
model has pre-processed the dataset, extracting an initial bounding box in the first video frame.
Then it tracks the object until it is distant from the initial position. After that, video frames are
selected with the smallest crop containing all the bounding boxes. This process is repeated
until the end of the sequence. Sequences with a resolution lower than 256 x 256 are filtered
out and the remaining are resized to 256 x 256, preserving the aspect ratio for a more realistic
video in which the head moves freely within the bounding box. The model uses 19,522 training

videos and 525 test videos, with lengths varying from 64 to 1024 frames.

Recent studies have used FOMM for different objectives. For example, in 2021, the work of
(Y. Zhang et al., 2021) introduced a model combining the facial-prior-based method and first
order motion model for generating facial micro-expression. Given a target face, the model
drives the face to generate micro-expression videos according to the motion patterns of source
videos. This model consists of three stages. The first extracts facial prior features from a
specific part, then the second estimates facial motion using key points and local affine
transformations with a motion prediction module. Finally, the FE generation module is used to
drive the target face to generate new videos. The model is conducted on public CASME I,
SAMM, and SMIC databases, and is then used to generate new micro-expression videos for

evaluation.

This project has adapted FOMM to capture FEs from various images. The model is trained to
reconstruct training videos by combining a single frame with a learned potential
characterisation of the motion in the driving video. For testing, we apply our model to pairs
composed of the source image and each frame of the driving video to perform image animation
of the source object. The model is trained and tested with different datasets containing various
objects. The method automatically produces videos by combining the appearance extracted
from a source image with motion patterns derived from a driving video. For instance, a facial

image of a person can be animated following the facial expressions of another.

The method is employed in this thesis to generate a dataset of realistic faces through
transferring involuntary FEs, and head poses to detect patients at risk of deterioration. FE,
eyeball movement, and head pose of a real face in a source image can be animated based on

the motion of an avatar FE and head pose in a driving video (Figure 4.14).
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Driving Video

Source Image

Output Video

Figure 4.14 Frames of Video Sample After Utilizing FOMM to transfer facial expressions
from avatars.

FOMM was applied using the driving video of a 3D animated character displaying the specific
FEs of a patient in deterioration. These expressions were faithfully mimicked on the various
source images of real people’s faces, as shown in Figure 4.16. The model is implemented using
source images of real human faces from an open database available on Kaggle known as
Celebrity Face Image Dataset, and the FEs, head poses, eyeball movement, and other actions
from the videos transferred to the source images are considered of good quality and realistic.
Transferring the FEs data to static real faces to bring them to life is essential for training the
model for FER of real human faces. Creating a realistic robust model that can be applied in the
real world on real faces can be achieved with a model that can bring real facial images to life,

as can be seen in Figure 4.14.

In summary, the avatar-generated FEs were transferred to real facial static images in the
Celebrity Face Image Dataset. Using FOMM, 176 video clips (see Figure 4.15) have been
generated with colourful frame sequences of 11-12 second duration at around 25 fps, giving
275-300 frames in each video.
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Figure 4.15 Bar chart depicts number of generated videos in each class of 5 classes.

Figure 4.15 shows a 3D bar chart with different colored bars (blue, orange, green, red,
and purple) representing number of videos for five different categories labeled (FD1,

FD2-L, FD2-R, FD3-L, and FD3-R) respectively.
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Figure 4.16 Samples of five classes.

4.5 Conclusion

Five FEs, including macro and micro expressions, have been generated through

avatars based on work of (Madrigal-Garcia et al., 2018)

A synthetic database of diverse and realistic FEs has been generated using tools like
FACSHuman software to create highly realistic 3D avatars capable of displaying FEs under a
wide range of conditions, such as varying light, face scaling, camera angles, and backgrounds.
This simulation of real-world conditions was crucial for producing a versatile and authentic

dataset.
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Key aspects of our methodology are the following.

1. Advanced modelling and animation techniques.
FACSHuman software was applied to craft 3D avatars. This involved detailed facial
rigging and expression synthesis to mimic human facial expressions accurately. The
flexibility of the software allows for the generation of FEs in limitless scenarios,

enhancing the realism of synthetic data.

2. Comprehensive demographic representation.
A significant emphasis was placed on creating avatars that represent a diverse range
of ages, genders, and ethnicities. This approach ensures that our dataset is inclusive
and unbiased, providing a comprehensive tool for various applications in Al and ML,

where diversity and representation are critical.

3. Realism through First Order Motion Model.

To bridge the gap between synthetic and real-world data, we used the First Order
Motion Model. This technique enables the transfer of synthesised facial expressions
onto static images of real human faces, producing a dataset that closely imitates real-
world samples. This method not only enhances the realism of the synthetic data but
also ensures that the generated FEs are lifelike and applicable in practical scenarios.

In conclusion, the combination of advanced 3D modelling, diverse demographic
representation, and the innovative use of motion transfer models results in a synthetic database
that is both realistic and representative. This dataset is poised to significantly impact fields
such as facial recognition, human-computer interaction, and Al-driven animation, providing a

robust foundation for future research and development.
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Chapter 5

Facial Expression Classification Using Random Forest and
Support Vector Machines

This chapter presents the thesis approach for modelling facial expressions recognition to enable
automatic prediction patients’ deterioration using traditional machine learning models, namely

Random Forest and Support Vector Machines.

5.1The Proposed Method

FER approaches are based on recognising and classifying combination sets of AUs within the
input frames through Al algorithms. These algorithms can determine FEs of deteriorated
medical conditions by interpreting the detected AUs. Figure 5.1 shows the flowchart of the
methods used to design the proposed system. It starts with incorporating an infrared auto-
tracking camera for face detection. The infrared capability is beneficial for improving detection
in various light conditions, such as low-light or night-time detection. After detecting a face,
the system verifies if the detection was successful. This could involve checking if the detected
face meets certain criteria, such as size or orientation. Feature extraction methods are applied
for extracting discriminative features that relate to facial landmark positions using the face
mesh method and headtilt directions. This can be done using feature extraction methods like
keypoint detection using convolutional neural networks (CNNSs).

The final stage is feeding extracted discriminative features to RF or SVM classifier.

Based on the deterioration detection results, the system takes one of two actions: If the face
components are stable and no deterioration is detected, the system continues monitoring. If

deterioration is detected, an alert is created to notify healthcare professionals.

In summary, the proposed method provides a comprehensive approach to detecting and
tracking facial components using infrared imaging, feature extraction, and traditional machine
learning approaches. Detailed component detection and tracking allow for a nuanced analysis

of facial expressions.
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Figure 5.1 The proposed system flowchart based on facial landmarks as feature extraction
method along with RF or SVM as classifiers.
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The dataset is generated and expanded using avatar faces or 3D faces models that imitate the
facial movement patterns of patients in stable and deteriorating condition. These FE
movements are transferred to images of real faces using the deepfake model to make the system
more realistic. Then the generated video data is preprocessed, extracting discriminative
features as output data for categorisation. Finally, a meaningful comparison is carried out
between the various algorithms applied to achieve a fair, acceptable, and accurate result.

Figure 5.1 shows the flowchart for the proposed methodology. Figure 5.2 illustrates the method
making use of facial landmarks for feature extraction, the output of which is then used in
connection with Random Forest or Support Random Machine as classifiers.

(b) Face Detection &
Landmarks Detection

(@) Input Frames
(d) FEs Classified by RF

Figure 5.2 Main Stages of AFER based on feature extraction and Machine Learning. (a)
input images. (b)face region and facial landmarks are detected, (c) Geometric features are
extracted from the face components and landmarks. (d) the facial expression categories
using either RF or SVM as Classifiers (Face images are taken from our generated database
called PRD-FE).
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5.2 Data Pre-Processing and Feature Extraction

5.2.1 Pre-Processing Techniques

In recent years, research on deep neural network-based FER has shown that these approaches
overcome the limitations of conventional ML-based FER. However, as DNN-based FER
approaches require an excessive amount of memory and incur high processing costs, their

application depends on the hardware specifications and is very limited(Jeong & Ko, 2018).

In the preprocessing stage, facial images are resized to a fixed dimension with aspect ratio 4:5
for uniform analysis. After that, OpenCV libraries are used to convert images from BGR (Blue,
Green, Red) to RGB colour space. This conversion is usually applied when processing images
in OpenCV, which reads images in BGR format by default, especially when displaying images
using libraries and tools like Matplotlib and PIL (Python Imaging Library) which expect

images to be in RGB format.

In the next step, MediaPipe libraries are used to detect 468 3D facial landmark points in real
time and to find distance-based features for categorising deteriorated FEs. The MediaPipe Face
Mesh algorithm is a real-time facial landmark detection algorithm developed by Google's
MediaPipe team. It is designed to accurately detect and track facial landmarks, key points on
the face like the eyes, nose, mouth, and contours, in images and video streams. The algorithm
uses a DNN-based approach for facial landmark detection. It first detects the face in the input
image or video frame using a face detection model. Once the face region is localised, the Face
Mesh algorithm predicts the coordinates of a set of predefined facial landmarks within that
region.

A transfer learning approach can be used to generate 3D facial landmarks from images and
videos by training a neural network. This approach results in a reasonable 3D landmark
prediction for synthetic and real-world data. We can then exploit the features of the selected
MediaPipe face mesh landmarks. Each landmark point is described by its (x,y,z) coordinate
values.

Such a large number of geometrically described facial landmarks can capture the finest details
to recognise the micro and macro FEs that DL models find difficult to distinguish. Then,
distance-based feature vectors are calculated from the facial landmark coordinates. These
features have been ranked using the binary combination method to find the most relevant.
Finally, the ranked features are used for the classification of FE using the Random Forest

classifier.
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This thesis makes extensive use of the MediaPipe libraries, so further details are provided as
follows. The MediaPipe Face Mesh algorithm is part of the MediaPipe framework, which
provides a set of pre-built, customisable ML models and pipelines for various computer vision
and multimedia tasks. It is designed to be efficient, accurate, and suitable for real-time
applications on a variety of platforms, including mobile devices and desktop computers. There
are several key steps involved in the MediaPipe Face Mesh algorithm.

First, the algorithm reads each frame from a video stream as its input. Then, it starts by using
a pre-trained face detection model to align the region of face within the frame, which helps
localise the region of interest for facial landmark detection. Once the face region is detected,
the algorithm applies a DNN model to predict the coordinates of a set of facial landmarks (468
key points) within the detected face region. These facial landmarks typically include points
corresponding to the eyes, eyebrows, nose, mouth, and facial contours. Because the proposed
system works with video stream in real-time, the facial tracking detection exploits temporal
information to track the movement of facial landmarks across consecutive frames. This helps
maintain consistency and smoothness of facial landmark tracking over time. In a final step,
landmark refinement may be applied to refine the detected landmarks by smoothing or filtering
to improve accuracy and stability, especially in real-time applications.

Overall, the MediaPipe Face Mesh algorithm provides a robust and versatile solution for facial
landmark detection, enabling a wide range of applications in areas such as computer graphics,
human-computer interaction, and facial analysis, as illustrated in Figure 5.3.

FD1 FD2-R FD2-L FD3-R FD3-L

Figure 5.3 Facial frames samples for each class after pre-processed using a face mesh as face
detection technique.
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5.2.2 Feature Extraction

To recognise FEs in real time and minimise processing cost, the feature extraction method is
based on the geometric features obtained through MediaPipe libraries. To detect head pose
direction, for instance, the distance and the head tilt angle ratios between relative positions of
key points are measured to extract features that represent side head tilting. To estimate head
tilting direction, a function has been designed to extract the necessary key points to calculate

relative distances and determine head pose location.
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Figure 5.4 Four designed Triangles to extract features of head tilt direction.
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As depicted in Figure 5.4, blue and red triangles mark the left side of the face, green and yellow
the right. When the up-right and down-left triangles increase compared with the others, the
head tilt is in the right direction (Figure 5.4a), while if up-left and down-right are larger than
the others, the heads tilt in left direction (Figure 5.4b). Extracted features that include facial
key points and head tilt measurement will be fed into the Random Forest classifier. The
complete architecture of the proposed methodology for FER of patients at risk of deterioration

is depicted in Figure 5.5.
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Figure 5.5 Overview of the proposed method for facial expression recognition. The images are resized,
and face detected, then geometric features are extracted based on the distance ratio and angle
relations for FEs and head tilting. Finally, the hierarchical weigh random forest classifies the

facial expressions.
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5.3 The Random Forest Classifier

Data was split into 85% training and 15% testing sets. The training stage starts with 2000 trees,
a random state 42, and a maximum depth of 50 for each tree. The input features from an image
or multi-dimensional format are reshaped (flattened) before being fed into the Random Forest
(RF) classifier. The model is then trained using the flattened training data.

5.3.1 RF Model Results and Evaluation

The input data for the RF model are still images representing the various face displays (FD)
represented in Figure 5.6. The data contained 195 samples for FD1, 187 for FD2-L, 183 for
FD2-R, 185 for FD3-L, and 187 for FD3-R. Figure 5.6 presents the confusion matrix that
summarises and visualises the performance of the proposed model. Each row of the matrix
presents FEs in the actual class, while each column represents FEs in the predicted class. The
proposed model attains 100% accuracy.

Confusion Matrix
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Figure 5.6 The Confusion Matrix of RF Classifier.
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Figures 5.7 and 5.8 illustrate all evaluated measurements of the proposed model. Perfect

classification is observed in terms of precision, recall, and F1 score.

Classification Report

FD1 1.00 1.00 1.00 195.00
800

FD2-L 1.00 1.00 1.00 187.00

FD2-R 1.00 1.00 1.00 183.00
600

FD3-L 1.00 1.00 1.00 185.00

FD3-R 1.00 1.00 1.00 177.00

accuracy 1.00
- 200
macro avg 1.00 1.00 1.00
weighted avg 1.00 1.00 1.00
Precision Recall F1-score Support

Figure 5.7 The Classification Report of RF Model.
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Figure 5.8 The Evaluation Metrics of RF Model.
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The five evaluation measurements for five classes are illustrated in the following Table 5.1:

Table 5.1 Evaluation metrics for each Class & The Total Mean Performance of RF Model.

cles Facial Expression Precision  Recall F1 Score Accuracy
Name
FD1 AU (15+43+25) 100% 100%  100% 100%
FD2-R AU (15+43+55) 100% 100% 100% 100%
FD2-L AU (15+43+56) 100% 100%  100% 100%
FD3-R AU (15+25+43+55) 100% 100% 100% 100%
FD3-L AU (15+25+43+56) 100% 100%  100% 100%
Mean 100% 100% 100% 100%

The results clearly show that all FEs of interest can effectively be detected using face detection
and face mesh of MediaPipe for facial feature extraction, and distance ratio for geometric
feature extraction to determine head tilting direction, along with RF algorithm as a classifier.
The above measurements provide insights into various aspects of model performance. The
precision, recall, F1 score, and accuracy were all recorded 100%. In addition, the model has
been evaluated using the unseen data separated from whole dataset before training, and the

model also shows high predicted results as shown in Figure 5.9.
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Figure 5.9 The RF classifier accurately classified unseen data into 5 categories.
(@) Accuracy of prediction of unseen data predicted as Class FD1.
(b) Accuracy of prediction unseen data predicted as (Class FD2-L).
(c) Accuracy of prediction of unseen data predicted as (Class FD2-R).
(d) Accuracy of prediction of unseen data predicted as (Class FD3-L).
(e) Accuracy of prediction of unseen data predicted as Class (FD3-R).
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5.3.2 Real-Time Model Evaluation

Figures 5.10 and 5.11 show real-time model prediction using the author’s face with different
FEs as unseen data which the model has not seen before (neither in training nor testing), and
the model shows significant accuracy. However, there are still FEs in some facial frames that
are not predicted because the author is not a professional actor, and due to the factors listed

below.

Capture of transient expressions

A higher frame rate captures more frames per second, increasing the likelihood of recording
fleeting expressions, such as micro expressions or quick emotional changes. These short-lived
expressions might last only a fraction of a second but can provide significant insight into a
person's true emotions. On the other hand, lower frame rates can result in missing brief
expressions that occur between the frames. This can lead to incomplete or inaccurate

interpretation of a subject's emotional state.
Temporal resolution and detail

A higher frame rate provides higher temporal resolution, offering more detail about how an
expression evolves over time. This can be crucial for applications in which understanding the
progression and subtlety of FEs is essential, such as in psychological studies or advanced HCI
systems. Conversely, a lower frame rate reduces the temporal resolution. Important nuances
and transitions in facial expressions may be lost, making it harder for FER systems to

accurately analyse the dynamic movements of FEs.
Frame Rate and Motion Blur

At lower frame rates, fast-moving objects or rapid facial movements can appear blurred.
Motion blur can obscure critical facial features that are important for accurate FE recognition,
thus degrading the performance of FER systems. Higher frame rates generally reduce motion
blur because the interval between each frame is shorter, so capturing movements can be more

effective.
Computational Resources

As real-time processing demands immediate analysis and decision-making, limited
computation resources may result in computational delays which may cause some frames to

be skipped and not analysed.
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In addition, latency, the time it takes to process and analyse each frame, can lead to delays
causing subtle or quick changes in FE to be missed. Consequently, deploying models on edge
devices that process data locally can reduce latency and improve real-time performance.
Furthermore, frame rate may need to be balanced with the computational resources of the
system to optimise the efficiency of real-time image tasks. Lower frame rates can ensure that
the model can effectively perform frames analysis in real time without delay, but that can result
in failing to capture brief micro facial expressions. On the other hand, a higher frame rate can
capture sufficient FEs details but requires high specification devices with high computational
processing ability and storage. In summary, choosing the right frame rate for FER involves
considering the specific needs of the application, the nature of the FEs of interest, and the

capabilities of the available computational resources.
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Figure 5.10 Shows real-time model performance on author face. The author tries to mimic
FE of each class.
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Improving the model's ability to consistently recognise expressions across all frames in real
time involves addressing the limitations, the unpredictability of real-world conditions, and

environmental challenges through both hardware upgrades and software optimisations.

Other FEs are also tested in real-time to test the model behaviour towards non-trainable
expressions. If the model is properly trained with the dataset comprising the 5 FE types (FD1,
FD2-L, FD2-R, FD3-L, FD3-R), it should not recognise any other FEs. Figure 5.11 shows
other FEs expressed by the author in real-time, clearly demonstrating that the model could not
recognise them. With prediction 0, the model can predict no FE that indicates the medical

condition of the patient.

Current Prediction : Predicting... 0 Current Prediction : Predicting... 0
Up Left: 1396
P Right: 1128

7/

Figure 5.11 Other FEs examined by the model and the model shows (0) value for predicting
which means the stability medical condition of patient.
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5.4 Support Vector Machine (SVM)
Figure 5.12 presents the confusion matrix that summarises and visualises the performance
of the proposed model. Each row of the matrix presents FEs in the actual class, while each
column represents FEs in the predicted class.
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Figure 5.12 The Confusion Matrix of SVM Model.
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Figure 5.13 & Figure 5.14 illustrate all evaluated measurements of the proposed model.

Evaluate Model
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Figure 5.13 The Evaluation Metrics of SVM Model.
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Figure 5.14 The Classification Report of SVM Model.
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The five evaluation measurements for five classes are illustrated in the following Table 5.2:

Table 5.2 Evaluation metrics for each Class & The Total Mean Performance of SVM Model.

Class
Facial Expression Precision  Recall F1 Score

Name

FD1 AU (15+43+25) 79% 84% 82%
FD2-R AU (15+43+55) 52% 57% 55%
FD2-L AU (15+43+56) 56% 47% 51%
FD3-R AU (15+25+43+55) 51% 49% 50%
FD3-L AU (15+25+43+56) 58% 61% 59%

The above measurements provide insights into various aspects of model performance,
including the precision, recall, and F1 score. The model accuracy is 0.597 (or 59.8%) which is

calculated by the formula provided in Chapter 3.

5.5 Conclusion

In this chapter, we explored the classification of FEs using RF and SVM algorithms to identify
facial expressions of health deterioration, categorized into five distinct classes: FD1, FD2-R,
FD2-L, FD3-R, and FD3-L.

Our proposed method involved several stages, starting with data generation through 3D facial
models and deepfake techniques to create realistic training samples as highlighted in chapter
4. We utilized various pre-processing techniques, including resizing images, converting colour
spaces, and extracting 3D facial landmarks using MediaPipe's Face Mesh algorithm. The key
to our feature extraction method was leveraging the geometric features derived from the facial

landmarks, which provided a detailed representation of facial movements and expressions.

For the classification task, we employed the Random Forest algorithm, which demonstrated
exceptional performance, achieving a state-of-the-art accuracy of 100%. This was validated

through comprehensive evaluation metrics such as precision, recall, and F1 score, all of which
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also recorded 100%. These results underscore the robustness of our feature extraction and
classification approach.

The model is tested in real-time scenarios using the author’s facial expressions and showed
significant accuracy, it faced challenges with transient expressions and environmental

variables, highlighting areas for potential improvement in real-time applications.

We also compared the performance of the SVM classifier, which achieved an accuracy of
59.8%. Although this is lower than the RF model, it provides valuable insights into the different
capabilities and limitations of various machine learning techniques in facial expression

recognition.

Overall, the results from both classifiers indicate that the integration of MediaPipe for feature
extraction and RF for classification provides a powerful solution for real-time facial expression
recognition. Future work can focus on improving real-time performance to further refine the

model’s applicability in medical condition monitoring.

129



Chapter 6

Facial Expression Classification Using Deep Learning

6.1 The Proposed Method using Deep learning Models

Deep Learning (DL) models do not need any feature extraction due to their ability to read and
analyse macro and micro expressions and learn the hierarchical representations of features
directly from raw data. The aim of proposing various Al algorithms and different preprocessing
techniques is to identify optimal method combinations that can predict whether the video frame

contains a specific combination of AUs in the patient's face.

The first proposed model is based on a CNN algorithm to identify FE patterns, and a second
model is comprised of a hybrid of convolutional and recurrent memory neural networks. The
two models are implemented using Keras and TensorFlow which are open-source software
libraries for artificial neural networks. Keras is an API designed to be used to act as an
interface, while TensorFlow is an end-to-end framework suited for dataflow programming.
Finally, a third model is based on Transformer networks. Training the DL models using
generated data optimises the models to develop a system that can achieve high standardisation

and precise outcomes.

Before feeding the raw data to DNN models, detecting and identifying faces is considered a
crucial step in the AFER pipeline, providing relative data by focusing on the face region of
interest to capture detailed information on FEs and to classify their types. Faces provide a
wealth of information through FEs, including the position, intensity, and appearance of AUs
for specific facial muscle movements. Therefore, providing a model with the region of interest
by localising and aligning the face area aids in isolating the face from the background and
identifying the relevant features of interest. This reduces the impact of irrelevant data like
background and noise that may affect the accuracy of model prediction. Furthermore,

unnecessary computations that may reduce model performance are avoided.

The videos generated were divided into five classes according to their face display (FD). The
total number of samples of each class are illustrated in Figure 6.1, revealing a slightly
imbalanced dataset.
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(b)
Figure 6.1 Number and ratio of Samples in each class for the whole dataset.
(a) The total number of Samples is represented by Column Chart.

(b) The ratio of Samples in Each Class

The whole dataset was then split into 85% training and 15% test datasets. Test data is essential
to evaluate model performance on unseen data. It is worth noting that any model performs
more precisely when it is fed with a rich, sufficient, and diverse dataset. Figure 6.2 provides

the number of samples for both training and testing datasets.
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Figure 6.2 Number of Samples in training and test dataset.

(a) Number of samples in training dataset.
(b) Number of samples in test dataset.

The final step in preprocessing is oversampling, which is effective in ANNs for the handling
of imbalanced classes and to improve model performance by providing it a balanced training
set. The oversampling method was only applied to training datasets to avoid data leakage.
Evaluating a model’s performance on an imbalanced test dataset is crucial to assess its ability

to perform real world generalisation.
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Figure 6.3. depicts the training dataset before and after oversampling.
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Figure 6.3 Number of Training Samples Before and After Oversampling Method.
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(a) Number of Samples of Training Dataset Before Oversampling.
(b) Number of Training Dataset After Oversampling.
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Figure 6.4. depicts the method of automatic facial expression recognition based on Deep

Learning Neural Networks.

Deep Learning Neural Network
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process hierarchical
Input Layer features

[ /N\/A
\«0» |
»‘»'«' A‘%

v , v il
* ‘ M'e\ ' ?\\
(d) Predicted
FER of
(b) Pre-processing Dataset
by Face Detection & then s N/ \" \ Output Image

convert images to grey
scale

Output Layer

(@) Input Frames

(c) Identification Combinations
of Hierarchical Features by
DNN

Figure 6.4 Phases of AFER based on DNNS. (a) Input Frames. (b)Pre-processing frames using
Face Detection and convert them to grey scale. (c) Identifying hierarchical spatial
and temporal FEs features. (d) a single face expression is recognized and
categorized. (face images are taken from generated dataset called PRD-FE).

6.2 A 1D-CNN Model to Predict Patients at Risk of Deterioration

CNN is a deep learning method widely adopted in image analysis and classification problems
due to its remarkable performance in detecting and recognising patterns in images. CNNs can
be used to solve various problems in applications such as self-driving cars, object recognition,
movement detection, and FER. Recent advances in computer vision indicate that the most
desirable approach for obtaining image characteristics is a CNN architecture because of its
ability to produce high accuracies in image recognition.

In a CNN, a combination of features can be automatically extracted to analyse, identify, and
classify each image. CNN obtains image characteristics by using convolution layers. These
layers apply a transformation to the image called image convolution. Each convolution layer
extracts feature vectors and is different from the next layer. Each single image contains various
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patterns such as textures, edges, objects, and shapes, and different convolution filters can detect
these patterns selectively. The deeper layers use more sophisticated filters that can detect more
specific features. The matrix of each filter is initialised with random numbers and the filter will
slide over each set of pixels from the input image implementing a convolution process to detect

patterns.

After preprocessing, the next step is designing and evaluating the model. This phase is
composed of three stages: the first is building the deep learning model, the second is training

the dataset, and the third plots the performance for evaluation.

e) Softmax
FD3-L

(b) Preprocessing

(f) Predicted
Dataset by Face FER
Detection & conversion (c) Feature maps & pooling of
to grey scale (d) Flatten &  oytput Image
(a) Input Frames Fully Connected
Layers

Figure 6.5 CNN-based FER method. (a) Input Frames. (b) Pre-processing data by Face
Detection and conversion to grey scale. (¢c) From the convolution results, feature maps are
constructed, and max-pooling (subsampling) layers lower the spatial resolution of the given
feature maps. (d) Flatten & Fully Connected Layers, and (e) a single face expression is
recognized based on the output of softmax (face images are taken from generated dataset PRD-
FE.

The proposed model in this thesis combines face detection techniques with 1D-CNN, which
extracts feature patterns from the generated dataset representing AUs in the upper and lower
parts of the face. The combined model can adapt to differences in face location according to
the camera and environment, and differences in facial landmarks, age, skin tone and ethnicity.
The model was tested on unseen data representing these variables and evaluated using k-fold
cross-validation for each participant individually. One round for each participant was held for
testing and the rest were used for training. The model accuracy was the average accuracy of

all rounds.
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The FE prediction model consists of two main parts, namely the face detection and the DL
algorithm. To validate the 1D-CNN, two other DL models were also used (ConvLSTM and
Transformers) to evaluate their performance. The best performance was observed for the 1-
CNN due to its ability to capture spatial features from raw input data, which enable prediction
of a patient’s deterioration with a high degree of accuracy. The method is illustrated in Figure
6.5.

6.2.1 Data Pre-processing and Design of a 1D-CNN Model

Data Pre-processing

The preprocessing methods significantly improve the performance of the learning process and
model generalisation by enhancing the quality of the dataset, minimising noise, introducing
variability, and providing standardised input data for ML models. The appropriate method is
selected based on the nature and characteristics of the data, the requirements of the DL model,
and the target task. It is crucial to achieve a balance between increasing the variability and
preserving the essential features of the dataset. This section presents the preprocessing methods

employed for the proposed system based on CNN.

The first step after reading the video streams is labelling all videos according to their classes.
At the early stage of preprocessing, the read frames will be converted from BGR to RGB
images, then a face detection model is applied for each frame, deleting the background to avoid
unnecessary computation, noise and unwanted data. For real-time processing, the frames are

captured from the camera and submitted to the same preprocessing method.

The advantage of the face detection model provided by MediaPipe is its high accuracy due to
the DL algorithm trained on a large dataset and fine-tuned for optimal performance. The model
can accurately detect faces and FEs through images and a continuous stream of images under
various conditions of lighting and orientations. This method is also convenient in real-time
systems due to high speed, achieved by leveraging efficient algorithms and hardware
acceleration such as GPU. Moreover, this model is designed to be robust to various factors that
can affect face detection accuracy, such as occlusions (e.g., partial face coverage by objects or
hands), varying distance from the camera, and different camera angles. This robustness ensures

reliable performance across a wide range of scenarios and internal and external factors.

To achieve consistency with MediaPipe across various image datasets, it is crucial to resize

images to a desired size. In this thesis, the input images were normalised to a fixed width and
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height of 224*224 pixels for improved performance. For image process tasks and computer
vision, the normalisation method is commonly combined with other preprocessing methods
such as cropping, and data augmentation. Hence, after resizing and flattening the images or
video frames, the normalization approach is the next step to improve performance of the
learning process. Therefore, scale and standardization are applied to the features by dividing
them by 255 and storing them in a standard NumPy array. Due to the scale sensitivity of ML
algorithms, this method normalises feature magnitudes, avoiding bias towards those of higher
magnitude that will dominate the learning process with a negative impact on the performance
and convergence of DL algorithms. In addition, the convergence of algorithms (based on
gradient descent) may struggle for un-normalised scales, requiring longer processing times or

failing to achieve the optimal outcome.

Figure 6.6 Preprocessing Dataset by Face Detection & then convert
images to grey scale.

Converting colour images to grayscale can also reduce computational complexity while still
allowing the recognition of relevant facial patterns. Furthermore, involving face detection
techniques can help DL algorithms by avoiding irrelevant data like the background or the
human body. Figure 6.6 shows the converted grey scale image before and after face detection

and face oval techniques.

Design of a 1-D CNN

Input images are convolved into a feature or activation map and passed to the next convolution
layer. Every single neuron will connect to another single neuron to produce a fully connected
layer. Figure 6.7 presents the proposed CNN architecture using the generated dataset PRD-FE.
The proposed 1D-CNN architecture processes sequential data like time-series data, audio

signals, or any data that can be represented in a one-dimensional format.
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Figure 6.7 The design of the 1-D CNN model.

A breakdown of each component and its function within the proposed model is described as

follows.

e Input layer. Accepts the input with the shape (None, 5, 224, 224). This indicates a
batch of data with 5 time steps, along with the image of size 224*224 pixels.

e 1D convolution layers (ConvlD with ReLU activation). These layers apply
convolution operations along the time dimension, reducing feature space dimensions
(from 224 to 218) while transforming the data. The number of filters is increased from
32 to 64, enabling the network to capture more complex features in the data.

e Batch normalisation. Normalises the output of the convolution layers, stabilising
learning by reducing internal covariate shift.

e Flatten layer. Converts the multidimensional output of the convolution layers into a
1D array, making it suitable for input into the fully connected layers.

e Dense layers. These are fully connected layers that further process features extracted
by the convolutions. The network reduces the dimensionality progressively through

these layers (from 128 to 32), focusing on the most relevant features.

138



e Final dense layer (dense with Softmax activation). This layer has 5 units
corresponding to the output classes, with Softmax activation to generate a probability
distribution over these classes, indicating the likelihood of each class being the correct

classification for the input.

Inputlayer | input: [(None, 5, 224, 224)]
float32 output: | [(None, 5, 224, 224)]

Convl1D l relu input: (None, 5, 224, 224)
float32 output: (None, 5, 222, 32)

ConvlD | relu | input: (None, 5, 222, 32)
float32 output: | (None, 5, 220, 32)

BatchNormalization | input: (None, 5, 220, 32)
float32 output: | (None, 5, 220, 32)

4
ConvlD l relu input: (None, 5, 220, 32)

float32 output: | (None, 5, 218, 64)

ConvlD | relu | input: (None, 5, 218, 64)
float32 output: | (None, 5, 216, 64)

Flatten | input: (None, 5, 216, 64)
float32 | output: (None, 69120)

r
Dense l relu input: (None, 69120)

float32 output: (None, 128)

Dense | relu input: (None, 128)
float32 output: (None, 64)

Dense | relu input: (None, 64)
float32 output: | (None, 32)

r
BatchNormalization | input: (None, 32)

float32 output: | (None, 32)

Dense | softmax input: (None, 32)
float32 output: (None, 5)

Figure 6.8 Layers of proposed 1D-CNN model.
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Figure 6.9 The stages of 1D-CNN based FER.

This architecture is structured to gradually refine and abstract the input data features,
culminating in a classification output. Each layer's specific purpose is to transform the data
progressively into a format optimal for the classification task at hand. Figure 6.8 depicts details
of the proposed model layers and Figure 6.9 illustrates the stages of the FER-based 1D-CNN
model.
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6.2.2 Results and Evaluation of the 1D-CNN Model

The proposed model was applied to the generated dataset PRD-FE. The dataset includes video
frames for the 5 classes of FEs with various facial landmarks, skin tones, and ethnicities.
Optimal results depend on many factors such as the quality, quantity, and diversity of the
dataset, the effectiveness of feature extraction methods, the model structure, experimentations,

and fine-tuning.

The model was evaluated by calculating the precision, recall, and F1-score of the training and
testing dataset along with the confusion matrix. Precision is used to measure the number of
correctly predicted samples of positive class. It is calculated as the ratio of correct sample
predictions to the overall number of samples identified as positive class. Figures 6.10 and 6.11

show the accuracy and loss of the proposed model for the testing dataset.

(a) (b)

(©)

Figure 6.10 Evaluation Metrics of 1D-CNN Model Performance. (a) Accuracy of Proposed
Model. (b) Precision of Proposed Model. (c) Recall of Proposed Model.
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Mean Absolute Error
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Figure 6.11 Loss, Mean Square Error, and Mean Absolute Error of 1D-CNN model. (a) Loss
of Predicted Model. (b) Mean Square Error of Predicted Model. Mean Absolute Error.

Figure 6.12 presents the confusion matrix that summarises and visualises the performance of
the proposed model. The structure of the confusion matrix includes rows that represent FES in
the true classes (FD1, FD2-L, FD2-R, FD3-L, and FD3-R), while columns represent FES in
the predicted classes (FD1, FD2-L, FD2-R, FD3-R, and FD3-L). The analysis of each face
display (FD) in the confusion matrix for the CNN model is as follows (TP = true positive, FP

= false positive).

e For FD1 (row 5), 166 TP samples accurately identified as FD1, and 0 FP samples
misclassified into other categories.

e For FD2-L (row 2), 167 TP samples accurately identified as FD2-L, and 0 FP samples
misclassified into other categories.

e For FD2-R (row 4), 142 TP and O FP.

e For FD3-L (row 1), 169 TP but 2 FP samples misclassified as FD2-L.

e For FD3-R (row 3), 151 TP and O FP.
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Figure 6.12 The Confusion Matrix of 1D-CNN Model.

Hence, the model has a high degree of accuracy in classifying all classes, with most instances
in each category correctly classified. There is a very low misclassification rate, with only 2

samples of FD3-L misclassified as FD2-L.

In summary, the model shows balanced performance across the 5 FD classes, with no single
class showing a significantly higher error rate than another. The model has effectively learned
to differentiate between the features of different classes. Moreover, the model's ability to
generalise across multiple classes without significant bias toward any class is evidence of

proper training and diversity in the training data.
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Although the misclassification rate is low, it is useful to examine the reason for this confusion
to further refine the model's accuracy. Further validation with unseen datasets would ensure

robustness and the ability to generalise beyond the training data.

Figures 6.13 and 6.14 depicts all evaluated performance of the proposed model.

Evaluate Model

Loss 0.012

accuracy

categorical_accuracy

Mean Absolute Error 0.004
-0.4
Mean Squared Error 0.00084
Precision
-0.2

Recall

Evaluation

Figure 6.13 The Evaluation Metrics of 1D-CNN Model.
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Figure 6.14 The Classification Report of 1D-CNN model.

According to Figure 6.14, all classes FD1, FD2-L, FD2-R, FD3-L, and FD3-R show an area
under the curve (AUC) of 1.00. This indicates that the model shows perfect classification
capability between the positive and negative classes for each category without error. Each
curve reaches the top-left corner of the plot (TPR = 1, FPR = 0), which is the ideal point for a
classifier, indicating 100% sensitivity (no false negatives) and 100% specificity (no false

positives) at a certain threshold.

As the model achieved an AUC of 1.00, which is rare in real-world scenarios on unseen data,
two possible conclusions can be drawn. As the first possibility, the dataset is controlled and
highly specific, allowing the model to perfectly learn the distinctive features and categorise

samples with 100% sensitivity and specificity at a certain threshold. In practical terms, this
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means that there are no false positives or false negatives at this optimal threshold. As the
second possibility, the model is overfitting the training dataset, meaning that it may not
perform as well on unseen dataset. This is not the case for the proposed model as it performs

well on an unseen dataset.

Such perfect results might indicate that the model is overfitting the data from which it was
developed, unless this is a controlled, or this is a very specific dataset where perfect
classification is achievable. Let us discuss the first reason which is the possibility of generated
dataset with highly controlled conditions such as minimizing the variation of images lighting,
face alignment, and images backgrounds, which is not the case for our generated database as

it created with unlimited conditions.

For the generated dataset, the images produced with various lightings degrees, face alignment
(scale, rotation), different backgrounds as highlighted in chapter 4. For face alignment various
techniques have been experimented as one of the most important requirements for producing
predicted model with high precision and performance is eliminating noisy and irrelevant data
from the raw dataset. Therefore, the MediaPipe face detection and face oval have been utilized
as preprocessing techniques that contribute to eliminate irrelevant data, such as image
background. This is necessary as it may result in the DNN model to learn these irrelevant data
and consider them as discriminative features and associate those background features with
specific outcomes and that may lead to model failure with real world unseen data. Overall, as
the generated dataset has been generated with various conditions and the model achieved
significant classification precision for unseen data, it means the ideal AUC is not due to
overfitting problem but due to the model that has been trained properly with optimal
parameters and hyperparameters (learning rate, batch size, etc.), and architecture (number of
layers, activation function). If these results are reproducible in real-world conditions outside
of the test dataset, the classifier would be exceptionally effective. However, it is important to
validate these findings with external datasets to ensure that the model generalizes well and is

not simply tuned to the data used for this analysis.

The last probability is the dataset has not been used with real-world data and this is true as it
is simulated data; however, it is generated with various conditions (lightning, face scale, face
rotation, images’ backgrounds) and mimic as close as possible the real human FEs using
various intensity of AUs for different face shapes, facial landmarks, skin tone, age, and

ethnicity. In future work, it is crucial to collect real samples data in a clinical scenario and
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carried out further tests to ensure robustness of the proposed model before real world practical
deployment.

Receiver Operating Characteristic Curve Precision -Recall Curve
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Figure 6.15 Evaluating 1D-CNN Model by Receiver Operating Characteristics Curve (ROC)
& Precision-Recall Curve. (a) ROC. (b) Precision-Recall Curve.

Figure 6.15a shows the ROC curve and Figure 6.15b the precision-recall (PR) curve, which
are used to evaluate the performance of a classifier, especially when dealing with imbalanced
datasets. Each line represents the trade-off between precision (y-axis) and recall (x-axis) for a
different class (FD1, FD2-L, FD2-R, FD3-L, and FD3-R).

Precision measures the accuracy of the positive predictions and is calculated as the ratio of true
positives to the sum of true and false positives, as described in Chapter 3. Recall (sensitivity)
measures the ability of the model to find all the true positives and is calculated as the ratio of
true positives to the sum of true positives and false negatives, also described in Chapter 3.

The curves for all classes are located at the top-right corner, indicating both high precision and
high recall with values close to 1.0 (the model correctly classifies almost all positive examples
without incorrectly labelling negative examples as positives). High precision and high recall
indicate that the model is both accurate and comprehensive in its positive classifications. Such
performance may be due to the controlled data generated under ideal conditions, or very
distinct classes that are easily distinguishable by the model. As the PRD-FE database is
generated with various conditions of lighting, face scale, face rotation, and background, the

data and model must be exceptionally well-suited to the task.
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In terms of validation prior to real world deployment, ideal scores may indicate overfitting,
meaning that the model is too closely fit to the training data and may not generalise well to
unseen data. Alternatively, the training conditions or data might be ideal (e.g., very clear
distinctions between classes, high-quality annotations, minimal noise). Validating the model
with independent test data not seen during the model training will confirm the model’s ability
to generalise with high accuracy predictions, meaning that the model is well optimised and
trained for diverse datasets. Therefore, the model must be tested with real human faces varying
in age, gender, skin tone, ethnicity, and image background. Since it was not possible to conduct
a full clinical trial during this PhD research, we emulate this process using real-world images
of public figures like Tom Hanks, Johnny Depp, and Angela Merkel.

Early models designed and tested during this research project were too complex and suffered
from overfitting, despite the approximately 96% accuracy for unseen data. As the model failed
to generalise, it was simplified using techniques such as regularisation. Extensive fine-tuning
of model parameters gave the ideal performance shown by the PR curve. The five evaluation
measures used in this thesis are summarised in Table 6.1 for the 5 classes of face displays

under investigation.

Table 6.1 Evaluation Metrics for each Class % The Total Mean Performance 1D-CNN

Model.

Class
Name Facial Expression Precision  Recall  F1 Score Accuracy
FDI AU (15+43+25) 100% 100% 100% 100%
FD2-R AU (15+43+55) 100% 100% 100% 100%
FD2-L AU (15+43+56) 99% 100% 99% 100%
FD3-R AU (15+25+43+55) 100% 100% 100% 100%
FD3-L AU (15+25+43+56)  100% 99% 99% 99%

Mean 99.8% 99.8%  99.6% 99.8%

The above measurements provide insights into various aspects of model performance which
recorded 99.8% precision, 99.8% recall, 99.6% F1 score, and 99.8% accuracy. The model was
also evaluated on unseen data, showing highly accurate prediction. Figure 6.16 shows results

for unseen data using real faces as input.
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Figure 6.16 The 1D-CNN model accurately predicts unseen data in five different categories.
(a) Accuracy of prediction of unseen data predicted as Class FD1. (b) Accuracy of prediction
unseen data predicted as (Class FD2-L). (¢) Accuracy of prediction of unseen data predicted
as (Class FD2-R). (d) Accuracy of prediction of unseen data predicted as (Class FD3-L). (e)
Accuracy of prediction of unseen data predicted as Class (FD3-R).
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6.3 A 1D-ConvLSTM Model to Predict Patients at Risk of Deterioration

Long Short-Term Memory (LSTM) can handle temporal input data and achieve high accuracy
of prediction. However, it fails to capture features of spatial data. Therefore, the work of (X.
Shi et al., 2015a) developed the ConvLSTM model replacing the state-to-state transition
operations in LSTM with convolution operations. As it involves convolution operations within
the LSTM structure, it has demonstrated remarkable success in capturing and handling
complex dynamic patterns within image sequences and video streams and is popular in
computer vision and video analysis tasks. The ConvLSTM model expands the traditional
LSTM capabilities by learning and retaining spatial dependencies in the input sequential data
for tasks involving sequential data with spatial characteristics, such as video analysis,

spatiotemporal modelling, and image sequence processing (R. Singh et al., 2023).

Convolution layers

These layers are responsible for performing convolution operations on input data to capture
spatial patterns and relationships to extract relative features (Shi et al., 2015a; R. Singh et al.,
2023).

LSTM Cells

These cells are involved in capturing temporal dependencies in the input data. Each cell
includes three types of gates, the input, forget, and output gates, which are responsible for
regulating the flow of information through the cell, allowing the network to retain or discard
information over time (Tian et al., 2018).

By combining convolution layers and LSTM cells, the model can effectively process both
spatial and temporal dependencies in the sequential data. Therefore, it is considered suitable
for handling tasks like video prediction, action recognition, and FER for which both the spatial
and temporal aspects of data are crucial.

This thesis proposes the ConvLSTM model for FER through frames of video stream due to its
ability to capture both spatial and temporal dependencies in FEs over time. In this model, a
background removal procedure was applied before the generation of the extraction vector.
Then, an expressional vector was applied to detect and characterise the 5 kinds of FE of

deterioration.
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6.3.1 Data Pre-Processing and Design of a 1D-ConvLSTM Model

Data Pre-Processing

This section outlines the pre-processing techniques used before feeding data into the proposed
ConvLSTM model. To achieve consistency across various image datasets, it is important to
adjust image dimensions by resizing them to a specific size.

For consistency between image datasets, it is crucial to resize the images to a particular size.
The next crucial step in an AFER pipeline is detecting and identifying faces, providing relative

data by focusing on the face region of interest to classify FEs types.

To avoid processing undesirable data such as noise and irrelevant data, we applied the
background removal procedure by extracting the faces from the frames of all the databases
using the MediaPipe Face detection algorithm (refer to Figure 6.17). The obtained sequences
of faces are aligned and then resized to 224*224 pixel resolution and converted to RGB, as
required by MediaPipe and other libraries and tools, such as Matplotlib and PIL (Python
Imaging Library), which expect images to be in RGB format. In the final step of pre-

processing, oversampling is applied to the imbalanced training dataset.

20 40 60 80 100 120

(@) (b) (©)

Figure 6.17 Frame of video in class FD1 before and after applying face detection. (a) Before
applying Face Detection. (b) After applying Face Detection Show facial landmarks that have
been used to extract face. (c) Output frame after applying face detection.
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Design of a 1D-ConvLSTM

Convolution Long Short-Term Memory (ConvLSTM) is an advanced variant of LSTM that
incorporates convolution operations into the network. ConvLSTM is particularly effective for
spatiotemporal sequence prediction tasks where the data exhibits both spatial and temporal
patterns, making it well-suited for applications like video-based FER. The proposed system
stages are depicted in Figure 6.18 and details of the layers of ConvLSTM model are illustrated

in Figure 6.19.

ConvLSTM
64 Filters

ConvLSTM
16 Filters

Batch
lormalizati
Image Preparing Feature Extraction Classification Outputs
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Figure 6.18 The proposed 1D-ConvLSTM model architecture.
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Figure 6.19 Layers of proposed 1D-ConvLSTM model.
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6.3.2 Results and Evaluation of the 1D-ConvLSTM Model

Figures 6.20 and 6.21 show the accuracy and loss of the proposed model with the testing
dataset.

Accuracy

) Epochs
Epochs

(@) (b)

Recall

Epochs

(©)

Figure 6.20 The Evaluation Metrics of 1D-ConvLSTM Model Performance. Accuracy of
Proposed Model. (b) Precision of Proposed Model. (c¢) Recall of Proposed Model.
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Figure 6.21 Loss, Mean Square Error, and Mean Absolute Error of 1D-ConvLSTM Model.
(a) Loss of Predicted Model. (b) Mean Square Error. (¢) Mean Absolute Error.

Figure 6.22 depicts the confusion matrix that summarises and visualises the performance of

the proposed model across multiple classes. Matrix rows represent FEs in the real class, and

columns represent FEs in the predicted class.
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Confusion Matrix

160

Figure 6.22 The Confusion Matrix of 1D-ConvLSTM Model.

The Confusion Matrix of the ConvLSTM model shows a high accuracy model performance.
The analysis details of this matrix illustrate that TP samples of FD1, which is represented by
fifth row, has 166 samples accurately identified with none FP misclassified samples. FD2-L
(represent by second row) shows 165 instances are accurately classified with two samples
misclassified as FD3-L. This is probably due to the features of FD2-L and FD3-L are not highly
differential from each other. The same issue occurred with samples of FD2-R (fourth row), the
TP is 136 instances correctly identified as FD2-R, but 6 False Positive samples are
misclassified as FD3-R for the same previous reason. For FD3-L (First row), TP is 166 samples
accurately classified and 5 FP instances wrongly identified as FD2-L. Lastly, FD3-R (Third
row) shows148 TP instances correctly identified as FD3-R, and 3 FP instances misclassified
as FD2-R.

The key Observations form this matrix that most classes show a high rate of correct predictions

(high diagonal values), indicating good model accuracy. However, still there are some
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misclassification samples between FD3-R and FD2-R, and to a lesser extent between FD3-L
and FD2-L. This probably occurs due to confusion between these classes, possibly due to
similar features that the model fails to distinguish clearly. The high true positive rates across
most classes suggest that the model has effectively learned to recognize the distinguishing
characteristics of these classes. The misclassifications observed might indicate that certain
features are not being adequately captured or differentiated by the model, particularly between
FD3-R and FD2-R, and FD3-L and FD2-L.

Figures 6.23 and 6.24 illustrate all evaluated measurements of the proposed model.
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accuracy
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Mean Squared Error 0.0068
Precision
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Figure 6.23 The 1D-ConvLSTM Model Evaluation Metrics.
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Figure 6.24 The Classification Report of 1D-ConvLSTM Model.

Figure 6.25(a) depicts the ROC for the ConvLSTM model, presenting the true positive rate
(TPR) on the y-axis, the proportion of positives correctly identified, and the false positive rate
(FPR) on the x-axis, the proportion of negatives incorrectly classified as positives. The ROC
curve shows high classification performance for all 5 classes as their ROC curves close to the

top-right corner near 1.00.

When the evaluation metrics show high accuracy, a model’s generalization ability should be
confirmed using k-fold cross validation, testing the model's robustness across different subsets
of the data. The model should also be validated on independent external data. In summary,
although the ROC curve points to high performance, it is crucial to ensure that this reflects true

predictive ability and not an artifact of dataset limitations or overfitting.

Figure 6.25(b) depicts a precision-recall (PR) curve, a key diagnostic tool used to evaluate the
performance of a classification model, especially useful when dealing with imbalanced

datasets. Precision is on the y-axis, measuring the ratio of correct positives to all positives, and
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recall is on the x-axis, measuring the ratio of correct positives to actual positives, as detailed
in Chapter 3.
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Figure 6.25 Evaluating 1D-ConvLSTM Model by Receiver Operating Characteristics Curve
(ROC) & Precision-Recall Curve. (a) ROC. (b) Precision-Recall Curve.

The PR curves show high precision and recall as the curves for all FD classes are positioned
close to the top-right corner. This indicates that the model correctly classifies a high percentage
of positives. The curves reflect the model performance, showing highly accurate classification
across the classes as the model reaches both high recall and high precision simultaneously. In
addition, the model displays minimal trade-off between recall and precision until close to the
end of the recall spectrum. This suggests effective learning and classification capabilities,
particularly in distinguishing between positive and negative classes while maintaining an
ability to detect nearly all positives. Furthermore, the curves for different classes overlay
closely, indicating consistent model performance across different categories. This uniformity
and stability across various classes indicate the model's robustness and its ability to generalise
across different types of data within the same task. In summary, the high precision and recall
values suggest that the model is probably highly effective in practical applications as it can
reliably identify positive cases with few errors.
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Concerning the model's drawbacks, the sharp drop at the extreme end of the recall spectrum
highlights the model's limitations when pushed to detect every possible positive. This could be
critical in applications where missing a positive case has severe consequences. The threshold
for classification can be optimised to balance precision and recall according to the specific
application needs, especially if a small decrease in precision for a gain in recall is acceptable.
The model can also be tested under different conditions and with different data subsets to
ensure consistent performance that does not depend on specific characteristics of the training

data.

Overall, the PR curve indicates an excellent model performance, but careful consideration of
application-specific requirements and potential edge cases is necessary to fully leverage its
capabilities in real-world scenarios. The five evaluation measurements for the five classes

under investigation are illustrated in Table 6.2.

Table 6.2 Evaluation Metrics for each Class & The Total Mean Performance of 1D-

ConvLSTM.

Class ) ) o
Name Facial Expression Precision ~ Recall  F1 Score Accuracy
FD1 AU (15+43+25) 100% 100%  100% 100%
FD2-R AU (15+43+55) 98% 96% 97% 97%
FD2-L AU (15+43+56) 97% 99% 98% 99%
FD3-R AU (15+25+43+55) 96% 98% 97% 97%
FD3-L AU (15+25+43+56) 99% 97% 98% 98%

Mean 98% 98% 98% 98.2%

The above measurements provide insights into various aspects of model performance,
recording 98% precision, 98% recall, 98% F1-score, and 98.2% accuracy. The model was also
evaluated on an unseen dataset, showing highly accurate prediction.

Figure 6.26 shows model’s prediction for some unseen facial frames.
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Figure 6.26 The model accurately predicts unseen data in five different categories.

(a) Accuracy of prediction of unseen data predicted as Class FD1. (b) Accuracy of prediction

unseen data predicted as (Class FD2-L). (c) Accuracy of prediction of unseen data predicted

as (Class FD2-R). (d) Accuracy of prediction of unseen data predicted as (Class FD3-L). (e)
Accuracy of prediction of unseen data predicted as Class (FD3-R).

In conclusion, the designed model can reliably predict deteriorated facial expressions; it can
reliably be used in the future in the development of health care systems where it will entirely
rely on data collected from patients in critical care units. The work proposed here will fill a
needs gap as, to date, there are no studies or published work that used ML in detecting

deterioration through facial expressions.

In conclusion, the designed model can reliably predict deterioration FEs and can reliably be
used to develop health care systems entirely reliant on data collected from patients in critical
care units. This work fills a research and need-gap as, to date, there are no published studies

on ML in detecting deterioration through facial expressions.

Generally, previous work relies on self-reporting. However, this approach suffers from low

reliability and is unfeasible for regular use, being time consuming, impractical for monitoring

patients throughout the day, and costly, requiring professional nurses and psychologists. This

thesis uses automatic prediction using ML and DL based on the self-reporting work of

Madrigal et al. Finally, although the overall performance of the model was remarkable, extra
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information related to AUs in other face parts needs to be explored to mitigate, for example,
the limitations of a face mask. The system designed in this thesis requires information from

the lower part of the face.

6.4 Transformers

This section explores whether the vision transformer architecture would be suitable for
automatic FER. The same procedures for data preprocessing and feature extraction used in the
previous two DNN models, CNN and ConvLSTM, are applied in this approach before feeding
the data to a vision transformer (ViT) model using PyTorch. Figure 6.27 depicts an overview

of the data pipeline developed and tested.

Results and Discussion

Unfortunately, the generated dataset is not suitable for this transformer model, so the model
fails to learn and display meaningful results. Therefore, this task is left for future investigations
into other transformer models that may show better performance for FER such as Swin

Transformer and emotion-attentive Transformer.
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Figure 6.27 Overview system (Transformer-based FER).
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Figures 6.28 and 6.29 show the accuracy and loss of the proposed model for the testing dataset,

and Figures 6.30, 6.31, and 6.32 illustrate the evaluation metrics ROC, precision-recall curve,
and confusion matrix.

(@) (b)

Recall

Epochs

(©)

Figure 6.28 Evaluation Metrics of Model Performance. (a) Accuracy of Proposed Model. (b)
Precision of Proposed Model. (c) Recall of Proposed Model.
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Figure 6.29 Loss, Mean Square Error, and Mean Absolute Error of ViT Model. (a) Loss. (b)
Mean Square Error. (¢) Mean Absolute Error.
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Figure 6.30 The Evaluation Metrics of ViT Model.
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Figure 6.32 The Confusion Matrix of Vision Transformer Model.
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6.5 Model Comparative Analysis

In this section, we compare the performance of machine learning (ML) and deep learning (DL)

models in facial expression recognition (FER).

Machine Learning Models

For ML models, both RF and SVM models used a pre-trained facial mesh model as a feature
extraction method, The accuracy of SVM was around 60%, while RF reached a prediction
accuracy of 100% on the validation dataset. Comparative observations on these two classifiers
are as follows.

1. SVM struggled with nuanced FEs that began after four seconds of video, especially
when using other feature extraction methods that have difficulties recognising and
extracting the subtle patterns.

2. RF achieved remarkable accuracy using the facial mesh model as a feature extraction
method. However, RF is highly sensitive to imbalanced classes. For the first several
experiments, the generated dataset was imbalanced, one of the classes was significantly
larger than the others, and the accuracy did not cross 90%. Consequently, the data in
the smaller classes was expanded and oversampling was employed to provide balanced
data across all classes. To conclude, it is important to address this RF limitation using
techniques such as random oversampling, random under-sampling, or synthetic

minority oversampling Technique (SMOTE).

Deep Learning Models

The accuracy of convolutional neural networks (CNNSs) is over 99%. The CNN model
succeeded in capturing intricate spatial patterns, leading to better classification of subtle
expressions while overfitting was mitigated using regularisation techniques like dropout and

batch normalisation.

The ConvLSTM model, a combination architecture of CNN and LSTM leveraging both spatial
and temporal data, achieved significant accuracy with high precision prediction around 98.8%.

In general, DL models outperform traditional ML models due to their ability to capture
complex patterns without the need for feature extraction methods. However, with hybrid
ML/DL models, using DL for feature extraction and ML for classification, the AFER model

achieved remarkable accuracy in the same range of precision as DNN models.
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In this thesis, the CNN model was pre-trained on large datasets to detect faces and facial
landmarks. The extracted features were then fed to RF and SVM classifier to categorise

features to their FE classes.

However, ML models remain suitable for smaller datasets where DL models may overfit. FER
systems need robust generalisation for real-world conditions, like variable lighting and pose,
and subtle changes in FEs. Ensemble approaches and transfer learning from pre-trained models

significantly improved model robustness and accuracy.

Limitations of DNN models

Overfitting is a concern in DL models, especially with insufficient or imbalanced data.
Regularisation techniques, data augmentation, and cross-validation helped address these
issues. In addition, complex DNN models with large datasets require high computational
resources. Some FEs remain challenging to consistently classify due to micro FEs and overlaps

in features between classes.

The performance of the models SVM, RF, 1D-CNN, ConvLSTM, and Transformers were
compared. First, the model is evaluated using the generated database PRD-FE applying the k-
fold cross-validation process.

Genetic algorithm (GA) did not apply as already the 1D-CNN and ConvLSTM have achieved
the state of the art in predicting the 5 FEs.

Performance Evaluation Criteria
Table 6.3 shows the accuracy (the proportion of correctly classified samples) of the 5 models

investigated in this thesis.

Table 6.3 Accuracy of the models using generated database PRD-FE

Accuracy
Support Vector
1D-CNN 1D-ConvLSTM Transformer Random Forest .
Machine
99.74% 99.89% 20.95% 100% 60%
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Figure 6.33 shows precision and recall for the three DNN models, indicating the model's ability
to categorise specific FE.
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(a) Precision-Recall Curve of CNN model. (b) Precision-Recall Curve of ConvLSTM model.
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Figure 6.33 The Precision-Recall Curve for Each DNN model.

172



Figure 6.34 illustrates Confusion Matrix of each ML and DL models to analyse and detect

which FE are often misclassified.

Confusion Matrix

Confusion Matrix

(@) Confusion Matrix of CNN model. (b) Confusion Matrix of ConvLSTM model.

Gonfusion Matrix Confusion Matrix

(¢) Confusion Matrix of RF model. (d) Confusion Matrix of SVM model.

(e) Confusion Matrix of Transformer.

Figure 6.34 Confusion Matrix for each proposed model.
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Table 6.4 shows the evaluation metrics of the DL model.

Table 6.4 The overall error rate of the designed model of predicting FEs of patients at risk of

Deterioration.

Model Type MSE MAE
(a)1D-Conv 0.0008 0.0040
(b)ID-ConvLSTM 0.0001 0.0006
(c)Transformers 3 1.4

Figure 6.35 depicts a receiver operating characteristic (ROC) curve for three different DNN
models. ROC is a graphical plot commonly used to evaluate and illustrate the performance of
a classification model at various threshold settings. The ROC curve plots the true positive rate
(TPR, also known as sensitivity) against the false positive rate (FPR, also known as 1-
specificity) at different threshold levels.

For Figure 6.35a and 6.35b show both ROC curves of 1D-CNN and 1D-ConvLSTM for all
classes are located at the top-right corner, indicating both high precision and high recall with
values close to 1.0 (the models correctly classified almost all positive examples without
incorrectly labelling negative examples as positives). High precision and high recall indicate

that the models are both accurate and comprehensive in their positive classifications.

For Figure 6.35c, the curves for all FD classes FD1, FD2-L, FD2-R, FD3-L, and FD3-R have
an area under the curve (AUC) of 0.50, which indicates that the model's ability to discriminate
between the positive and negative classes is like random guessing. This is represented by the
diagonal line from (0,0) to (1,1), which serves as a baseline to indicate no discriminative power.
The model represented here does not provide any meaningful separation between the classes

and is apparently unable to learn any relevant patterns from the dataset.
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Figure 6.35 Comparison between evaluated Models by Receiver Operating Characteristics
Curve (ROC). (a) ROC of 1D-Conv. (b) ROC of 1D-ConvLSTM. (c) ROC of Transformers.

6.6 Conclusions

In conclusion, the proposed DNN models, 1D-CNN and 1D-ConvLSTM, can reliably predict
the FEs of patients at risk of deterioration and can be applied in a clinical test to develop a fully
validated healthcare system reliant only on real data collected from patients. Real patient facial
data was emulated using a variety of public celebrity faces. If only real patient data were to be
used in a clinical trial, it would be important to consider whether the model complexity is
appropriate for the training data available and, if necessary, to adjust to prevent overfitting.

To the best of our knowledge, to date, no published study has designed a ML or DL model to
detect FEs of patients at risk of deterioration in hospital wards or critical care units. Although
the overall performance of the models was remarkable, real dataset samples should be collected

in the future to better understand the model limitations.
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Chapter 7

Conclusions and Future Directions

7.1 Conclusions

Our faces hold and show valuable clues about human emotions and their intentions. FER has
been intensively studied for the last few decades in computer vision due to its importance to
improving communication with individuals and generate empathetic responses. Early detection
of signs of patients' deterioration from facial expressions is a challenging task for healthcare
professionals. Therefore, this thesis has concentrated on proposing suitable methods
employing deep learning algorithms as a solution for identifying signs of patients’ deterioration
through their FEs. With recent technologies and advancement in computer vision, pattern
recognition, and machine learning, it is possible to detect and characterize FEs through images

and video streams with high accuracy using DNN models such as CNN and LSTM networks.

The main objective of this research was to design a framework for automatic FER to predict
FEs of patients at risk of deterioration. The proposed system used a generated database called
PRD-FE comprising five different combination sets of AUs, (FD1, FD2-R, FD2-L, FD3-R and
FD3-L) representing FEs of deterioration risk. Employing the DNN models for face detection
and ML models for facial landmark detection significantly improves model performance.

We anticipate applying this model to the development of health care systems within critical
care units. Therefore, future work will concentrate on collecting real-world data to further
validate the proposed models and present them as integrated systems with other medical
assessment systems to enhance the chances of human survival.

A literature review (Chapter 2) identified and critically evaluated studies that are related to the
scope of this project. Based on this review, statistical methods for identifying deteriorated
facial expressions have been addressed along with their limitations. In addition, the main
automatic approaches for designing models that can predict patients under pain, autism, etc.,
through facial expressions, and their limitations have been identified. Based on the literature
it has been concluded that there is a need to design an automatic facial expression recognition

that can trigger warning signs as indicators of patients who are under risk of deterioration.
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Introducing automatic facial expression recognition model can improve health care systems
and human survival by reducing the reliance on self-reporting methods, which can be done by
full use of advanced technology as has been demonstrated by this thesis. In addition, the
obstacle of occlusion by face mask has been addressed. It has also been highlighted that there
is a need to collect more information by psychologists related to appearance of FE in the upper
part of patient’s face to make AFER systems more robust in recognizing the set of AUs as a

deterioration status and distinguish them from other FEs such as drowsiness expression.

The literature review has led this thesis to investigate deep learning methods, to save cost and
time from psychologists, improve human survival by timely intervention, and recognize subtle
changes of deteriorating facial expressions at early stages. Results from this investigation have
shown that automatic facial expression recognition can reliably improve human survival as an
integrated part of health care system in intensive care units. It would replace the self-reporting
system, which sometimes depends on intuitive decisions and naked eye perceptions making it

difficult to recognize subtle changes at the early stages of deterioration.

Three deep learning models have been evaluated and tested along with using various pre-
processing approaches to examine their effectiveness to predict collapsing facial expressions
at risk of deterioration. For SVM, RF and the evaluation matrixes, the free Python machine
learning library scikit-learn was used (https://scikit-learn.org/stable/index.html). The CNN and
ConvLSTM models were implemented using Keras API, which is a Python open-source high-
level API for TensorFlow (https://www.tensorflow.org/api_docs/python/tf/ keras). For testing

the Vision Transformer, PyTorch libraries were used for building and training the model.

One of the proposed DNN models combines a 1D-CNN with LSTM enabling the extraction of
higher feature patterns using 1D-CNN, while also extracting the sequential correlations in the
input sequences of time series with LSTM. In addition, using face detection and face oval
selection techniques enabled the model to achieve high accurate prediction with average 98%

accuracy, prior to the appearance of facial expressions at risk of deterioration.

The 1D-CNN model recorded better performance and accuracy compared with other DNN
models. Using 1D-CNN model in conjunction with face detection and face oval MediaPipe
techniques as a preprocessing method results in attaining the significant accurate prediction
scored of 99.8%. The two previous models have achieved state-of-the-art in predicting FEs of

deterioration.
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Overall, this thesis work on deep learning represents significant advances to the modelling of
facial expressions recognition to improve chances of human survival in critical care settings.
The models proposed in this thesis can be used to develop healthcare applications by using
state-of-the-art deep learning methods enabling reliable detecting of deterioration trends with

timely and targeted intervention.

7.2 Findings and the Impact of the Project

It is important in healthcare system to develop real time alert system that can automatically
recognise early markers of deterioration, which triggers notifications to healthcare providers
when a patient’s data indicates potential deterioration, allowing early intervention and
improved patient outcomes. The literature review also indicated that there are main limitations
to statistical approaches in recognizing deteriorated facial expressions; first at the early stages
of deterioration, using self-reporting lacks the ability to recognise subtle changes of facial
expressions due to observing through naked eyes. This certainly can miss valuable information
resulting in losing the benefits of timely intervention. Second, it is also expected that the self-
reporting may fail in accurately predicting deterioration through FEs as assessment is often
based on intuitive decisions. Therefore, the literature review highlighted the importance of
employing ML and DL as an AFER method to achieve accurate prediction. In addition, the
findings of this thesis found that some DNN models can be accurately used in predicting subtle
changes at the early stage of deterioration. Furthermore, combing DL models with
preprocessing techniques helps to capture minute changes during micro facial expressions.
Consequently, this thesis has developed an automatic FER model that detects FEs of patients
at risk of deterioration. At the first stage of the project, a synthetic database has been generated
based on the work of Madrigal and other contributors (Madrigal-Garcia et al., 2018) which
identified that, when the patients are under deterioration, the facial muscles start collapsing
and show specific facial expressions as an indicator of deterioration. This thesis developed
realistic 3D models of human faces that can accurately mimic FEs associated with patient
deterioration with various features such as age, skin tone, facial landmarks, ethnicity, etc.

By implementing techniques such as rotation, scaling, different intensity of AUs, and
expression blending, this thesis was able to expand the diversity of FEs in the dataset. After
that, key facial landmarks and features were annotated to ensure accurate representation of
expressions, as this is crucial to both the generation process and the training stage of deep

learning models. Then, using First order Motion Model technology to transfer the subtle facial
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movements to images of real human faces, ensuring that the synthetic expressions are as
realistic as possible. The generated dataset is created through unlimited conditions such as
environment simulation created with variations in lighting, camera angles, and background to
create a more robust dataset that can generalize well to real-world scenarios. In addition, this
thesis has ensured that the dataset includes avatars representing diverse demographics (age,
gender, ethnicity) to avoid bias and improve model generalization. After generating dataset,
various preprocessing methods have been exploited to improve model performance such as
face detection techniques as they help in improving model robustness and performance by
avoiding undesirable data that may affect the learning process. The next stage was designing
customized Convolutional Neural Networks (CNNs) and Long-Short Term Memory that can
successfully capture spatial and temporal features of FEs.

The designed and demonstrated solutions open the door to the possibility of automatic
prediction of patients at risk of deterioration, which will in turn enable improving human
survival, timely and targeted intervention by healthcare professionals. Future work can also
include models of understanding and recognizing patterns of deteriorated facial expressions

despite face masks, by including relevant information from other areas of the face.

7.3 Recommendation for Future Work

While this work shows significant results in modelling facial expression recognition at risk of
deterioration, there are limitations to the models as proposed. Although the designed solution
was able to predict deterioration of patients through facial expressions, there remains a lack of
distinguishing between drowsiness expression, for instance, that can be confused with
expressions indicating risk of deterioration. When the lower part of the face is occluded with
a face mask, essential features and information will be missed. In this case, the upper part may
display similar features for both drowsiness and deterioration expressions making them
undistinguishable as highlighted in Chapter 4. In other words, further work is required to
collect additional data by psychologists from other parts of the face that are out of range of
face mask to mitigate this obstacle. In addition, there is a need to evaluate and validate the
design system on real patients’ data to verify whether there is any further work needed to
maintain current key advantages regarding robustness and high accuracy of prediction.
Furthermore, the investigation of further facial AUs from other parts of the face especially the
upper part, that are related to risk of deterioration. This could lead to an improved model that

can detect deterioration even for patients wearing masks.
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Abstrack Facial expressions are a universally mcognised means of comveying internal emoticnal
staies across diverse human cultural and ethnic groups. Beent advanes in understanding people’s
emotions expesssd through verbal and noreverbal communication are particularly noeworthy in the
clinical coniext for the asssssment of patients’ health and welbbeing. Facial expression recognition
{FER} plays an imporiant and vital role in health care, providing communication with a patient’s
feelings and allowing the assessment and momitoring of mental and physical health conditions. This
Paper shows that automatic machine learning methods can predict health detericration accuratehy
and robustly, ndependent of human subjective assessment The pricr work of this paper is bo dis-
coner the ea:r]}r :iﬂ;rau\fd:tzﬁnmﬁnﬁ health that align with the Pﬂﬂd‘Pl!!-uf'PJ’El’El‘lﬁVE pEactiores,
improy ing health cutcomes and human sunrival, and promoting overall health and welbbeing.
Therefore, methods are developed to create a facial datsbase mimicking the underhy g muscular
structum of the face, whoee Acton Unit motions can then be transiereed to human face images, thus
d=playing animated expressions of infersst. Then, building and developing an automatic system
bazed on comrolution neural networks (CNM] and long shor-term memiory (LSTM) to recognise
patterns of facial ex pressions with a focus on patients at risk of detericration in hospital wards.
This research presents state-of-the-art rsulis on generating and modelling synithetic database and
automated deferiortion prediction through FEs with 99.80% accuracy. The main confributions to
kmowledge from this paper can be summarzzed as (1) the generation of visual datase ts mimicking
matlife samples of facial expressions indicating health deterioration, (Z) mprovement of the umr
derstanding and communication with patients at risk of deterioration through fadal expression
analysis, and (3} development of a state-of-the-art model to recognize swch facial ex pressions using 2
Conv]STM mindel.

Keywords: facial ex pression (FE); facial ex pression recognition (FER); automatic facial expressiomn
mecognition [AFER) machine kearning (ML); deep bearning ([ convolufion neural netw ok (TN
long short-erm memory (LSTM)

L Introduction

A undesstanding of human feelings, behav icwrs, and infentions is based on interpret-
ing their sentiments expressed by various cues, induding verbal communication, such as
speach patterns, and noowerbal communication, such as body language, pestuses, head
neds, and facial expressions (FEs) [1]. The prefrontal cortex, limbic sy stem, and hippocam-
pus age esponsible for processing human feelings and emotonal messages [2,3]. In the
healtheane field, communication is an essential factor for understanding patient health and
wellbeing [4]. However, it can be difficult to communicate directly with patients in critical
states for a number of reasons, such as uncomsciousness, severe illness, mability to speak,
under medication, cognitive impairment, mental disorder, or second language. In such
cases, a medical Bam must rely on measurements like vital signs mesitoring (imcuding
heart rate (HE), blood pressume (BF), emperatute, ooy gen saturation), pain assessment
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{using the visual analogue scale), and imaging tests (including cdhest X-rays, CT-scans,
ultrasound ). Mocmally, facial expressions ane not consideed in these situations, amd this
i= the aim of this research. Deterioration is a critical state and a sericus factor that may
result in the death of the patient [5] and can impair patients’ ability to communicate and
convey their feelings, thoughts, and desines [6]. The early warning dinical signs of sevens
detericration ae mnportant indicators that emphasize the impe rative of taking preventive
mreasuies and immediate proper actions to improve patient health and increase their chance
of survival [7]. An early and accurate clinical assessment, which is usually checked by
professional nurses, is known as a self-report and is not abways possible due to some
factors such as age, the critical situation of the patient, unconsciousness, languapgs impaic-
rrents, the ability to speak, and difficulty inexplaining their sentiments [8] Self-report is a
costly procedune, ime-consuming conce rning human resources, and difficult to perform
objectively. In addition, it can be a risk assessment by the critical cane furses in intensive
care units who depend on direct evaluation because of the likelihood of being alerted
by their intuitive decisions [3,9]. Therefomr, thene is a need for an automatic syskem that
can perform accurake measurements and health assessments, providing an early warning
and prioritizing patents in need of urgent medical cane. Face is the organ of emotion
which is considered an essential indicator of human feelimgs, the prime source of wealth
information, and the significant channel for transfeccing noowerbal comemundcation [10).
Peychologists have illustrated facial expoessions foom 55% of daily human inkeraction,
which is eonsidesed far higher than other verbal communication, such as speech-language,
with 38%, and the written language, with only 7% [11]. Facial expressions are formed by
the coordination of facial muscles that play a primary role in the exchamge of information
and facilitating social interactions [12]. The fadal muscle movements are stimulated by
the facial nerves, fonming various types of voluntary and involuntary facial expressions.
Facial analysis is a vital domain to multiple aspects of daily life such as ape estimation,
gender classification, face detection, face recognition, face posing, facial expression, and
blink detection Consequently, facial imape analysis has been used in healthcane disciplines
such as pain estimation, psy cholopical assessment, and the analysis of mental health. All
the achieved exceptional oubtcomes and comBinuwed progmess in the facial analysis Geld
hawe led bo demonstrate its vsefubvess and effectiveness, which are reflected in various
disciplines and applications. Some movements of facial muscles that surround all main
facial landmarks, such as the eyes, nose, mouth, and ears, form specific expressions called
uriversal facial expressions, which are perceived as happiness, anger, contempt, disgust,
surprise, fear, and sadness. Other emotions feveal human sentiments and state of mind,
allowing other people to glimpse into human minds as they can read facial expressions
based om changes in key facial features. In 1978, Ekman and Friesen [13] developed a
system to characterize facial expressions, which is called The Facial Actiom Coding System
(FACS). This system fefers bo a comprehensive set of atomie non-ov erlapping facial muscle
actions called Action Units (A Us) that are typically used to encode and taxonomize facial
muscle movemenis o corpespond to a displayed emotion [14]. Recently, different meth-
ods of facial expression recogmition based on FACS have been used ko identify the seven
universal facial emotions such as joy, sadness, contempd, surprise, disgust, fear, and anger.
Hiowever, human facial ex pression consists of thousands of expressions that are diffessnt
in subtle changes due to a variety of Facial Action Units (FAUs), or the blending of somse
expressions. FACS can identify large numbers of facial emotions by identifying a set of
muscular movements that comprise the facial expression. In facial behaviour, then: ane
diffe rent e lationships ameng FAUs. For instance, a set of Alls usually appears together to
shane specific emotions, such as the co-occurrence felationship of mmer brow raiser (A1)
and outer brow raiser (AUZ), and mutually exdusive relationships of ip presser (AL24)
and lips apart (AT125). In 2015, Rudovic et al. [14] stated that identifying the estimation of
facial action unit nkensity s a challenging task due to some intemnal and exiemal factors
and conditions such as head position, illumination, age, or a specific set of action units. In
the healtheare feld, health professionals observe and assess facial expressions as a way to
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despen their understanding of patients without causing them the exertion of saying what
they feel Themfone, some potential applications hav e been utilised to recogmize depression,
pain, and arccety in patients [15,16]. Evaluation of facial expressions and analysing the
degiee of patient deterioration have relied on assessments based on the experiences that
individual nurses have acquined in the course of their caneers. In addition, nurses not only
observe the status of the wellbeing of patients based on basic facial expoessions but also
need bo assess and interpret complex changes exhibibed through the face. Furtheomone,
patent monitoriyg is based on observ abion by nursimg staff, which means that such mea-
sumerments and patient deteroration may mot be noticed in the tme bebyveen observ ations.
Mo over, the effort of trainding honwan experts and manually scoring the Alls is expensive
and ime-consuming. Within the realm of computer vision, Facial Expression Recognition
(FER} stands as a crucial field, offering diverse techniques to decode emotions from facial
ex pressions. Mavigating the human—machine interaction (HMI} has a significant impact on
fealing, recopnising, and understanding internal emotions and intentions. Nowadays, theoe
iz a remarkable steady prow th inemploying digital images and macdhine leamming (ML)
in facial eeognition and human-computer nteraction due to the availability of high-end
devices such as image devices (cameras) and cost-effectiveness. Facial image detection,
analysis, and secognition have evolved into a substantial work: that ended with remarkable
cutcomes. The main concept of involving deep leaming algorithoms is to achieve certain
requifements by constructing a robust artificial neural network (ANN) model throwgh
training an enornsous quantity of datasets along with considering their diversity and qual-
ity to satisfy certain requirements [17). In 2022, Rodriguez and his colleagues [18] stated
that the automatic recognitiom of deterioration is an essential part of the health domain
since it is not only an influential indicator for medical diagnosis but has also been shown to
be a supportive factor for patient recuperation i intensive cane uniks, admitted to critical
units and afier surgery. Hence, peecise deterioration assessment could be highly beneficial
Eroem the eardy warning automatic system [3] Consequently, mote intensive monitoring
and accurate methods for observing and understanding the changes in facial ex pressions
can help to identify the risk of clinical deterioration earlier than statistical methods. This
paper presents an A utomatic Facial Expression Recognition (A FER) to support healtheane
professionals by providing specific information fevealing significant patients’ health statues
without fequiring previowes kemvledge or special skills. There ane variows fabume exbraction
approaches aimed at providing features selated o fine details of a dataset Choosing one
of multiple featunes is influenced by several factors such as what the specific targets or
tazk requirements need to be achieved, the characteristics or nature of the dataset, and the
dimensicnality bebareen the input dataset and targets. In this paper, to captuse various
aspects of facial data, a combination of appropriate feature extraction approaches has been
employed for a compehensive, robust analysis with high levels of detection 998% and
recopnition of a patient’s health status. The methed proposed here mdudes, for instance,
various metrics bebween facial landmarks. Distanoes or ratio measuse ments bebween facial
action units and facial landmarks wene used as facial featunes. Providing such featunes
together with the spatial relationships between facial landmarks to deep learning systems
Led to vastly mmproved dassiffer models. In particulas, bete, we investigated and proposed
a Comvolution LSTM model] to keamn and predict facial featunes from animated characters,
created wsing special softwarne such as Blender 4.1 and First Order Motion Model (FOMMM).
Guided by the work of Madrigal and her collkagues [3] whose work poedicted health
comditions by recopnizing early signs of deterioration, ouwr research focused on convolution
neural nebw orks and Long-Short Term Memory in an atempt to seplicate such predictions
from the detection and fecogration of facial expressions from a set of Action Units. Thus,
the work reported here concemns the development of an Automatic Facial Action Units
Becopnition system capable of measuaring the risk of patient deterioration in critical cane
wards. The exparssed emotional states of patents were detected in real-time wsing fully
automated computer algorithuns that receive the data of facial expressions via webcam
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L Related Work

Human facial expressions serve as a fundamental mode of communication and in-
teraction. Themfone, facial expression mecogmation (FER) is an essential part of human
communication and plays an energetic role in expressing emotions and providing noo-
verbal cues [19]. Charles Darwin investigated facial expressions amnd stated that facial
movements convey what we are feeling, even though interpretations may differ among
cultural groups. Some researchers have investigated the various muscle movements of
facial expressions and have proposed that humans display wuniversal facial expressions for
specific emotions [20]. In 1971, one of the earbest works on facial expression was pesented
by Ekman and his colleagues [Z1]. They developed their heory based on facial expoes-
sions by observing films of social human intecactions in different cultumes, They proposed
that people have universal facial expressions for specific emotions based on analy sing
and recognizing data from different cultunes. Seven years later, Ekman and Friesen [13]
determined wniversal facial expressions by proposing the Facial Action Coding System,
which can determine Alls that represent muscular movements, In 1995, Gossalin and his
colleagues [22] implemented an experiment that included six participants from Canada to
present emotions based on scenarics cormesponding bo six by pes of facial expeessions. The
cutcomes of the Facial Action Coding System (FACS) of the presented emotions sevealed
that some of the theoretically predicted Action Units appeard frequently, such as AU 6 and
AL 12 in happy expression, while other AUs were ranely observed, such as AL 9in disgust-
ing expression. Furthermene, several non-predicted A Us were observed foequently in mest
facial expressions. Later, Scherer and Ellgring {2000} [23] implemented their experiment
by asking professional actors (1 = 12) in Germany bo present emotions based on scenarios
coffesponding to various ranges of facial expressions. According to the FACS analyses for
the poesented emotions, the outcomes of the eperiment did not prove the existence of a
large number of thecne tically predicted AlUs of basic and non-basic emotions. Thus, in
mecent decades, the aim of using compuler vision as an essential assistance for professional
healthcas people has been addressed; for instance, in 2011, Lucey and her colleagues [24]
built a UNBC-McMaster database containing 300 video streams taken from 25 patients
whowene suffering Brom shoulder pain. The frames wene labelled depending on the work
of Prkachin and Solomon [25]. The metric is based on the Facial Action Coding System
{FACS) that has been presented by Elkman, Friesen, and Hager (2002} [26], which codes
different facial muscle movensents with various intensity levels Sometimes, the dataset has
been comsidered challenging data in the subject of facial expression recopmition even for
climical professionals to determine what the patient feels. So, the UNBC-MoMaster Painful
dataset has been used to propose new models for facial pain detechion Lucey and her
colleagues (2011) [24] published baseline fesults with the dataset that used support vector
machines SVM/AAM system toextract facial landmark features to poedict painful action
units (ALTs) and the FSPI for the presence of pain. Facial AUs have been typically used to
enoede facial activity cormesponding to diffenent facial expressions such as pain of anger
Im 2015, Fudovic and his colleagues [14] stated that the task of AL inkensity estimation
is very challenging, due to the high variability in facial expressions depending on the
comiext, such as intensibty of light, head poses, or various facial expression expressions.
Im 2013, an investigation study using FACS proposed by Gross and his colleagues [27]
uncovered that health professionals usually fecognize sadness and fear expiessions in
patents at risk of deterioration. A previouws collaboration bebween North Middlesex Uni-
vergity Hospital, University College of London Hospital, and the GMPE Besearch Group
at Sheffield Hallam University proved, for the first ime, that patterns of Facial Action
Umits can be used as predictors of admission to critical case. The study analysed some
Als melated to the upper and lower face, head position, and eve position with climical
measures collected within the Natonal Early Warning Scone (NEWS) [2]. In the last fow
decades, automatic facial expression reoogration (FER) has been considend an essential
part of various applications in human-computer imberaction [258]. Therefore, it is considered
a multidisciplinany research field as it is invoelved in many disciplines such as computer
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vigion, machine learning, peychology, neuroscience, and copnitive scence [29]. In 2016,
Jaisaral and Valstar [30] presented a combination of Conv elution Mewral Metwaorks (CNN)
and Bi-directional Long Short-Term Memory Mebtworks (BLSTM) that can detect Facial
Action Units. In 2017, Sang and his colleagues [31] introduced convolution neural sebarorks
that were capable of secopnizing facial emotions; the output layer included seven neurons
that wese labelled according to seven expressions. The purpose was to classify each image
as ome of the universal facial expressions. One year later, Chen, Yang, Wang, and Zouw
{2017} [32] presented a convolution newral network that wsed a corvolution kermel for
beatune extraction and a max pooling operation o miniodize the dimensions of the extracted
features. In this work, the proposed automatic recognition system of facial analysis was
constructed o identify each facial image as one of the seven facial expressions. One of the
earlier studies felated o facial amalysis was introduced by (Al Taee, Jasim, 2020) [33]. They
presented a CNM with the abiliby bo perform the process of FER to label each face as one of
the seven universal emotion cate gories that ane conside sed in the JAFFE database. The CNMN
was trained with different grey-scale images, and the accuracy of the results was 100%. The
work of Moharn, Seal, Keejear, and Yazidi (2021) [34] introduced deep convolution mneural
netw orks (DCNN) for recopnizing facial expressions. The proposed approach mcluded
bero main pacts. The frst part focused on finding cut local fatuees from the human face
using a gravitational force deseripton, while, in the second stage, the descriptor was fed
into the DCNMN model. The implementation of DCNN was applied through beo stages,
The first stage extracted edges, curves, and lines, while the second explored the holistic
featumes. In sumamary, Facial Action Units have been employed to encode the diffenent
facial expressions corresponding bo various facial motions with vary ing degees of sucoess
and intrinsic model imatations. Each specific combination of AlUs can form specific facial
expressions such as happiness, sadness, anger, fear, and so on

3. Methodelogy

Designing and developing a Convolution LSTM model involves systematic methodol-
oy to ensume effective design, training, and evaluation. This section presents theee major
phases that include: generating the dataset, pre-processing the dataset, and the proposed
syskem, which is based on a Convolution LSTM archifecture.

3.1. The Dataset
311 Generating the Dataset

Creating av atars using compuberpenerated animated charackers has significantly
increased over the last few years and is considened a valuable ool in stedying emoticns and
social cognition. Using avatars provides highly controllable, interactive experiments; allows
for various facial expressions; saves cost and Eme compared with human experiments;
and encompasses a variety of data induding different ages, skin tones, and ethnicites.
Howraver, there are still some imitations and drawbacks of involving avatars in sesearch
findings that have to be considered, such as that they cannot mimdc or capture the richness
and complexity of real facial expressions, especially the fine subtle facial movements soch
as micro-expressions. These shortcomings mindimize the realism of avatars. Generating
avatars’ dynamic facial expressions emulating the risk of deterioration using Action Units
wias based on the Facial Action Coding System (FACS) (Ekman Friesen, 1978) [13]. Here,
we wsed a typical combination of Actien Units as described in the work of (Madrigal et al,
HE) [3] What Faces Reveal A Novel Method to Identify Patients at Risk of Deterioration
using Facial Expressions. The Action Units in question are illustrated in Table 1, whene
combrinations of Alls are refered to Face Displays (FDO). Twenty-fve avatars aged bebaeen
18 and 70, with a mean age and standard deviation (Mage 3004, SDage 14.3957), wee
generated with various genders, skin tones (white, black, vellow ], and ethnicities (A frican,
Asian, White), face shapes (oval, long, squane, heart, diamond), and facial features {eye and
hair colour, shape and size of the nose, chin, cheeks, eves, forhead, lips). Each participant
implemented five different expressions that wene labelled indo five dasses (FIV, FD-L,
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FD2-K, FD3-L, FD3-R), representing patients whose health is deteriorating. Thene wene
10 male participants, sepresenting 40% of the whole avatars, while thee wee 15 kmales,
representing 6070 of the parbicipants. The dataset was generated consisting of 125 video
clips covering the five particular facial ex peessions, and each video lasted around 11-12 5,
displaying the faces of av atars were created and evolved using advanced 30 animation
tocls such as Blender and FacsHuman, FACSHuman is a sofbware v0.4.0 ool based on
FACS, which, in comjunction with MakeHuman software 1,20, helps to craft 30 avatars with
high standards of realism, aesthetics, and morphological precision. This involved detailed
facial rigging and expessions sy nthesis o mimic human facial expressions accurately. The
flexibility of the software allowed For the generation of FEs in limitless scenarios, enhafu:mb
the realizm of synthetic data. The avatars facing the camera at various angles with a frame
rate of around 25 fps showed dynamic facial expressions at risk of deterioration without
the muovement of the trunk The row dataset had around 37 000 frames for the whole videos
of all classes,

Table L Action Units of fne expressions at risk of deterioration and their relevant fadial muscle

Action Unit FACS Mame Facial Muscle
15 Lip Corner Depresor D\:FE?;ﬂanﬂ}m
Depressor Labii,
- . Felax aton of
= Lips part Mentalis {ALTI7),
Crrhicularis Oris
i Relaxation of Levator
43 Byes Cl Palpebras Superioris
55 Head Tilr Left
56 Head Tilt Right

The relev ant Action Units of fve classes and the muscles that are esponsible for their
appearance, along with image samples of these expoessions, ase shown in Table 1.

The generated avatarvideos simulated actors imatating the behaviour of patients at sk
of deterioration while the body was considened under static conditions and w as recorded
via camera, either with or without the movement of head poses. The inensity of the
deterioration expoession was fixed at 100% of the maximal contraction of the AUs depicted
in Table 1. Each video began with the avatar show ing a seutral expeession (sets of AUs at
0). The kevel of AUs linearly increased to reach 8% of contraction for 1 & The deterioration
expression was mainitained for @ 5 until the end of the dip, as depicted in Figuee 1. In the
first few seconds (4-5 s) af each video, the av atar first stayed stabic along with a newtral
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ex pression; then, the facal muscle movement started showing deterioration until reaching
the maximum point at the end of the video. The automatic model analysed each frame
and triggered when the participant was under deterioration risk at that captused frame.
The position of the cursor along the scale was converted to numerical values between
0 ("normal situation™) and 100 ("worst condition of deterioration™). The deterioration
believability task rating cormesponding to the percentage of " True deteriorated” responses
was calculated for each condition of the five classes. The left avatar of Figune 1a expresses
a neutral expression, while the right avatar feveals a deterioration condition in the final
stage (AUs fecruited at 90% of their maximal contraction). As illustrated in Figure 1,
deterioration intensity incarased significantly with the amplitude of (AU15, AU25 AU43,

AUSS5, AUS6) movement

Figure 1. Facial expression areas that mveal if the patient i under deterioration or not. (a) The left
avatar expresses a neutral ex pression, which is bounded by the blue rectangies. (b) The right avatar
reveals deterioration status in the final stage, which is bounded by the red rectangles.

Table 2 shows 5 classes of different combination of AUs along with their descriptions

and the number of generated videos in each dass.

Table 2 Combination of AUs of each class to form facial expressions of participants at risk of

deterioration and the number of generated videos.

Expressioms lrw odved Action Usats Description Samples of Video Clipe
1) AU (5425443 ;j;g’:f;’&"‘tj‘“"", 25
B Lip Cormer Dy =
D21 AUN54454+35) bulb 3 *hm‘.’._‘ b3
om < Lip Corseer Dy ——
BBR ALQS£43 458 Fyes Chseed, Hiendl Tilt Rigght =
® Lip Cormer Deprosa <
FD3L AU (15425 4+ 43 4 55) i s yan Chasad T Tt Lo 2
PR AU (15 + 25 4+ 43 4 36) Lip Cocser D s

prosor
Lips pact, fyws Ocserd, Hiewd Tikt Rightt

The sesults showed that the avatar's deteriorated expression was perceived to be mone
imtense and more believable in the presence of a combination of the upper part and lower
part of the face. Figume 2 shows an avatar with five different expressions in perceptive of
deterioration, and each particular expression belongs to one class, such as the combination
of AUs (15 + 25 + 43) belomging to the class named FD1, AUs (15 + 25 + 55) belonging to the
class named FD2-L, AUs (15 + 25 + 55) belonging to the class FD2-R, AUs (15 + 25 + 43 + 55)
belonging to the class labelled FD3-1, and finally, the FD2-R class includes samples that

show the combination of AUs (15 + 25 + 43 + 65).
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FO1 FO2-L FO2-R FO3.L F'3-R

[L5+25+43] [15+25+35) {154 254561 11582514 3453] {1542 5143+456)
Figure 1 Five dasses alongwith the combination of Adction Units.

31.2 Transfer Facial Expressions to Static RBeal Faces Using the First-Order Motion
Model (FOMM)

The face swap, bring the face to life, image animation, and Deeplake generations
techniques are applications wsed to replace the face of cne person with the face of another
sequence. In 20019, Sarchin [35] and his colleagues presented a compuler vision and deep
learning medel, which is called the First-Chrder Motion Model (FOMM), to penerate video
sequenaes in such a way that the object in the source imapge s animated according to
the motion of the driving video. The ability of this model to learn facial expressions is
significant without the need bo know any prior information about the specific object to
animate. The concept of image animation is o synthesize a video using beo main parts.
The first one is the source image, and the other one is the driving video, The model is
trained on a dataset of imapges and videos for the objpcts of the same category (e.g, face,
body) by identifying key points on the object and then following theom o the mation in the
video. Recent applications of CININ have proved to mimic realistic human faces. Training
nebworks on a large number of images and video datasets can generate realistic talking
persons. A source image of someone can be animated to the target peses of another one
in the driving video [36]. The FOMM combines the appearancs extracted from the sounce
image and the motion derived from the driving video. The framew ork deseribed in [35]
has achieved satisfactory results on a variety of object categories. Their model has pae-
processed the dataset, extracting an initial bounding box in the first video frame. Then,
it tracks the object until it is too far away from the mitial pesition. After that the video
frarmes use the smallest crop containing all the bounding boxes. This process is mepeated
until the end of the sequence. Then, it fllers out sequences that have a sesolution lower
than 256 = 256, and the remaining videos are pesized to 256 x 256, preserving the aspect
ratio to oblain a more eealistic video whene the head moves freely within the bounding
box. The model wees 19,522 training videos and 525 test vide os, with lengths varying from
64 b 1024 frames This project has adapted the FOMM o capture facial expiessions for
various images, The model was trained to reconstruct the training videos by combining a
sirpgle frame and a kearned potental characterization of the motion i the driving video.
At test ime, we applied our model to pairs compesed of the sounce image and each frame
of the driving video and perform image animation of the source object The model was
trained and tested with different datasets containing various objects. More precisely, the
method automatically produced videos by combining the appearance extracted from a
sournce image with motion patéems derived from a driving video. For mstance, a facial
image of a certain person could be animated follonwing the facial expressions of another
person as shown in the sequence of frames from Figune 3. The method was employed
in this proposed study to generate and expand a mone realistic dataset for real people’s
faces by transferring this combination of irw oluntary facial expoessions and head poses of
patients under risk of deterioration by animating, the: facial expression, eyeball movement,
and head poses of real faces in a source image based on the motion of a facial expression
and head poses of avatars in a driving video as shown in Figue 3. We applied the FOMM
using a pre-trained deep kaming method, and the raw data consisted of driving videos
of 3D animated characters displaying the specific expressions of a patient in deterioration
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and neal human faces from an open database known as the Celebrity Face Image Dataset.
These expressions were faithfully transferaed to the various source images of different real
people’s faces as shown in Figumes 3 and 4. The model was implemented by utilizing source
images of feal human faces from an open database known as the Celebrity Face Image
Dataset, and the nesults of facial expressions, head poses, eyeball movement, and other
actions from the videos transferned to the source images wen considered of good quality
and realistic Transferring the facial expressions data to static real faces and bringing them
to life was an essential task to train the model on the facial expressions of real human faces.
Creating a nealistic robust model that can be applied in the real world on real faces can be
achseved by utilizing a model that can bring the al faces of facial images to life as can be
seen in Figunes 3 and 4.

Ceming Vuleo

Sowece Wnaee

Cautput Video

Figure 3. Frames of video sample after utilizing FOMM to transfer facal expressions from avatars to
real facial images

FO1

FD2-L

FO3R FD3-L

1os4 o2 o224 1050

Figure 4 Samples of five classes of facial frames mpresenting five dasses

211



APPENDIX A. PUBLISHED PAPER

Iformatics 2024, 71, %

10af26

In summary, after generating and recording the facial expressions of each avatar, the
facial expressions of avatars were transferred to static images of real people’s faces using
the Celebrity Face Image Dataset that is available as an open database on Kaggle. Using
the FOMM, the number of generated videos was expanded to neach 176 video clips that
had colourful sequences of frames with a framerate of around 25 fps and a length of each
video (11-12) seconds, so we had (275-300) frames in each video. The paper presents
176 generated videos, and there were around 50,550 frames for all videos. The five facial
expressions ane shown in Figure 4.

3.2. Pre-Processing Dataset

The pre-processing methods have a great impact on improving the performance of
the keaming process and model generalization by enhancing the quality of the dataset,
minimizing noise, introducing variability, and providing standardzed input data for
machine karning models. Choosing the appropriate methods is based on the natune of the
data, characteristics of data, eequirements of the machine learning model, and the target
task It is crucial to achieve a balance between increasing the variability and preserving
the essential features of the dataset. This section produces pre-processing methods that
have been employed for the proposed system. To achieve consistency across the various
image datasets, it was crucial to adjust the dimensions of images by resizing them to a
particular size.

2.1 Face Detection Technigue

Detecting and identifying faces is considered a crucial step in FER for several rea-
sons. Its significant rule hes in providing felative data by focusing on the fae negion
that contains the essential featums and pattems to captune detailed information on facal
expressions and classify their ty pes by involving subsequent analysis. The faces have a
wealth of information expmessed by facial expressions, including the positions, intensity,
and appearance of AUs for specific facial muscle movements. Thenefore, providing the
model with the region of intenest by localizing and aligning the face ana aids in isolating
the face from the background and introducing the relevant features that result in eeducing
the impact of introducing irrelev ant data, like backgrounds with noise that may affect
the accuracy of model prediction, along with unnecessary computations which reduce
the model performance. The proposed framework used the open-source programming
packages called Mediapipe (version (.10.9) for face detection. Mediapipe is considered a
welkknown method for face detection and facial landmark location, and it can be used for
the recognition of facial £atures and expressions through single facial images or a contin-
uous stream of facial images. Figune 5 shows how the Mediapipe provides a pre-trained
face mesh model that can detect face and facial landmarks such as the eyes, nose, mouth,
eyebrows, jawline, etc, through facal frames.

-
.-
.-
-
.

itisi

D

F0l o2& FD2-L FO3-R

Figure 5. Facial frames samples for each class after pre-proaessing using face mesh as a face detection
technigue.

The architecture of the pre-trained model for locating the face and its landmarks
was based on a combination of methods, including computer vision and deep-lkeaming
algorithms, that wene trained to localize facial landmarks in images and frames. The convo-
lution neural netw ork (CNN) is the deep kearning method for detecting faces and localising
their facial landmarks. Its architectuse consists of multiple convolution layers followed by
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the pooling layers and fully connected layers. This model was trained to automatically
learn the hie rarchical facial featumes of images to achiev e an accurate prediction.

Each generated video was labelled and categorized into one class of five classes
according to its Face Display (FI). Figure & illustrates the distribution and suwmber of

samiples for each class.
Total by of samipies

1040
w S
=
B
! o
T
£
3

00

FLR-L

Fhz-R FO4.L
Movemanis

fa)
The ralia bebwaan the numbar of kolal samphes.

FOi1 .
‘R

FDE-L

FD2-H
()

Figure & Number and ratio of samples in each class for the whole datsset. {a) The toksl number of
samples is epresented by column chart (b) The ratio of samples in each cass.

The whaole dataset was then split into traingng and test datasets. The st data wene
essential to evaluate model performance on unseen data. The split was pecformed at 15%
for kst data and 85% for traindng data, as illustrated i Figuse 7. 1t is worth noting that
any proposed medel performs more precisely when it is fed with a rich, sufficient, and
diverse dataset.
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Figure 7. Mumber of samples in training and test dataset. {a) The number of samples in the training
dataset. (b) The numiber of samples in the fest dataset.

322 Oversampling

The final step in the pre-processing method is the oversampling method, which s
considered an effective process in machine learning to handle imbalanced classes and
improve model performance by training it with a balanced training set. The oversampling
method was only applied to training datasets bo avoid data keakage Again, evaluating the
mode] performance on an imbalanced test dataset is crucial o assess its ability to perform
real-world generalization. Figure & shows the training dataset before and after applying
the eversampling method.
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Figure 8. Mumber of training samples befor and after oversampling method. (a) Number of
samples of training dataset befors pling. (b} Mumber of samples of training dataset afier
3.3 Proposed Conoohition Long Shorl-Term Menony (Conol. 5TM ) Mods

L5TM can handle temporal input data and achieve high accuracy of prediction; how-
eved, it suffers from capturing spatial data, sesulting in failing to capture features of spatial
data. Themefone, Xingjian and other contributors [37] addressed this problem and devel-
oped ConwL5TM, which replaces the state- to-state transition operations in the LSTM with
convolution operations [t involves convolution operation within the LSTM stoucture, and
it is particularly popular in computer vision and video analysis tasks as it has demon-
strated pemarkable suceess in capturing and handling complex dynamic patte s within
i sequences and video stieams. The Corw [STM mode | expands the traditional LSTM
capabilities by involving convolution layers to propose a method that allows the model o
learn and retain spatial dependencies in the input sequential data producing an effective
prediction mode] for tasks involving sequential data with spatial characteristics such as
video analysis, spatictemporal modelling, and image sequence processing [35].
331 Convolution Layers

These layers ane responsible for performing convelution operations on input data to
capture spatial patterns and relationships toextract relative Reatures [37,33].

Muinbei o asighic
E B E

X 5 8 B

332 L5TM Cells
These @lls an nvolved in capturing temporal dependencies in the mput sequential
data [37,38]. Each cell includes three types of gates: the input gate, forget gate, and
output gate. These gakes an responsible for segulating the fow of information through the
cell, allowring the network to retain or discard information over Eme [39). By combining
corwolution layers and LSTM cells, the model can effectively process both spatial and
jes in the sequential data. Thenefore, it is considered suitable for
handling tasks such as video prediction, action recognition, facial emotion recognition, and
other tasks whemn understanding and analysing both the spatial and temporal aspects of
data is erucial Therefone, this paper proposed the ConvL5TM model to fecognize facial
expressions through frames of video stream due to its ability o captune both spatial and
temporal dependencies in facial expressions over time. Figue 9 shows the Conv LSTM
structure [40] whene the new memaory G and cutput Hy will be generated by updating the
ke rmal memory G _q to the current mput X, and the previous output H, 4.
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Figure & Structure of ComvSTM [40].

The mathematical expression of the ConvLSTM in the updated gates is given
as follows:

F=(Nef o X, +Waf o hit — 1)+ Wef o Ct— 1)+ by) m
it = (Wai & X0+ Wid o h(t — 1)+ Wei « Ct — 1) + by) @
Or =(Wz0 o X + Wi0 o it — 1) + W0 » Gy + bo) 3
G =fC(t — 1)+ itanh(Wzc o X; + Wyc o bt — 1) + k) @
hy = Outanh(G) 5)

when « efers to convolution operation, and X refers to the Hadamard product. Wy, Wy,
and Weo refer to the weight matrices.

All the weight matrices and bias vectors will be updated in each update process.

In this model, a background removal procedure was apphied before the generation
of the extraction vector to avoid dealing with multiple problems that may occur such as
noise of the background, distance from the camera, light, irelevant data, etc Then, an
expressional vector has been applied to detect and characterize the 5 various kinds of
patients’ faces under deterioration. It was possible to cornectly highlight the class label
of facial expression with 99.4% accuracy. The proposed system phases ame depicted in
Figure 10.

The model was trained and evaluated using the k-fold cross-validation process, which
helped ensure that the model generalised well to unseen data. Instead of relying on a
single train-test split, which might lead to ove rfitting or underfitting, k-fold cross-validation
trained the model on multiple diffesent subsets of the data, which resulted in better leaming
the underlying patterns and avoiding overfitting to any particular subset.
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Image Preparing

Feature Extraction Classification Qutputs
Probabilities

Figure 10. The proposed model architectuz

4. Results and Limitations

The proposed model has been trained and tested on the generated dataset The dataset
includes video frames for five classes of specific facial expressions (FD1, FD2-L, FD2-R,
FD3-L, FDG-R) for various facial landmarks, skin tones, and ethnicities repaesenting patients
at rigk of deterioration. Achieving optimal results depends on many factors, such as the
quality, quantity and diversity of the dataset, the effectiveness of featume extraction methods,
the model structure, experimentations, and fine-tuning. After the dala training stage, the
model has to be evaluated for its reliability by testing their ability to handle and mas#er the
target task. The evaluation of machine leaming models is based on essential metrics such
as accuracy. The target of a machine leaming engineer or designer is to achieve the highest
model accuracy, and this measurement represents the model’s ability to find the features
and relationships between data that relate to the target task The accuracy is focused on
the number of true predicted samples and calculated by finding the number of correctly
predicted samples to the overall number of predictions. These are four essential measumes
used for estimating model performance, including: 1. True positives (TP): the number
of correctly predicted samples. 2. True negatives (TN} the number of rightly predicted
values as negative. 3. False positives (FP) the number of positive samples that ase wrongly
predicted. 4. False negatives (FN): the number of negative samples that age incorrectly
predicted The correct predictions of the model include the true positives and the true
negatives, while the model misleading includes the false negatives and false positives. The
accuracy of the model can be calculated by the following formula [41,42]:

True Positives + True Nzgum'ws

Aceurasy = g Positives T True negatives + False positives + False Negalives ©)

The accuracy metric is a straightforward measurement; however, it cannot be con-
sidered a sufficient evaluation for all tasks due to some limitations. For instance, it might
be the improper measurement in evaluating imbalanced classes where there is a substan-
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tial difference in the number of samples in a class compand with the other classes, It
may result in a metric of accuracy being very high because of its corsect prediction of the
majority class, even if the model performs poorly in the other minosily classes. Another
metric is poecision, which is responsible for measuring the ability to captuse the number
of cormectly predicted samples of positive class. [k can be calculated by finding the ratio
of correct sample predictions o the overall number of samples identified as positive class.
The proportion bebween true positives that ane cortectly identified and the total of both
true positives and false positives can be caleulated in the following formula [43]:
True Posalives

P 151 =
frewon Triee Positives + False Posilives @

Becall is an evaluation metric that is sometimes known as sensitivity, especially in the
medical and biclogical fields, e true-positive rates due to its ability o provide an accurate
evolution of model performance in identifying the positive samples. Tt records the ability
to identify positive samples and can be measuned by finding the ratio bebween the troe
positives and the total number of positive samples [£4].

Trie Posiives

Racall = A
True Pesilives + False Negalioes 8)

Ancther popular metric for evaluating model performance i the F1 scone. [t is
considered the harmosnic mean of precision and tecall, providing a balance bebveen them
and serving as an effective metric in imbalanced classes. Its importance lies in evaluating a
model's ability to detect true positives and false negatives. The equation for caloulating the
F1 Scone is as follows [45]:

Precion « Recall
Fl Score =2 & Pregsion + Recall {9)

Table 3 illustrates these metrics, which provide an evaluation of the proposed CenvL-
S5TM model The evaluation of model performance s measuned by testing the prediction of
the model om unseen or new data during the testing process, recognizing relevant featunes
in umnseen neme data, Ohme of the most comumen evaluation methods is the confusion ma-
trix which uses four essential components: thee positives (TF), troe negatives (TH), false
positives (FP), and false negatives (FIN), in assessing and evaluating the performance of
classification models. Figuses 11 and 12 show the accuracy and loss of the testing, dataset
for the proposed modal

Figune 13 presents the confusion matrix that summarises and visualizes the perfor-
mance of the proposed model. Each row of the matrix presents facial expressions in the
actual class, while each column represents facial expressions in the predicted class.

Figures 14 and 15 illustrate all evaluated measurements of the proposed model

The five evaluation measuements for five classes are illustrated in Table 3.

Table 3. Braluation metrics for each class the total mean performance.

Class Naoss: Facial Expocssion Poecision Recall F1 Seum: Acouracy
mm ALTLS 4+ 254 43) LIS 100rs 10 100
F2-R ALT1S 4 43 4 55) LIS jliig A 1% pliii 3
FIz-L ALT1S 4 43 4 56) L jliig A 100%. o
Fa-R AULS + 25 + 43 4+ 55) LIS 100rs T 100
DL AULS + 25 + 43 4+ 55) LIS 9 10 100
Ml b1 8 YA, 1o0%. G B

The above measurements provide insights info variows aspects of model pecformance.
The precision, recall, Fl scone, and accuracy mecorded %08%, %0 EYN, 1000, and 99.87%,
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on

respectively. This study shows very promising outcomes in detecting the deterioration of
patients from their facial expaessions. However, the limitation of this project is that real-life
data samples could not be collected due to ethical procedures as the data alated to patients
in critical care units and inkensive care units The generated data are based on the psy-
chologists” study presented by [3] which helped to introduce avatars mimicking the exact
specific five categorical facial expressions that show patients suffering from deterioration.

- ey -0 B M
Cpochn
v~
o " o s ”0 B
Epocha

(<)

Figure 11 (a) Evaluation metrics of model performance. Accuracy of the proposed model
(b) Precision of the proposed model. (¢) Recall of the proposed model
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We conducted experiments with other deep kaming models, such as Vision Trans-
fermers, on the generated dataset However, the esulls were not satisfactory due to the
spatiaHtemporal natue of the dataset’s features. In contrast, the CNN mode] has a sig-
nificant ability to explome and recognise spatial features, while the LSTM model is well
knonn for its capability of capturing tempodal featunes. Consequently, the ConvLSTM
mode] achieved state-of-the-art fesults in predicting the facial expressions (FEs) of patients
at risk of dete ricration.

Figune 16a shows the ROC curve and Figuee 16b shows the precision-necall (PR) curve,
which are used to evaluate the performance of a classifier, especially when dealing with
imbalanced datasets.

Figure 12 Loss, Mean Square Ermr and Mean Absolute Erme (a) Loss of the predicted model
(b} Mean Square Ermor of the predicted model. () Mean Absclute Ermoc
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Figure 13. Confusion matrix.
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Figure 14. Evaluation of the model
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Precision-Recall Curve
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Figure 16 Evaluating mode! by Receiver Operating Characterstics Curve (ROC) Precision-Recall
Curve. (a) ROC. (b) Peecision-Recall Curve.

In addition, the model has been evaluated using the unseen data separated from the
whole dataset befom training, and the model also shows high predicted results as shown in
Figure 17.
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Figure 17. The percentage of accuracy of model prediction for unseen data for different classes.
(3) Accuracy of prediction of unseen data predicted as Class FDI. (b) Accuracy of prediction unseen
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5. Conclusions

Ohar faces hold and show valuable dues about human emotions and their aben-
tions [46]. FER has been intensively studied for the lask few decades in computer vision,
due to its importance to improving communication with individuals and generate empa-
thetic responses. Early detection of signs of patients” detericration from facial expressions
iz a challenging task for healthcae professicnals. Thenefore, this paper has concentrated
on proposing suitable methods, employing deep learning algorithms as a solution for
identifying signs of patients’ dete ricration through their FEs. With recent technologies and
adv ancement in compuber vision, pattern recognition, and machine learning, it is possible
b detect and characterize FEs through images and video stieams with high accuracy us-
ing DNMN models such as Conv L5TM model The main objective of this research was to
design a framework for automatic FER to predict FEs of patients at risk of deterioration.
The proposed system used a generated database called PRD-FE comprising five different
combination sets of Als (FD1, FD2-E, FD2-L, FD3-K, and FD3L), representing FEs of
deterioration risk. This paper presents a framew ork for automatic FER based on facial
landmarks and Conv LSTM architectune, achieving stabe-of-the-art esults with an accuracy
of ¥ 8%, The proposed system has wsed a generated database that includes five classes of
patents under deterioration, ie, FD1, FD2-E, FD2-L, FD3-F, and FD3-L. Employing the
facial landmarks detection technique resulted in improving the prediction of the proposed
model,, achieving a significant accuracy of anound %9.8%. Futue work will concentrate
on collecting realworld data to further validate the proposed models and present them
as integrated systems with other medical assessment systems to enbance the chances of
human survival.
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