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Comparative Analysis of Community Detection 
Algorithms in Biological Networks 

 

 

Abstract— Community detection in biological networks is 
crucial for understanding complex interactions among 
biological entities. This research focuses on performing 
community detection using several algorithms such as 
Kernighan lin bisection algorithm, Louvain algorithm, 
Girvan Newman algorithm, Fast Greedy algorithm, and 
Asynchronous fluid community algorithm on various 
biological datasets. We evaluated the modularity and 
partition quality for all the communities using all these 
algorithms separately and did a comparative analysis on the 
results. Using those results we were able to identify which 
algorithm is more efficient and scalable in performing the 
community detection for biological networks. 

 
Keywords— nodes, edges, community, network, modularity, 

partition quality 

I. INTRODUCTION 
      The study of biological networks has become pivotal in 
unraveling the intricate relationships among molecular 
components. These networks, representing interactions 
within biological systems, present a complex tapestry of 
relationships that underlie cellular functions. Community 
detection, an essential aspect of network analysis, facilitates 
the identification of cohesive modules within these intricate 
structures. This research endeavors to advance community 
detection algorithms tailored to biological networks, aiming 
to reveal underlying organizational principles. By 
deciphering modular patterns, this investigation contributes 
to a deeper understanding of cellular processes, offering 
insights into disease mechanisms and potential therapeutic 
targets. The exploration of biological networks stands as a 
key frontier in contemporary life sciences.  
 
In this paper, we present the following.  

• Performing Community Detection using various 
algorithms. 

• Evaluating the performance of each algorithm 
using quality functions like modularity and 
partition quality. 

• Performed a Comparative analysis of each 
algorithm using various biological datasets and 
predicted the better algorithm. 

 

 
Fig.1 An example of a network having different 
communities. 
 

The above Fig.1 is a basic example of a network having 
different communities in it. [4]  

• All the numbered circles in the above network 
are represented as different nodes, and the 
connections between the nodes are referred to as 
edges (connections).   

• Nodes colored with the blue color belongs to a 
certain type of (biological domain) (example) 
and are interconnected to each other to form a 
community.   

• Nodes colored with the green color belongs to a 
certain type of (ecological domain) (example) 
and are interconnected to each other to form a 
community.   

•  Nodes colored with the yellow color belongs to 
a certain type of (scientific domain) (example) 
and are interconnected to each other to form a 
community.  

In the above example blue color community relates to 
red color and green color, all other communities are also 
connected. 
 
Applications of community discovery 
 
Community discovery has vast applications int the 
following domains. More details are given in (Table I). 
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Table I. Applications of community discovery in various domains 

 

Network   
domain 

Node  Edge  Communities 

Biological  Protein heads present 
at different parts of 
body. 

Physical protein 
interactions. 

Population of animals living in a 
particular habitat. Microbial 
community, such as the microbiome of 
the human gut. 

Ecological  Genes, individuals, 
populations, species, 
etc. 

It may depict interactions 
of different kind, or 
movement measured in 
numerous ways. 

A forest ecosystem may include trees, 
shrubs, and plants that provide food 
and shelter for animals such as birds, 
insects, and mammals. 

Engineering  Different types of 
engineering branches, 
variety of students 
choosing variety of 
branches. 

Connection between each 
branch like common 
subjects or different 
students studying common 
subjects. 

communities in engineering can be 
used for the job searching processes 
and calculation of literacy rate. 

linguistic  Nodes are typically 
represented by words 
or phrases 

Relationships can be based 
on a variety of factors, 
such as semantic 
similarity, syntactic 
structure, or cooccurrence 
in a text corpus. 

The communities in linguistic domain 
include, In general,  
Words or phrases that are semantically 
similar, syntactically related, or 
cooccur frequently in the corpus are 
more likely to belong to the same 
community 

 

II. LITERATURE SURVEY 
     Community detection within complex networks remains a 
pivotal endeavor for understanding system dynamics and 
organization beyond local constituents. A multitude of 
algorithms have been proposed, yet comprehensive evaluations 
of their efficacy are sparse [5]. Prior assessments often relied 
on small networks or simplified artificial graphs, failing to 
capture the complexities inherent in real-world systems [6]. 
Recent studies, however, have undertaken rigorous evaluations 
against benchmark graphs featuring heterogeneous degree and 
community size distributions, shedding light on algorithmic 
performance [7]. Notably, algorithms introduced by Rosvall 
and Bergstrom, Blondel et al., and Ronhovde and Nussinov 
exhibit promising results, showcasing both effectiveness and 
computational efficiency for large-scale analyses [8]. 
Community detection transcends disciplinary boundaries, 
permeating sociology, biology, and computer science, where 
networks serve as quintessential representations [6]. Despite 
concerted interdisciplinary efforts, challenges persist, 
necessitating thorough methodological expositions and 
discussions on testing methodologies and real-world 
applications [6]. Moreover, the significance of community 
detection extends beyond theoretical exploration, finding 
practical utility in domains like social media analysis and 
biological network modeling [7]. In parallel, advancements in 
computational methods have facilitated drug repositioning 
efforts, with novel approaches like HINGRL leveraging 
heterogeneous information networks for precise drug-disease 
association predictions [9]. Additionally, the burgeoning field 
of systems biology faces challenges in visualizing and 
interpreting complex biological networks, spurring the  
development of user-friendly visualization tools with enhanced  

 
 
data integration capabilities [10]. Furthermore, high-throughput 
technologies have revolutionized data generation in biological 
research, necessitating effective storage, analysis, and 
comparison algorithms for pathway and interactomics data 
[11]. The identification of open problems, particularly in 
network alignment algorithms, underscores the ongoing quest 
for robust methodologies in biological network analysis [14]. 
Alongside algorithmic discoveries like the Louvain, Kernighan 
Lin, Girvan Newman, Fast Greedy, and Asynchronous Fluid 
algorithms, the field of community detection continues to 
evolve, offering new avenues for exploration and application 
[12][13][15]. In this context, our research contributes to the 
field by performing community detection using several 
algorithms such as Kernighan Lin bisection algorithm, Louvain 
algorithm, Girvan Newman algorithm, Fast Greedy algorithm, 
and Asynchronous Fluid community algorithm on various 
biological datasets. We evaluated the modularity and partition 
quality for all the communities using all these algorithms 
separately and conducted a comparative analysis on the results. 
Our findings allowed us to identify which algorithm is more 
efficient and scalable in performing community detection for 
biological networks [1-3], contributing to the ongoing 
advancement in this area of research. 
 

III. METHODOLOGY 
A.  QUALITY FUNCTIONS  

    In our research we used various quality functions like 
modularity and partition quality to evaluate the performance 
of various algorithms on several biological datasets. A variety 
of functions are introduced or proposed for better division of 
networks and to maintain the goodness of them. 



 
1. MODULARITY 
    Modularity, also known as community detection, is a 
valuable measure of a network's structure. Originally designed 
to evaluate the degree of module separation in a network, high 
modularity networks exhibit strong interconnections between 
nodes within modules, but fewer connections between nodes in 
different modules. Although a diversity of community detection 
algorithms has been proposed, the quality of community 
detection is usually measured by modularity and some 10 
benchmark graphs. Hence, we can say that higher the 
modularity, better the division of communities. The modularity 
Q of a graph division into k clusters V1...., Vk is given by: 
 

                    (1) 
 

Formula for calculation of modularity is given in the 
above Eq.1. 
 
2. PARTITION QUALITY 
    The ratio of intra-community edges to total edges in the 
graph represents the coverage of a partition. To determine the 
effectiveness of a partition, one can measure the number of 
potential edges against the combined number of 
intracommunity and intercommunity non-edges. This 
calculation provides valuable insight into the partition's 
performance. It is a set of two values and these two values 
typically represent the precision and recall of the community 
detection algorithm, respectively. Hence, we can say that 
higher the partition quality, better the division of communities. 

B. COMMUNITY DETECTION ALGORITHMS 
    In our research we used various algorithms to perform 
community detection on several biological datasets and 
performed a comparative analysis. 

1. KERNIGHAN-LIN-BISECTION ALGORITHM 
    The Kernighan-Lin (KL) bisection algorithm is a graph 
partitioning algorithm that is used to divide a graph into two 
smaller sub-graphs while minimizing the connections 
between those sub-graphs. The algorithm works by 
iteratively moving nodes from one subgraph to the other to 
reduce the number of connections between the two sub-
graphs.  

2. GIRVAN NEWMAN ALGORITHM:  
    The Girvan-Newman algorithm is a powerful tool for 
detecting clusters or communities within networks. 
Combining the principles of divisive hierarchical clustering, 
it initially considers the entire network as a single cluster 
before partitioning it into increasingly smaller sub-clusters 
through iterative processes.  

3. LOUVAIN ALGORITHM 
 Louvain Community Detection Algorithm is a straightforward 
approach for determining a network's community structure. 
This is a heuristic strategy for optimizing modularity. To 

optimize community formation, the algorithm follows a two-
step process. First, each node is initially placed in its own 
community. Then, for each node, there is a concerted effort to 
increase positive modularity by relocating the node to 
neighboring communities. If no improvements are achieved, 
the node stays in its original community.  

4. FAST GREEDY ALGORITHM 
     The Fast Greedy algorithm is a hierarchical clustering 
algorithm used for community detection in networks or 
graphs. It is particularly popular for identifying communities 
in larger networks. The algorithm iteratively merges nodes 
into communities based on a greedy approach that optimizes 
a modularity function. The quality of a network's partition 
into communities is measured by modularity.  

5. ASYNCHRONOUS FLUID COMMUNITY 
ALGORITHM 

     The core concept behind the algorithm is inspired by the 
behavior of fluids, where they expand and exert force on 
each other within a particular region. Its initialization is 
random, therefore the communities detected may differ 
between executions.  

C. DATASET 
     In our research, we examine the area of biological networks 
and     utilize them as main datasets for a comprehensive study 
of community discovery. To this end, we apply five different 
algorithms, and in doing so, we analyze and compare their 
effectiveness in revealing the underlying structures of 
biological networks. We quantify each algorithm's modularity 
and partition quality to determine which performs best at 
defining meaningful communities inside these intricate 
networks. This comparison analysis provides important insights 
into the performance and application of each algorithm in the 
context of biological network research, in addition to 
highlighting the benefits and drawbacks of each approach. 
More details are given in (Table II). 
 

Table II.  Representing the graph properties of all the 5 
datasets. 

Dataset No of 
Nodes 

No of 
Edges 

Graph 
Density 

Avg 
Cluster

ing 
Coeffici

ent 
ChCh-

Miner_durg
bank-chem-

chem  

1514 48514 0.0424 0.3040 

ChG-
Miner_mine
r-chem-gene  

7341 15138 0.0006 0.0 

bio-yeast-
protein-

inter  

1870 2277 0.0014 0.0672 

bio-CE-LC  1387 1648 0.0018 0.0758 

bio_DM_L
C  

658 1129 0.0053 0.1048 



IV. EXPERIMENTAL RESULTS 

Community Graphs for all the 5 datasets using,  
 
Dataset_1: ChCh-Miner_durgbank-chem-chem 
 

 
 
Dataset_2: ChG-Miner_miner-chem-gene 
 

 
 
 
Dataset_3: bio-yeast-protein-inter 
 

 

 
Dataset_4: bio-CE-LC 
 

 

Dataset_5: bio_DM_LC 
 

 

RECORDED VALUES 
The values of partition quality and Modularity for all the 5 
datasets as determined by the 5 respective algorithms are 
shown in the (Table III, IV) below. 
 

Table III. modularity of 5 datasets 

Data Set Kernigh
an 

Louvai
n  

Girvan 
Newm

an  

Fast 
greedy  

Asyn 
fluid 

commun
ity 

ChChMin
er 

durgbank 
chem-
chem 

0.4145 0.3912 0.0003 0.3395 0.2819 

ChGMine
r miner 

chem-gene 

0.3739 0.7505 0.0880 0.7135 
 

0.4921 

Bio-yeast-
protein 
inter 

0.4144 0.8478 0.3019 0.8492 
 

0.5116 

Bio-CE-
LC 

0.4325 0.9068 0.3907 0.9060 0.5554 

Bio_DM_
LC 

0.4145 0.8143 0.5065 0.7893 0.5618 
 



Table IV. partition quality of 5 datasets 

 
 

V. DISCUSSION 
     For ChCh-Miner_durgbank-chem-chem dataset, Louvain 
algorithm has obtained better modularity and partition quality 
values on average, indicating it performs better for this 
dataset. For ChG-Miner_miner-chem-gene dataset, Louvain 
algorithm has obtained better modularity and partition quality 
values on average, indicating it performs better for this 
dataset. For bio-yeast-protein-inter dataset, Fast Greedy 
Algorithm dominates with the highest modularity and strong 
partition quality values. For bio-CE-LC dataset, Fast Greedy 
Algorithm achieves the highest modularity and strong 
partition quality values, indicating superior performance. For 
bio_DM_LC dataset, Louvain Algorithm once achieves the 
highest modularity and strong partition quality, indicating its 
effectiveness for this dataset. In summary, based on the 
average overall performance, the Louvain Algorithm appears 
to be the best-performing algorithm across the five datasets, 
considering both modularity and partition quality. 

VI. CONCLUSION 
Community detection in biological networks, akin to its 
applications in diverse domains, employs mathematical 
models and optimization algorithms to unveil the modular 
structure inherent in complex biological interactions. By 
leveraging objective functions like modularity, this approach 
provides valuable insights into cellular organization. The 
combination of computational tools and biological insights 
not only improve our understanding of complex network 
dynamics, but it also holds promise for breakthroughs in drug 
development, disease understanding, and personalized 
therapy in the field of systems biology. In the analysis of 
biological networks, community detection algorithms were 
applied to datasets using Kernighan Lin Bisection, Girvan 
Newman, Fast Greedy, Asynchronous Fluid and Louvain. 

Across diverse biological datasets, the Louvain Algorithm 
consistently exhibited superior performance, demonstrating 
higher modularity and robust partition quality. Its efficiency 
and scalability make it a reliable choice for detecting 
communities in biological networks.  
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Data Set Kernig
han  

Louvai
n  

Girvan 
Newm

an  

Fast 
greedy  

Asyn  
fluid 

community  
ChChMiner 

durgbank 
chem-chem 

(0.851, 
0.530) 

(0.622, 
0.825) 

(0.100, 
0.055) 

(0.711, 
0.688) 
 

(0.737, 
0.653) 

ChGMiner 
miner 

chem-gene 

(0.937, 
0.501) 

(0.845, 
0.963) 

(0.910, 
0.215) 

(0.878, 
0.950) 
 

(0.911, 
0.667) 

bio-yeast-
protein 

inter 

(0.915, 
0.502) 

(0.880, 
0.977) 

(0.997, 
0.464) 

(0.889, 
0.974) 
 

(0.904, 
0.615) 

bio-CE-LC (0.917, 
0.502) 

(0.938, 
0.969) 

(0.910, 
0.548) 

(0.943, 
0.967) 

(0.955, 
0.610) 

bio_DM_LC (0.963, 
0.506) 

(0.923, 
0.960) 

(0.991, 
0.715) 

(0.913, 
0.953) 

(0.933, 
0.652) 
 


