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Abstract: Sentiment analysis is a technique used to understand the public’s opinion towards an event,
product, or organization. For example, sentiment analysis can be used to understand positive or
negative opinions or attitudes towards electric vehicle (EV) brands. This provides companies with
valuable insight into the public’s opinion of their products and brands. In the field of natural language
processing (NLP), transformer models have shown great performance compared to traditional
machine learning algorithms. However, these models have not been explored extensively in the
EV domain. EV companies are becoming significant competitors in the automotive industry and
are projected to cover up to 30% of the United States light vehicle market by 2030 In this study,
we present a comparative study of large language models (LLMs) including bidirectional encoder
representations from transformers (BERT), robustly optimised BERT (RoBERTa), and a generalised
autoregressive pre-training method (XLNet) using Lucid Motors and Tesla Motors YouTube datasets.
Results evidenced that LLMs like BERT and her variants are off-the-shelf algorithms for sentiment
analysis, specifically when fine-tuned. Furthermore, our findings present the need for domain
adaptation whilst utilizing LLMs. Finally, the experimental results showed that RoBERTa achieved
consistent performance across the EV datasets with an F1 score of at least 92%.

Keywords: BERT; electric vehicles; large language models; machine learning; natural language
processing; RoBERTa; sentiment analysis; XLNet

1. Introduction

Electric vehicles (EVs) are pivotal to attaining the zero-emission target set for 2050 to
meet environmental challenges [1]. Since the start of the first mass marketing of an EV, the
Nissan Leaf, in 2010, the EV market has grown exponentially [2]. With the great success of
companies like Tesla, new companies have emerged in the EV market and shown great po-
tential to provide great products. EV sales have grown from almost three million cars sold
worldwide in 2020 to ten million in 2022 [3]. Specifically, 370,000 EVs were sold in the UK
in 2022 which evidences the growth of the EV market. Several countries have implemented
policies to encourage the adoption of EVs. For example, the UK government constructed
several electric charging points across the country. Similarly, China implemented financial
subsidies for EV purchases [4]. Despite the potential benefits of adopting EVs, society at
large seems doubtful about fully adopting the cars. Previous studies have identified the
factors influencing consumers’ adoption of EVs as limited awareness [5], battery life [6], and
national policies [7]. The authors of [8] found that attitudes to innovation and functional
performance are key elements of EV adoption. Furthermore, the findings of Carley et al. [9]
showed that people with a high level of education showed favourable intentions towards
purchasing plug-in EVs, but an individual’s point of view and their understanding of the
advantages and disadvantages of EVs are significant factors. However, it is worth noting
that the majority of existing studies have utilised survey questionnaires to investigate

Analytics 2024, 3, 425–438. https://doi.org/10.3390/analytics3040023 https://www.mdpi.com/journal/analytics

https://doi.org/10.3390/analytics3040023
https://doi.org/10.3390/analytics3040023
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/analytics
https://www.mdpi.com
https://orcid.org/0000-0002-7566-4413
https://orcid.org/0009-0000-3888-1972
https://orcid.org/0000-0001-6178-0731
https://doi.org/10.3390/analytics3040023
https://www.mdpi.com/journal/analytics
https://www.mdpi.com/article/10.3390/analytics3040023?type=check_update&version=2


Analytics 2024, 3 426

people’s attitudes towards EVs. Unfortunately, questionnaires are limited to pre-defined
variables [10]. Another channel to mine people’s perspectives is sentiment analysis per-
formed on user-generated content (UGC) such as user Twitter data (Tweets). This approach
has been used extensively in the literature [10,11].

Sentiment analysis (SA) aims to analyse public opinion towards events, issues, and
products. It is considered a branch of machine learning, data mining, and natural language
processing (NLP). Although NLP began in the 1950s, SA gained more attention in 2005
due to social media’s popularity and the availability of big (text) data. SA provides
companies the opportunity to understand their business better by extracting insights from
customers’ data. The authors of [12] stated that consumers consider other people’s reviews
for purchasing purposes. This evidences the impact of reviews, comments, and information
shared on a product publicly. In the automotive industry, newly emerged companies like
Lucid Motors have challenged the big EV players like Tesla. Thus, it is worth understanding
the perception of consumers. Since the development of BERT [13] and her variants, LLMs
(advanced artificial intelligence models designed to understand, generate, and manipulate
human language) have taken the world by storm with their performance. Previous studies
have proposed the use of LLMs for SA [14,15]. However, there is a dearth of studies on SA
in the EV context, specifically with regard to the application of sophisticated approaches
like those of LLMs. In addition, understanding public sentiment can significantly impact
EV sales, which in turn may contribute to mitigating challenges such as global warming,
by reducing air pollution [5]. Thus, this study aims to address this gap. To this end, this
paper aims to perform SA to assess consumers’ perceptions of Lucid and Tesla EVs and
thus evaluate the effectiveness of LLMs. To conclude, the main contributions of this study
can be summarised as follows:

• This paper demonstrates the need to fine-tune LLMs for domain adaptation and thus
proposes the use of a fine-tuned RoBERTa algorithm for EV sentiment prediction;

• Our paper demonstrates an SA approach that takes advantage of the language under-
standing of the transformer models to complement a lexicon-based approach when
labelled datasets are unavailable;

• We conduct an experimental comparison of LLMs in the EV context and thus present
state-of-the-art (SOTA) results.

The rest of the paper is structured into five main parts. Section 2 will centre on a litera-
ture review, Section 3 highlights the methodological and evaluation process, the next section
presents the results, while the last section presents our conclusions and recommendations.

2. Related Work

SA provides an analytical technique to understand customers’ perspectives. SA can
be performed at different levels, namely, document, sentence, and aspect levels. The
document level involves classifying the sentiment of an entire document into positive,
negative, or neutral. The sentence level involves classifying the sentiment of a sentence or
Tweet whilst the aspect level involves classifying an entity by recognising the sentiment
polarity of its aspect. In general, there are two main approaches to SA, namely, a lexicon
based-approach and a machine learning (ML) approach [11]. The former approach relies
on bags of words and a set of rules to classify documents, whilst the later approach can
be further divided into three main categories, namely, a supervised ML approach, an
unsupervised ML approach, and a semi-supervised ML approach. The supervised ML
approach is the most popular sentiment classification approach. The approach uses a subset
of the labelled dataset (target variable is known) for training purposes and the remainder
for testing purposes. For example, the study of [16] used 80% of 2847 Indonesia-labelled
Tweets for training and 20% for testing. They showed that a Support Vector Machine (SVM)
outperformed a Convolutional Neural Network (CNN), logistic regression, random forest,
gradient boosting, and a Recurrent Neural Network (RNN) with an accuracy of 75.08% and
F1 score of 78%. In the case of a semi-supervised ML approach, this technique is suitable
when only a limited labelled dataset is available for training purposes. An example of



Analytics 2024, 3 427

this approach was demonstrated in the study of [17] that used a variational autoencoder
for aspect-based SA. The unsupervised ML approach does not require a labelled dataset.
The approach focuses on uncovering hidden patterns and making predictions from an
unlabelled dataset [18]. In the context of SA, the authors of [19] successfully utilised k-
means clustering to perform SA. However, the unsupervised ML approach is unpopular
due to word ambiguity which often affects techniques like clustering.

Most studies found use a supervised ML approach. For example, the authors of [20]
showed that CNN outperformed SVM, the Doc2Vec (paragraph vector) algorithm, and
RNN in a consumer sentiment classification task in the Indian EV market. In China, ref. [4]
used a Weibo dataset to mine consumers’ sentiments towards EVs. They showed that
Bidirectional Long Short-Term Memory (Bi-LSTM) with an attention layer outperformed
SVM, CNN, Bi-LSTM, and a combination of CNN and LSTM with an F1 score of 86%.
Their findings showed that growth rates towards EVs varied across regions and in terms of
gender: men pay more attention to EVs. The problem of utilising a supervised approach
is the fact that ML algorithms require large amounts of data for training purposes. Unfor-
tunately, the large, labelled sets are not readily available in most cases. However, there
are various ways to label data for sentiment classification tasks. Firstly, there is human
labelling, where experts are recruited for the purpose of providing sentiment labels for
data. This process yields high quality labelled datasets which can also be regarded as the
ground truth labels. For example, the authors of [21] employed expert-annotated data
and compared BERT, XLNet, LSTM, and CNN, and thus showed that BERT achieved the
best results with an F1 score of 83%. However, the human (expert) annotation of data
labelling is expensive and time-consuming [22]. Alternatively, crowdsourcing is another
means of data labelling. This involves recruiting online annotators to provide labels for
the data. There are popular platforms for this purpose. For example, Amazon Mechanical
Turk and Rent-A-Coder. However, it is worth stating that data obtained from this process
are prone to error, bias, and are of low-quality labels. This approach is unreliable because
the availability of labellers is not certain. Based on these challenges, past studies used
lexicons for data labelling. For example, Ref. [23] compared AFINN, TextBlob, and VADER
(Valence Aware Dictionary and sEntiment Reasoner) for assigning sentiment labels. In
their experiment, they showed the AFINN sentiment labels are close to human labels. Simi-
larly, VADER [24,25], TextBlob [25,26], and AFINN [25,27] have been used for assigning
sentiment labels to datasets. The authors of [28] constructed two datasets from Reddit and
Twitter between January 2011 and December 2020 to understand the public’s perception of
EVs. Thus, they used the VADER, LIWC (Linguistic Inquiry and Word Count), and AFINN
lexicons to generate insights from the data.

To conclude, the application of SA in the EV context is relatively new and as such
research associated with this current topic is limited. Our literature review findings showed
that LLMs have not been fully deployed in this context. More specifically, the existing
literature has not utilised transformer models for targeted YouTube SA regarding EV
corporations (such as Lucid Motors and Tesla Motors). It remains unclear which architecture
would perform best in this niche domain. A domain-specific benchmarking of transformer
capabilities on automotive brand-related YouTube comments would provide both industry
and academic value, especially for research benchmarking. Moreover, if companies gain
insight into public sentiment, it can influence EV sales, ultimately helping to address issues
like global warming. This study aims to address this gap and also generate actionable
insights on consumer perceptions regarding new automotive brands.

3. Methodology

This section presents the methods applied in this study. For our experiment, we
collected 19,991 YouTube comments randomly which spanned from 2014 to 2024. Due to
limited traction on social media before 2014 on YouTube, we utilised YouTube API [29] to
scrape these comments from YouTube (YouTube Data API|Google for Developers).
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SA involves preprocessing text to remove noise from the data, followed by assessing
subjectivity. Polarity is then determined using either ML or lexical methods, categorising
content as positive, negative, or neutral. Context-dependent knowledge is crucial, as
words can have multiple meanings. Proper contextual application improves sentiment
classification accuracy [30].

We performed several data preprocessing techniques as follows:

• Duplicate data: ensuring that duplicate data is removed using unique comment IDs;
• Removing unnecessary items: eliminating irrelevant elements from the text, includ-

ing blank spaces, stop words (e.g., “a”, “the”, “is”, “are”), hashtags, emojis, URLs,
numbers, and special characters;

• Lowercasing: converting all text to lowercase for smoother processing;
• Whitespace removal: eliminating unnecessary or excessive white spaces in the text.

3.1. Data Labelling

There are many Python libraries to perform data labelling for an SA task. The most
popular libraries are AFINN, TextBlob, and VADER. These lexicon approaches have been
praised for their performance across several domains which is due to their general lexical
knowledge [11]. Several studies have used these lexicons for data labelling [23–27]. More
recently, the study of [31] compared the sentiment labels of TextBlob, VADER, and Azure
fitted into ML algorithms. Their study showed that SVM fitted with TextBlob labels
achieved the best performance. In this study, we consider TextBlob for data labelling. The
dictionary consists of 2918 words. The polarity ranges from −1 to 1, where −1 represents a
very negative sentiment, 1 represents a very positive sentiment, and 0 represents a neutral
sentiment. We calculated the sentiment polarity of the comments. For the evaluation of the
data labelling, we randomly selected 500 samples and compared the labels against ground
truth labels (conducted by the authors). TextBlob labels achieve 67% in accuracy and 64%
in F1 score.

3.2. Transformer-Based ML Models

This paper employed three main transformer models, namely, BERT, XLNet, and
RoBERTa based on their performance in an NLP task. In subsequent sections, we discuss
these three LLMs.

3.2.1. Bidirectional Encoder Representations from Transformers (BERT)

BERT (proposed by [13]) is a self-supervised autoencoder (AE) language model for
training NLP systems. BERT is pre-trained on a large-scale Wikipedia corpus using a
masked language model (MLM) and next-sentence prediction tasks. The base version
consists of 12 layers of transformer blocks, 768 hidden layer sizes, and 12 self-attention
heads, while the large version consists of 24 layers of transformer blocks, 1024 hidden layer
sizes, and 16 self-attention heads. The objective is to predict the actual vocabulary ID of a
masked word only based on its context after randomly masking some of the tokens from
the input. For example, in the sentence, “I went to UoBrighton to meet a [MASK] last week”,
BERT aims to predict the masked word (token) by outputting embeddings. The MLM’s
intent permits the representation to combine the left and the right context, in contrast to the
left-to-right language model pre-training, which allows us to pre-train a deep bidirectional
transformer. To fine-tune the pre-trained BERT model, the model is first instantiated with
default parameters (used when pre-trained), and then the parameters are fine-tuned using
labelled data from downstream tasks (text classification in our case). The main components
of the iteration can thus be summarised as follows:

• Input embedding: In this stage, the process of tokenisation occurs. This is the breaking
down of text into smaller tokens for numerical encoding. Afterwards, the tokens are
transformed into continuous vector representations (token embedding).

• Positional encoding: the position encoding of the tokens is calculated using sine or
cosine functions (as an example) and thus added to the token embeddings.
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• Self-attention: The aim is to detect how similar each token is to others. The process
involves generating the query and key matrices. Afterwards, the value is calculated
(vectors) using the dot product.

• Normalisation layer: the SoftMax function helps normalise the vectors.
• Classification head: Converting sequential outputs into classification results. The

SoftMax function helps normalise class scores into probability values.
• Training loss: measuring the difference between predicted probabilities and true labels,

often using loss functions like cross-entropy.
• Optimisation: updating model parameters to minimise loss using the Adam algorithm

(backpropagation).

3.2.2. Robustly Optimised BERT Approach (RoBERTa)

Facebook AI Research (FAIR) proposed a robustly optimised BERT approach (RoBERTa)
in 2019. The authors of [32] criticised BERT for being undertrained, and thus modified the
training method by (i) using a dynamic masking pattern instead of a static one; (ii) training
with more data with large batches; (iii) removing next sentence prediction; and (iv) training
on longer sentences and proposing RoBERTa. As a result, RoBERTa outperforms BERT in
terms of the masked language modelling objective and performs better on downstream
tasks. RoBERTa has been shown to outperform BERT in several NLP tasks [33,34].

3.2.3. XLNet

BERT was criticised for ignoring the dependency between the masked positions which
leads to pre-train–finetune discrepancies because it relies on masking the input to corrupt
it. Thus, the authors of [35] proposed XLNet. XLNet is a permutation-based autoregressive
transformer that combines the finest aspects of autoencoding and autoregressive language
modelling while seeking to get around their drawbacks. In autoregressive models, the past
values of a variable are used to predict future values. XLNet training objectives calculate the
likelihood of a word based on all possible word permutations in a sentence, rather than only
those to the left or right of the target token. Furthermore, this approach intends to capture
bidirectional context; as such, each position learns contextual data from all positions.

3.3. Evaluation Metrics

We employ common classification evaluation measures such as accuracy, precision,
recall, and F1 score to evaluate the performance of the transformer language models. The
formulae are shown as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

F1-score =
2TP

2TP + FP + FN
(2)

Precision =
TP

TP + FP
(3)

Recall =
TP

TP + FN
(4)

where TP = true positive, TN = true negative, FP = false positive, and FN = false negative.

3.4. Criteria to Choose BERT, XLNet, and RoBERTa

The criteria used to choose BERT, XLNet, and RoBERTa as the models for comparison
are based on their innovative architectures, performance enhancements, and state-of-the-art
achievements in NLP:

1. Innovative architecture and techniques:

• BERT: BERT was chosen for its bidirectional training mechanism, which allows
it to understand the context within text from both directions. This innovation
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significantly improves its performance in various NLP tasks by developing
knowledge of the relationship between words in a sentence;

• XLNet: XLNet was selected because it addresses the limitations of BERT by
using a permutation-based (predicts each word by considering all possible per-
mutations of the words in a sentence) training objective. This method captures
bidirectional context without the need for masked tokens. (These are used as
proxies in training language models to hide specific words in a sentence. The
model’s task is to predict the hidden word using the surrounding context). This
enhances the model’s ability to utilise information in the text comprehensively.
XLNet integrates autoregressive (AR) and autoencoding (AE) methods, address-
ing the disadvantages of BERT’s masked language model [36];

• RoBERTa: RoBERTa was included due to its improvements over BERT, such
as dynamic masking, increased training data, and longer training durations.
These enhancements lead to superior performance in downstream tasks, making
RoBERTa a robust model for comparison.

2. Performance and pre-training enhancements:

• BERT: the model’s ability to understand the context and meaning of text through
self-attention mechanisms makes it a strong baseline for NLP tasks;

• XLNet: by overcoming BERT’s limitations with permutation language modelling,
XLNet improves performance in understanding contextual information;

• RoBERTa: with dynamic masking and extensive training datasets, RoBERTa
optimises BERT’s approach, resulting in higher performance in NLP applications.

3. State-of-the-art (SOTA) achievements:

These models have achieved state-of-the-art (denotes the newest and most innovative
technologies that currently outperform all others in terms of effectiveness, accuracy, or
efficiency on specific benchmarks or tasks) performance on several NLP tasks [37,38].
Their continuous improvements and refinements make them suitable for comparison
in the context of SA on YouTube data related to Lucid Motors and Tesla. These criteria
highlight the selection of BERT, XLNet, and RoBERTa based on their advanced architectures,
enhanced performance, and leading positions in the field of NLP.

4. Results

The results from BERT, XLNet, and RoBERTa using both datasets of Lucid and Tesla
Motors YouTube comments before fine-tuning (precise adjustments to achieve the highest
level of performance or effectiveness) are presented in Figures 1–6 below. The models
underwent a single training cycle on a 60–40 data split for both Tesla and Lucid Motors
comments for training and testing purposes, respectively. In Figure 1, the BERT model
applied to the Lucid dataset shows that the highest proportion of the comments are positive,
whilst a significant proportion are neutral. There are no comments classified as very positive,
negative, or very negative.

Figure 2 presents the XLNet model results (without fine-tuning) using the Lucid
dataset. The model reveals comments towards Lucid Motors are mostly neutral while there
is a tiny proportion of negative and positive comments. In Figure 3, RoBERTa without
fine-tuning classified all comments into the positive class. This result is surprising as the
classification result deviates from the results from the other models.

Figures 4–6 show results regarding Tesla Motors. In Figure 4, the BERT model shows
that comments towards Tesla Motors are mixed. This is because there is a high proportion
of comments that are very negative and a significant proportion that are very positive.

Figure 5 presents the XLNet results (without fine-tuning) of comments towards the
Tesla dataset. The XLNet results show that comments towards Tesla are mostly neutral or
positive whilst other sentiment classifications are minimal.
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Figure 6, given below, shows the results of the RoBERTa model using the Tesla dataset.
It shows that all the sentiments are classified as very negative. This result is surprising.
However, it will be worth comparing these results with those of the fine-tuned model.
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In subsequent plots, this paper presents the results of the fine-tuned BERT, XLNet, and
RoBERTa models applied to the Lucid dataset in Figures 7–9, respectively. As shown in
Figure 7, the BERT model shows that the majority of the sentiments are classified as neutral
while there is a noticeable proportion in other sentiment classes.
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Similarly, XLNet results in Figure 8 show that the majority of the sentiments are
classified as neutral while there is a noticeable proportion in other sentiment classes.

RoBERTa results in Figure 9 show that the majority of the sentiments are classified as
neutral while there is a noticeable proportion in other sentiment classes.

In general, the models show similar results for the Lucid comments in terms of their
sentiment classification. It is worth stating that most of the comments are neutral which
indicates that users were objective rather than subjective. This might be a case where
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comments might have been made requesting information or giving a review without being
subjective. Furthermore, our analysis produced model sentiment classification results
for Tesla comments (Figures 10–12). As shown in Figure 10, the fine-tuned BERT model
shows that the majority of the comments are classified as neutral while there is a noticeable
proportion in other sentiment classes.
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Similarly, plots in Figures 11 and 12 show that the fine-tuned XLNet and RoBERTa
models show that the majority of the comments are classified as neutral while there is a
noticeable proportion in other sentiment classes, especially the positive class. The sentiment
classification results for the Tesla comments are similar to those of the Lucid comments.
Thus, one of the main findings of our paper is that there is a high proportion of neutral
comments made about EVs, while there is a higher proportion of positive comments
compared to negative comments.
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To understand model performance, this paper presents in Tables 1 and 2 the evaluation
results of the transformer models in terms of accuracy (A), precision (P), recall (R), and
weighted F1 score (F). Moreover, it is worth stating that the models were split 60–40 for
training and testing purposes, using three epochs, a learning rate of 2 × 10−5, and a batch
size of 3 for fair comparison. Table 1 presents the sentiment transformer model performance
evaluation report for the Tesla dataset.

In Table 2 below, we present the sentiment transformer model performance evaluation
report in terms of accuracy (A), precision (P), recall (R), and weighted F1 score (F) for the
Lucid dataset.

In general, post fine-tuning, BERT and RoBERTa stand out as the best performers.
For the Lucid Motors dataset, RoBERTa outperformed other variants of LLMs with an



Analytics 2024, 3 436

F1 score of 92% and in the Tesla Motors dataset, both BERT and RoBERTa performed
equally well after fine-tuning with an F1 score of at least 92%. The results showed that
different model architectures and pre-training procedures showcase unique strengths and
weaknesses depending on the dataset and domain. However, in both datasets RoBERTa
showed consistent performance with a F1 score of at least 92%.

Table 1. Model evaluation before and after fine-tuning for the Tesla dataset.

Te
sl

a
M

ot
or

s

BERT RoBERTa XLNet

Without
Fine-Tuning Fine-Tuning Without

Fine-Tuning Fine-Tuning Without
Fine-Tuning Fine-Tuning

A 9.75% 93.63% 5.34% 92.12% 42.26% 90.10%

P 3.89% 93.77% 0.29% 92.26% 43.19% 90.47%

R 9.75% 93.63% 5.34% 92.10% 42.26% 90.10%

F 4.94% 93.63% 0.54% 92.15% 37.10% 90.21%

Table 2. Model evaluation before and after fine-tuning for the Lucid dataset.

Lu
ci

d
M

ot
or

s

BERT RoBERTa XLNet

Without
Fine-Tuning Fine-Tuning Without

Fine-Tuning Fine-Tuning Without
Fine-Tuning Fine-Tuning

A 37.06% 90.33% 17.30% 92.33% 43.88% 90.90%

P 33.46% 91.85% 2.99% 92.90% 37.78% 91.01%

R 37.06% 90.33% 17.30% 92.31% 43.88% 90.90%

F 33.00% 90.76% 5.10% 92.22% 35.53% 90.92%

5. Conclusions

This study conducted SA on Lucid Motors and Tesla Motors-related YouTube data
using BERT, XLNet, and RoBERTa pre-trained transformer models. Our findings showed
that fine-tuning significantly improves model performance. Among the LLMs, fine-tuned
RoBERTa achieved the highest accuracy of 92.12% with Tesla and 92.33% with Lucid EV
datasets. Our findings show that a high proportion of public sentiment towards EVs (using
results from Lucid and Tesla) is neutral. This indicates that people were more objective
rather than subjective. This suggests that users made comments to seek information or give
a review without being subjective. Furthermore, it is worth highlighting that our results
suggest that there are considerably more positive comments than negative comments. This
indicates that a higher proportion of users with subjective comments feel positive about
the EVs.

RoBERTa showed consistent results in several NLP tasks, and our results are consis-
tent with the findings of some other NLP results as evidenced in the studies of [33,34].
Theoretically, this underscores the need for case-specific model evaluation and highlights
RoBERTa’s effectiveness for SA. In conclusion, fine-tuned RoBERTa excelled in sentiment
prediction, offering valuable market insights, particularly the prevalence of neutral and
positive sentiment. This research emphasises the importance of fine-tuning LLMs for
domain adaptation to achieve accurate sentiment classification and highlights RoBERTa’s
capabilities for YouTube comment SA. In summary, our approach can be deployed as a
benchmark methodology in future studies. Our methodology contributes significantly by
deploying a method which utilised a lexicon-based approach for data labelling. This is an
alternative approach to the zero-shot text classification approach proposed in the study
of Nugroho et al. [39]. Our approach is beneficial in practice as labelled datasets for these
powerful machines are not readily available.
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This paper presents SOTA results, however, limited by the data labelling technique
utilised. In addition, we used small datasets (YouTube comments) due to limited resources.
There is a potential bias in terms of social media data collected (YouTube). It is worth
applying our methods to other social media datasets like Twitter in future work. In
the future, we aim to adopt human annotation by experts to improve on data quality.
Furthermore, we aim to compare other transformer models using diverse datasets from
various EV companies.
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