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Abstract: Breast cancer is the most prevalent type of disease among women. It has become one
of the foremost causes of death among women globally. Early detection plays a significant role in
administering personalized treatment and improving patient outcomes. Mammography procedures
are often used to detect early-stage cancer cells. This traditional method of mammography while
valuable has limitations in its potential for false positives and negatives, patient discomfort, and
radiation exposure. Therefore, there is a probe for more accurate techniques required in detecting
breast cancer, leading to exploring the potential of machine learning in the classification of diagnostic
images due to its efficiency and accuracy. This study conducted a comparative analysis of pre-trained
CNNs (ResNet50 and VGG16) and vision transformers (ViT-base and SWIN transformer) with the
inclusion of ViT-base trained from scratch model architectures to effectively classify mammographic
breast cancer images into benign and malignant cases. The SWIN transformer exhibits superior
performance with 99.9% accuracy and a precision of 99.8%. These findings demonstrate the efficiency
of deep learning to accurately classify mammographic breast cancer images for the diagnosis of breast
cancer, leading to improvements in patient outcomes.

Keywords: breast cancer; deep learning; transformer models

1. Introduction

Breast cancer is the most prevalent type of disease among women [1]. It has become
the foremost cause of death [2]. Research shows that about 684,996 breast cancer death
incidents were recorded in the year 2020 with about 2.3 million newly diagnosed cases [3].
There has been a 0.5% increase in incident rates annually in recent years [4]. The diagnosis
of breast cancer is based on the classification of tumours. Breast cancer’s early detection and
diagnosis are vital for personalized treatment. Early detection can help health professionals
and patients discover new treatment options and ensure higher survival rates with a
better quality of life [5]. There are two major types of cancer tumours namely, benign and
malignant tumours [6]. Early detection of breast cancer is anchored via mammography
(MG) [7]. Mammography can detect early-stage breast cancer even when the lump has yet
to fully form to a stage where it can be felt as a lump [8]. However, there are occurrences
of false diagnoses due to the complexities of MGs [9] which require specialized health
professionals to administer them. Due to the difficulty in distinguishing the tumours even
by experts, there is a need to automate the diagnostic system [10]. Automated procedures
have emerged and have been explored to address the limitation of misdiagnosis. Examples
of automated diagnostic procedures include image analysis using computer-aided designs
(CADs), biomarker analysis, and Electronic Health Records. Automated procedures aim
to assist doctors and health professionals’ diagnostic analysis and pattern recognition
decisions [11]. However, it poses other challenges like data quality, variability, and issues
with human breast complexities. More recently, the deep learning approach has shown a
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promising solution as it has shown capability in uncovering intricate features from massive
amounts of mammographic images. Deep learning can analyse images at the pixel level,
thus enhancing the possibility of detecting important features that other methods may not
detect. This ability to detect and extract meaningful information from images makes it a
more viable procedure for improving the accuracy of breast cancer diagnosis.

While the use of mammography has been effective in reducing the mortality rate of
breast cancers [12], there are major drawbacks to this procedure. Interpreting a mammo-
gram accurately is usually a challenge for many radiologists [13]. Also, analysing tons of
mammogram images is not practical for radiologists; the task consumes a lot of time and is
exhausting, which leads to false positives or false negatives [14]. According to [13], errors
in diagnosis constituted the most common basis of malpractice suits against radiologists.
The bulk of such cases were caused by false diagnoses of breast cancer using mammo-
grams [13]. Therefore, there is a probe for more accurate techniques used in detecting breast
cancer leading to the use of machine learning in the classification of diagnostic images [14].
Machine learning (ML) algorithms offer promising avenues for enhancing breast cancer
detection accuracy and efficiency. Recently deep learning has become a leading tool in vari-
ous research domains including medical images [15]. A growing body of research supports
the potential of ML in breast cancer detection. Studies have shown that ML algorithms can
achieve high accuracy in classifying mammograms and other medical images [16,17]. In
computer vision, image classification is a critical task with several applications in fields
such as autonomous vehicles, surveillance systems, and medical imaging [18]. Further-
more, research suggests that ML can be used to analyse additional data points beyond
images, such as patient demographics and genetic information, potentially leading to more
comprehensive risk assessment [19]. This study aims to explore the use of computer vision
through machine learning algorithms to improve upon the limitations of the traditional
analysis of mammograms by the following:

Increasing detection accuracy: Deep learning can analyse large datasets of medical
images, potentially identifying subtle patterns missed by human radiologists, leading to
higher diagnostic accuracy [20].

Reducing false positives: ML models can be trained to differentiate between benign
and malignant lesions, potentially reducing the number of unnecessary biopsies [21]

2. Related Works

The patient’s survival rate can be enhanced through early detection and accurate
classification of breast cancer [22]. In recent times, deep learning has proven to be a
promising method to enhance medical imaging analysis and classification [23]. Ref. [24]
conducted a study on the classification of breast cancer histology images using CNNs
showing the capacity of CNNs to extract important features from medical image data. The
study also used the extracted features to train the Support Vector Machine (SVM) classifier,
achieving a comparable result with an 83.3% accuracy and a 95.6% sensitivity to cancer
cases [24].

Ref. [25] conducted a review of the classification of mammogram images using the
convolution neural network classifier with the K-means clustering techniques compared
with conventional networks such as the ANN, SVM, LSVM, and DNN. In his study, the
CNN was used to obtain intricate features from mammographic images, a wiener filter
was introduced to expel noise, and the K-means clustering techniques were utilized for
segmentation. The results achieved with the CNN were better than others with a training
accuracy of 96.947% and a testing accuracy of 97.143%, proving the capability of CNNs to
efficiently classify breast cancer images. Another study was carried out by [26] in using
deep learning for the classification of breast cancer digital mammography. A transfer
learning approach was applied to the Inception v3 pre-trained network achieving an
accuracy of 88.2%.

Research conducted by [27] applied deep learning in mammography image segmenta-
tion and classification with an automated CNN approach. The study objective is to explore
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robust deep learning models that have a good performance in computer vision. The study
used Inception V3, DenseNet121, ResNet50, VGG16, and MobileNetV2, and the models
were applied to three different mammographic image datasets from MIAS, DDSM, and
CBIS-DDSM databases. The study utilized the U-Net-modified segmentation model for the
segmentation process. The research achieved the best result on the DDSM database with
the InceptionV3 model achieving the best model performance with 98.8% accuracy, 98.88%
AUC, 98.79 precision, and an F1 score of 97.99%.

In a recent study, ref. [28] introduced a multi-class classification of breast cancer from
the histopathological image datasets utilizing the ensemble of SWIN transformers. They
investigated with the ensemble of the SWIN transformer to classify benign and malignant
cases, a two-class classification versus an eight-class classification of four benign and
four malignant cases of breast cancer on histopathology images. The study achieved a
result of 96.0% on the eight-class classification and 99.6% for the two-class classification.
The SWIN transformer, a variant of the vision transformer that works on the concept of
non-overlapping shifted windows [29], is a proven method for computer vision tasks.
The authors in [30] classified breast cancer on thermograms using a hybrid model of
deep CNNs and transformers. The study utilized the TransUNet, a variant of the vision
transformer for the segmentation process, and four CNN model architectures were utilized,
namely EfficientNet-B7, ResNet-50, VGG-16, and DenseNet-201, for classification into three
categories of healthy, sick, and unknown. ResNet50 achieved the best performance with
97.26% accuracy and 97.26% sensitivity.

A study on mammography breast cancer classification using vision transformers was
conducted by [31] using a pre-trained vision transformer on a mammography breast image
for the classification of benign and malignant cases. The model utilized the DDSM dataset
and achieved a result of 99.96% accuracy, 99.95% precision, and 99.96% sensitivity for
the breast cancer classification. This study focuses on a comparative analysis of chosen
CNN-based architecture, specifically the ResNet50 and the VGG16. This is because they
have proven to achieve good performance on the medical image datasets being trained on a
large image dataset (ImageNet) and have been previously utilized on deep learning medical
imaging tasks with good results. This is in comparison to the novel vision transformer
introduced by [32]. Vision transformers have become the preferred model in medical
imaging because of their exceptional performance. The study utilized the ViT-base and the
SWIN-b transformer model. Also, the ViT was trained from scratch on the mammogram
dataset to show how pre-trained transformer models perform over models training from
scratch on medical images.

3. Materials and Methods
3.1. Data Collection

The dataset used for the study was obtained from the Mendeley dataset archive [33]
for breast mammography images with masses comprising a total of 24,576 images collected
from the INbreast dataset with 7632 images, the MIAS dataset with 3816 images, and the
DDSM dataset with 13,128 images. These images were aggregated together to give the
24,576 images used for training the models. The images were all in size 227 × 227 pixels.
To prepare the images for training purposes, they were preprocessed, resized, augmented,
and normalized. The dataset type and its distribution are presented in Table 1 below.

Table 1. Summary of breast images from MIAS, DDSM, and IN Breast datasets available for training
and testing.

Dataset Type No. of Benign No. of Malignant Total Images

MIAS 2376 1440 3816

DDSM 5970 7158 13,128

IN Breast 2520 5112 7632

TOTAL IMAGES 24,576
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3.2. Shifted Window (SWIN) Transformer

We propose the use of a SWIN transformer for the classification of breast cancer in this
study. The introduction of the SWIN transformer by [29] attempts to solve the limitations
posed by the vision transformer. This limitation is related to how the vision transformer
extracts patches using the 16 × 16 patch size to keep the image sequence as introduced
by [32]. This is more efficient with low- to medium-sized pixel images; however, many
computing vision tasks require detailed information at the pixel level, such as semantic
segmentation, which is also useful in medical imaging requiring a heavy prediction at
the image pixel level. Furthermore, high-resolution images will result in computation
inefficiencies [29]. The semantic SWIN transformer utilizes a 4 × 4 patch size at the initial
division where each patch is treated as a token on each dimension of the RGB image giving
a total of 4 × 4 × 3 which equals 48, as illustrated by the formula for stage 1.

H
4
× W

4
= 48 (1)

Then, a linear transformation will convert each patch into a C-dimension vector,
and this is processed by the transformer blocks. The SWIN transformer block consists
of a shifted window multi-head self-attention module as a replacement for the vision
transformer standard multi-head self-attention module [29].

As given in Figure 1, the hierarchical representation construction begins from small
patches and then systemically merges neighbouring patches in subsequent deeper trans-
former layers [29]. The computation of self-attention included a relative position bias
procedure to each head in computing similarity, following a similar work from [29,34,35].
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Figure 1. SWIN transformer architecture with equation [29].

The mathematical equation for the attention layer including a relative position bias B
∈ RM 2 × M 2 is as follows:

Attention ((Q, K, V) = SoftMax (QKT/
√

d + B) V (2)

where Q, K, and V ∈ RM 2 × d are the query, key, and value matrices; d is the query/key
dimension, and M2 is the number of patches in a window [29].

3.3. Model Development

The developmental framework for the experiment is shown in Figure 2.
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A comparative analysis of the two major frameworks for image classification was car-
ried out in this study. Convolution neural networks (CNNs) and vision transformers were
used as a framework for training the models. Specifically, VGG16 [36] and ResNet50 [37],
both pre-trained, were applied for the CNN models and ViT-base, and SWIN transformer
architectures [32] were utilized for the vision transformer models. Based on the insight
derived from a review of the literature, these models have proven to perform excellently
in image classification and are suitable for medical image analysis [37]. These models
were fine-tuned on pre-trained architectures with the vast number of parameters making
it suitable for learning various patterns in image classification. Python libraries such as
TensorFlow, Pytorch, Keras, and OpenCV were leveraged to develop these architectures.
Adam and SGD optimizers were used to optimize the model parameters during train-
ing. Hyperparameters such as learning rate, batch sizes, and the number of epochs were
optimized using grid search and random search.

3.3.1. Data Augmentation and Preprocessing Considerations
Data Preprocessing

Normalization: To facilitate a consistent range of pixel values, a normalization tech-
nique was adopted to scale the pixel values between 0 and 1. This is aimed at optimizing
the model performance and improving the model convergence. The images were nor-
malized for the study using a mean of [0.485, 0.456, 0.406] and a standard deviation of
[0.229, 0.224, 0.225]. This aligns the pixel values with the pre-trained SWIN transformer
model distribution.

Resizing: The mammographic images were resized into a standard dimension of
227 by 227 pixels. This makes the dataset suitable for analysis and training by ensuring
consistency of the image sizing.

Data Augmentation Technique

Rotation: Random rotations were applied to images to introduce variability in a specific
range. This will help the model to generalize well and improve efficiency.

Shifting: Additional shifts by n values along the x and y axes were applied to augment
the data when the mass was in different positions within the image, which helped the
model to detect masses in different locations.

Brightness Adjustment: Another technique used in the approach was to use images of
the same or similar objects in different lighting conditions with different levels of brightness.
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These chosen augmentation techniques aimed to mimic real environment variation
and improve the model’s robustness to variability in imaging conditions.

3.3.2. Class Distribution

After the preprocessing and augmentation process, the dataset is analysed for class
imbalance. The distribution of classes was performed on both the training and test data after
a train–test split ratio of 80:20. The distribution of the classes is shown in Figures 3 and 4.

Analytics 2024, 3, FOR PEER REVIEW 6 
 

 

3.3.2. Class Distribution 
After the preprocessing and augmentation process, the dataset is analysed for class 

imbalance. The distribution of classes was performed on both the training and test data 
after a train–test split ratio of 80:20. The distribution of the classes is shown in Figures 3 
and 4. 

 
Figure 3. Plot of class distribution of training dataset. 

 
Figure 4. Plot of class distribution of training dataset. 

Figure 3 shows the histogram plot of the training set class distribution. The plot 
shows 11,000 malignant cases and 8660 benign cases that make up the training set, indi-
cating a ratio of 1:1.27 of malignant and benign cases, respectively. This implies that, for 
every 100 benign cases, there are approximately 127 malignant cases. 

Figure 4 shows the histogram plot of the testing set class distribution. The plot shows 
2206 benign cases and 2709 malignant cases for the testing dataset, indicating a ratio of 
1:0.813 for malignant and benign cases. Since the difference in class between the two cases 
is relatively low. It can be considered balanced. Figure 5 shows random samples of the 
images in the dataset, with augmentation. 

Figure 3. Plot of class distribution of training dataset.

Analytics 2024, 3, FOR PEER REVIEW 6 
 

 

3.3.2. Class Distribution 
After the preprocessing and augmentation process, the dataset is analysed for class 

imbalance. The distribution of classes was performed on both the training and test data 
after a train–test split ratio of 80:20. The distribution of the classes is shown in Figures 3 
and 4. 

 
Figure 3. Plot of class distribution of training dataset. 

 
Figure 4. Plot of class distribution of training dataset. 

Figure 3 shows the histogram plot of the training set class distribution. The plot 
shows 11,000 malignant cases and 8660 benign cases that make up the training set, indi-
cating a ratio of 1:1.27 of malignant and benign cases, respectively. This implies that, for 
every 100 benign cases, there are approximately 127 malignant cases. 

Figure 4 shows the histogram plot of the testing set class distribution. The plot shows 
2206 benign cases and 2709 malignant cases for the testing dataset, indicating a ratio of 
1:0.813 for malignant and benign cases. Since the difference in class between the two cases 
is relatively low. It can be considered balanced. Figure 5 shows random samples of the 
images in the dataset, with augmentation. 

Figure 4. Plot of class distribution of training dataset.

Figure 3 shows the histogram plot of the training set class distribution. The plot shows
11,000 malignant cases and 8660 benign cases that make up the training set, indicating
a ratio of 1:1.27 of malignant and benign cases, respectively. This implies that, for every
100 benign cases, there are approximately 127 malignant cases.

Figure 4 shows the histogram plot of the testing set class distribution. The plot shows
2206 benign cases and 2709 malignant cases for the testing dataset, indicating a ratio of
1:0.813 for malignant and benign cases. Since the difference in class between the two cases
is relatively low. It can be considered balanced. Figure 5 shows random samples of the
images in the dataset, with augmentation.
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Figure 5. Random samples of mammogram image dataset.

3.4. Experimental Set-Up

The Google Collab platform was chosen to deploy the model, due to its enhanced
computational efficiencies. The specification of the computational resources utilized to
train our model within the Google Collab runtime is an NVIDIA L4 GPU with a memory
capacity of 23,034 MiB. To obtain the dataset loaded onto the Google Collab platform, there
is a need for the organization of the dataset. This was highlighted by [38] in their work on
melanoma classification on dermoscopy images using a neural network ensemble model
by organizing the dataset into directories representing classes of images. This procedure
simplifies the data-loading process and makes accessing the directories straightforward.
The method used aligns with the data-loading procedure of [38]; this was adopted because
of its simple and compatible approach to dataset loading. The dataset organization into
directories was carried out using Python. The base directory called total masses consists of
two sub-directories called the train and test. Within the train and test sub-directories are
the classified masses labelled malignant and benign which contain respective mass images.
Some important embedded functions for the loading and preprocessing of images were
utilized. These are robust deep learning frameworks such as TensorFlow and PyTorch [39].
The capabilities of these libraries can handle large datasets and improve computational
processes [40].

4. Results
4.1. Model Training

A comparative analysis study was carried out using pre-trained models of ResNet50 [41],
VGG16 [36], ViT-base [32], and SWIN transformer [29] architectures. These models were
originally trained on ImageNet datasets. They were fine-tuned on the breast cancer image
dataset consisting of 24,576 images to classify benign and malignant cases.

The parameters we used to fine-tune the CNN and transformer models are given in
Table 2.

The model was trained for 10 epochs while simultaneously being validated on the test-
ing set. A plot of the performance was generated to show the training and testing accuracy
during the training process. The code for the model development can be accessed via the
following GitHub repository: https://github.com/tossign/Breast-cancer-classification/
tree/main/models (accessed on 10 September 2024).

https://github.com/tossign/Breast-cancer-classification/tree/main/models
https://github.com/tossign/Breast-cancer-classification/tree/main/models
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Table 2. Model parameters for fine-tuning.

Model Loss Function Optimizer LR Batch
Number

No. of
Epochs

SWIN Cross Entropy Loss Adam 1 × 10−4 64 10

ViT-Base Cross Entropy Loss Adam 1 × 10−3 32 10

VGG16 Cross Entropy Loss Adam 1 × 10−5 64 10

ResNet50 Cross Entropy Loss Adam 1 × 10−3 64 10

Figure 6 shows the training loss and accuracy performance for the ViT-base pre-trained
model. As illustrated, the training and test loss steadily declined across the 10 epochs.
While the test loss lags behind the training loss initially until the sixth epoch, it interestingly
picks up and is slightly higher than the training loss at the sixth and eighth epochs. Similarly,
the training and test accuracies increase steadily across the training epochs Figure 6 with a
slight difference in the training and testing accuracies until the 6th and 8th epochs when
the test accuracy slightly decreases below the training accuracy but eventually converges
well at the 10th epoch. This shows that the model effectively learns from the training data
and appreciably generalizes. However, further investigation may be conducted to ensure
no trace of overfitting and improve the model’s generalization performance.
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The training and testing loss of the SWIN transformer as shown in the Figure 7
plot above indicates that the training and testing loss declines steadily throughout the
training epochs. There is a relatively very small gap between the training and testing curve,
indicating that the model generalizes significantly well with unseen data, learning discrete
features of the data. Also, the training and testing accuracy increases steadily throughout
the training epochs. Also, the gap between them is relatively small, indicating a good
generalization of the model with the data. The training and testing accuracy achieved
a convergence point indicating the model’s optimal performance. Therefore, the SWIN
transformer architecture performs exceptionally on the given data with a very high training
and testing accuracy of 0.9981 and 0.994, respectively.
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The training and testing loss for the ResNet50 pre-trained model decreases across
the 10 epochs as shown in Figure 8. The test loss decreases and lags behind the training
loss until it reaches its lowest point. Interestingly, there was a sharp surge at epoch 4 and
epoch 7 while the training loss also surged higher after the convergence at epoch 8. The
minimum training loss is about 0.3947 and the test loss at 0.3907. Meanwhile, the training
accuracies increase steadily across the epochs until a slight drop at the eighth epoch, while
the overall accuracy trend is upward, and the test accuracy does not give a monotonic
pattern as it fluctuates across the epochs. This may be due to variability in the accuracy,
and the model may not be sensitive to variations in the data causing the fluctuations. While
this may not pose any significant concerns, further investigation such as hyperparameter
tuning, training on more epochs, and regularization techniques may be employed. The test
accuracy peaks at 0.8277 while the training accuracy peaks at 0.8194.
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The training and testing loss plot as shown in Figure 9 shows a decreasing trend
indicating that the model is still learning while that gap between the training and testing
loss may be an indication that the model is learning well but struggling to generalize well
with unseen data. This may pose a possibility of overfitting in the model. This may be
investigated more by allowing the model to train more across longer epochs to understand
the model performance better. Similarly, training and testing accuracy continue to increase
but at a slower rate in earlier epochs. Training on more epochs may give more gains
as the training and test may reach a convergence point. It appears the test loss and the
test accuracy reach a near-constant level, indicating that the model may be struggling to
generalize well and is less sensitive to data variability. However, further hyperparameter
tuning and an increase in epochs may improve model performance.
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4.2. Confusion Matrix

Based on the confusion matrices shown in Figures 10–13. The SWIN transformer
architecture shows exceptional performance with 2203 True Negatives and 2709 True
Positives as shown in Figure 13. This makes it the best-performing model having zero
False Positives and only three False Negatives. The ViT-base comes close with 2011 True
Negatives and 2568 True Positives and has 141 False Negatives and 195 False Positives as
shown in Figure 10.

Accuracy =
Correctly classi f ied classes

Total classi f ication
=

TP + TN
TP + TN + FP + FN

(3)

Precision =
Correctly classi f ied True positives

All positive classi f ied
=

TP
TP + FP

(4)

Specificity =
True Negatives

All actual negatives (including mis − classi f ied)
=

TN
TN + FP

(5)
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Sensitivity =
Accurately classi f ied actual positives

All actual positives (including mis − classi f ied)
=

TP
TP + FN

(6)

Negative Predictive Value (NPV) =
TN

TN + FN
(7)

Positive Predictive Value (PPV) =
TP

TP + FP
(8)

Analytics 2024, 3, FOR PEER REVIEW 11 
 

 

 
Figure 10. Confusion matrix of VGG16. 

 
Figure 11. Confusion matrix of ResNet50. 

 
Figure 12. Confusion matrix of ViT-base. 

Figure 10. Confusion matrix of VGG16.

Analytics 2024, 3, FOR PEER REVIEW 11 
 

 

 
Figure 10. Confusion matrix of VGG16. 

 
Figure 11. Confusion matrix of ResNet50. 

 
Figure 12. Confusion matrix of ViT-base. 

Figure 11. Confusion matrix of ResNet50.

The VGG16 architecture has 1792 True Negatives and 2394 True Positives while having
395 False Negatives and 414 False Positives as shown in Figure 8. The ResNet50 architecture
shows 1722 True Negatives and 2435 True Positives while having 274 False Negatives and
484 False Positives as shown in Figure 9.
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The VGG16 architecture has 1792 True Negatives and 2394 True Positives while hav-
ing 395 False Negatives and 414 False Positives as shown in Figure 8. The ResNet50 archi-
tecture shows 1722 True Negatives and 2435 True Positives while having 274 False Nega-
tives and 484 False Positives as shown in Figure 9. 
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Table 3 shows the sensitivity and specificity values of all the model architectures. The
sensitivity measures the value of the actual positives that the model predicted correctly,
while the specificity refers to the model’s ability to predict actual negatives correctly. The
table shows ResNet50 to have 0.858 sensitivity and 0.794 specificity, while VGG16 has
0.854 sensitivity and 0.811 specificity. ViT-base has 0.948 sensitivity and 0.913 specificity,
the SWIN transformer has 1.000 sensitivity and 0.9986 specificity. The negative predicted
value (NPV) is the probability of the model truly predicting a negative case for a negative
classification. While all the models except the ViT trained from scratch achieve a relatively
high value, the SWIN transformer achieved the highest score and a perfect score of predict-
ing a truly negative class as negative, in the benign case. The positive predicted value (PPV)
is the probability of the model truly predicting a positive for a given positive classification.
Again, the SWIN transformer excelled among the models with a score of 0.9989 indicating
its ability to predict positive classification as positive, in the malignant case.
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Table 3. Evaluation metrics of model architectures.

Model Sensitivity
(TPR)

Specificity
(TNR) NPV PPV Precision Accuracy

ResNet50 0.858 0.794 0.863 0.834 0.837 0.829

VGG16 0.854 0.811 0.819 0.853 0.848 0.835

ViT-base 0.948 0.913 0.934 0.929 0.929 0.932

SWIN 1.000 0.999 1.000 0.999 0.998 0.998

ViT scratch 1.000 1.000 0 0.551 0.551 0.551

The SWIN transformer displayed the best performance over all the evaluation metrics
with excellent scores. The results imply that the model can identify discriminative features
during training and effectively and accurately classify breast cancer as benign and malig-
nant. It achieved a training accuracy of up to 0.9981 and a test accuracy of up to 0.9994.
The vision transformer (ViT-base) performs very well with high accuracy, low loss, and a
fast convergence rate, making the model exhibit good generalization ability. Though the
result across all metrics is not as good as the SWIN transformer, its performance is excellent,
achieving the highest training accuracy of 0.9293 and test accuracy of up to 0.9318. The
result from the ResNet50 architecture shows promising performance with good accuracy,
precision, and recall measures. The model builds on feature extraction through the pre-
trained weights from ResNet50. The resulting training accuracy is up to 0.8194 and the
test accuracy is up to 0.8277. The result from the VGG16 arch accuracy shows a promising
performance slightly better than the ResNet50 in the accuracy score. With good accuracy,
precision, and recall measures, VGG16 can classify medical images accurately. The model
builds on feature extraction through the pre-trained weights from VGG16, achieving a
training accuracy of up to 0.7972 and a test accuracy of up to 0.8264. The result obtained
from the scratch training of the vision transformer lags behind the other four architectures
exhibiting relatively low accuracy, precision, recall, and F1 scores in comparison with other
architectures. The training accuracy is up to 0.5595, while it achieved a test accuracy that is
consistently around the value of 0.5524, suggesting a limitation in the model’s learnability
of generalizable features. This is largely due to a limited dataset. An effective deep learning
model requires a large amount of data for training with a huge number of parameters [4],
hence the superior performance of the transfer learning on pre-trained models over the
trained models from scratch. The model does not appropriately learn and generalize well
with such a limited image. This is in comparison with pre-trained models that have been
subjected to large and complex image data.

5. Conclusions

In this study, we made a comparison between the CNN-based architectures and Vi-
sion transformer-based deep learning models to identify the best-performing model to
accurately classify mammographic breast cancer images. The SWIN transformer model
achieved the best evaluation results in terms of accuracy and precision. This attests to the
potential and effectiveness of transformer architectures in computer vision tasks, which
could be influential in the early detection and diagnosis of breast cancer, offering a practical
application to improve patient outcomes and offer valuable tools for healthcare profession-
als. The same could be said about the pre-trained ViT model, offering quite impressive
valuation results as well. This can be attributed to the long-range dependency feature re-
tention capability of their architecture. Using pre-trained transformer models will provide
better performance due to the vast learnable parameters with weights updated through
learning from millions of images, outperforming CNN models which used to be the leader
in computer vision tasks. For future research, to gain explainability of the transformer
architecture, there is a need to obtain larger mammograms to train the transformer from
scratch as results have shown that models give better performances with larger datasets.



Analytics 2024, 3 474

Also, other medical imaging technologies such as ultrasound and MRI alongside mammo-
gram images can be used for training the models for a more robust, effective, and improved
classification model. This is particularly beneficial as each imaging procedure offers unique
perspectives on breast tissues. Combining these unique features can improve the perfor-
mance and accuracy of the deep learning model by giving it a better generalization of
diverse breast tissues. The classifier can be enhanced to provide features to support patients
in terms of medical information, referrals to medical practitioners, and prescriptions, as this
can provide bespoke treatments for patients who have been diagnosed with the disease.
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