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Abstract: Demand side management is a critical issue in the energy sector. Recent events such as the
global energy crisis, costs, the necessity to reduce greenhouse emissions, and extreme weather condi-
tions have increased the need for energy efficiency. Thus, accurately predicting energy consumption
is one of the key steps in addressing inefficiency in energy consumption and its optimization. In this
regard, accurate predictions on a daily, hourly, and minute-by-minute basis would not only minimize
wastage but would also help to save costs. In this article, we propose intelligent models using
ensembles of convolutional neural network (CNN), long-short-term memory (LSTM), bi-directional
LSTM and gated recurrent units (GRUs) neural network models for daily, hourly, and minute-by-
minute predictions of energy consumptions in smart buildings. The proposed models outperform
state-of-the-art deep neural network models for predicting minute-by-minute energy consumption,
with a mean square error of 0.109. The evaluated hybrid models also capture more latent trends in the
data than traditional single models. The results highlight the potential of using hybrid deep learning
models for improved energy efficiency management in smart buildings.

Keywords: smart buildings; energy consumption; hybrid deep learning; energy forecasting; building
energy management systems

1. Introduction

Achieving efficiency is an important focus in the energy sector. The global energy crisis
has further emphasized the consideration for efficient energy consumption [1]. In addition,
the new wave of energy crises in the UK and Europe, triggered by Russia’s invasion of
Ukraine in the last couple of years, as well as the increase in world population, has led
to the rapid increase in energy demand and higher costs. Therefore, the need to reduce
greenhouse emissions, extreme weather conditions, etc., all of which have impacted the
surge in demand for energy [2], has prompted many countries to embark on campaigns to
minimize energy wastage [3]. According to the World Energy Council, climate change has
been one of the biggest challenges affecting all regions of the world. For instance, European
Climate Action listed the negative impacts of this and aims to minimize greenhouse
emissions and improve energy efficiency by reducing energy consumption. The biggest
energy consumers according to [4] are buildings, contributing most of the total energy
usage and carbon emissions in the world. Similarly, energy demands are projected to
increase by 55% from 2005 to 2030, with buildings accounting for 40% of the total energy
consumed [5]. Due to this significant challenge, more attention is now paid to smart
buildings by providing comfortable, economical, and sustainable operations for occupants.

In recent years, emerging and disruptive technologies such as artificial intelligence (AI)
and the Internet of Things (IoT) have been shaping the energy management future, building
a world of smart and connected agents that require minimal or no human intervention.
These technologies are being integrated into building automation systems to develop
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smarter buildings [6]. Smart buildings have been widely adopted by developed countries
due to the popularity of intelligent technologies such as smart grids [7] and their ability to
support sustainable and efficient energy management systems (EEMSs). EEMSs are the
main feature of smart buildings for managing energy use, hence the need (as an integral part
of the EEMS) for accurate energy consumption predictions to aid occupants in managing,
planning, and minimizing energy waste and cost [8].

Due to the current global increase in energy prices, smart buildings have become
increasingly popular because of their inbuilt sensors which help to monitor occupants’
behaviours and optimize their energy consumption. Currently, the UK government pol-
icy advises installing sustainable technologies in houses. Therefore, prediction of smart
building energy use is an important factor for efficient management of energy consump-
tion. However, the main challenge in smart building energy management systems is poor
prediction performance [9], particularly false positive or false negative predictions.

Therefore, accurate energy consumption prediction in smart buildings is essential and
it represents an important challenge for efficient set points of critical loads, such as heating,
ventilation and air conditioning (HVAC) and scheduling of energy-production assets.
Studies have demonstrated that predicting the consumption of each appliance will improve
occupants’ attitudes towards energy saving [10]. The ability to forecast energy consumption
at periodic intervals can help building occupants to anticipate and adjust the operation of
their appliances and equipment, thus leading to improved energy efficiency management,
sustainable development, reductions in energy costs, improved environmental influence,
and reductions in energy expenses [11]. Energy from power plants is instantly consumed as
it is generated; hence, accurate forecasting of energy consumption will support the stability
and continuous improvement of power supply.

Furthermore, home energy management has received considerable attention in recent
times because of the need for energy consumers to minimize the overall electricity con-
sumption as the cost of living continues to increase. Therefore, more technology-based
approaches are being explored by researchers to automate energy management. One
technology-based approach is the use of artificial intelligent models. Several intelligent
approaches, such as mathematical models and classical machine learning models, for en-
ergy consumption prediction, have been explored in the past by researchers. However,
approaches based on deep neural networks are generally considered to produce better
forecasting performance and robustness than classical methods [12–14], minimizing both
false positive and false negative predictions.

Thus, several researchers have applied deep neural networks for forecasting and
predicting energy consumptions [1,6–8]. For example, recently, Mubarak et al. [15] explored
hybrid deep learning models consisting of long short-term memory and self-attention
(LSTM–Attention), incorporating explicit time encoding to forecast one-hour-ahead active
and reactive power usage. In addition, Sunder et al. [16] also proposed hybrid models con-
sisting of a combination of various deep learning models such as transformer-based models,
graph neural networks, recurrent neural networks, e.g., BiLSTM with improved CNN mod-
els for accurate long-term predictions of energy load in smart buildings. These research
works and many more have demonstrated that a combination of deep neural network mod-
els could produce better prediction performances than individual models. Thus, this article
presents the use of hybrid models that integrate convolutional neural networks (CNNs),
gated recurrent units (GRUs), long short-term memory (LSTM), and CNN–Bidirectional
LSTM to predict daily, hourly, and minute-by-minute consumptions of energy, unlike other
works that are focused on long-term predictions of energy consumptions.

The key contributions of this article are threefold:

• Providing a comprehensive review of existing energy prediction approaches in smart buildings.
• Investigating the use of hybrid convolutional neural networks, CNN–GRU, CNN–

LSTM, and CNN–Bidirectional LSTM, for predicting smart buildings’ energy consump-
tion on minute-by-minute, hourly, and daily basis, relying on the inherent strengths of
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these individual models for recognizing temporal and spatial relationships in the data
for accurate predictions of energy consumption.

• Extensive performance comparisons of the models with other state-of-the-art deep
learning models for predicting energy consumption at the mentioned time intervals.

The remainder of this article is structured as follows:
In Section 2, a review of related works focusing on aspects covered by the proposed

solution is presented. Section 3 presents the methodology of the proposed solution. In
Section 4, experimental validation of the proposed solution and results are presented.
Section 5 analyses and discusses the results and their significance. Finally, in Section 6, we
conclude the article and present recommendations for future work.

2. Related Works

Predicting energy usage is an important factor for achieving sustainable energy effi-
ciency [17]. Over the last decade, increasing energy demand has inspired researchers to
find the best approaches for minimizing energy consumption, reducing the cost of energy,
making informed energy decisions, and improving energy utilization.

To achieve these aims, several methods have been explored for energy consumption
predictions. These prediction models can be generally placed into four categories: statistical
models, classical machine learning models, deep learning models, and hybrid models.

These statistical methods use historical data to develop statistical models to analyse
and estimate future energy consumption [18–20]. Regression models are the most common
statistical methods used for predicting energy consumption. Linear, multivariate, and
other regression models have been widely used [18,19]. Other examples include the
autoregressive integrated moving average model (ARIMA) [20] and the support vector
regressor (SVR) approach [14,21]. The authors of [22] utilized multiple regression models to
predict energy demands of heating systems in residential buildings. The model incorporates
various features that influence energy consumption including the global heat loss coefficient,
south equivalent surface, indoor set-point and sol-air temperature differences. A good
accuracy of 0.987 correlation coefficient was achieved highlighting the effectiveness of the
model for forecasting heating energy demands, based on the identified features. In [23], the
researchers applied linear regression to estimate energy consumption in an institutional
building. This study demonstrates the efficacy of a regression model for energy forecasting,
but it only performed well when dealing with smaller datasets.

Another category comprises researchers who explored classical machine learning
methods. Several traditional machine algorithms have been explored by researchers to
predict energy consumption [7,9,12,14,24]. Machine learning allows systems to learn
automatically and improve by observing patterns in the data. In this regard, several
classical machine learning algorithms and techniques are being adopted for predicting
energy consumption. In [25], for example, a study was conducted to analyse and predict the
energy consumed in smart buildings in Malaysia. In that study, hourly consumption data
were collected from commercial smart buildings. K-nearest neighbour (KNN), a popular
classical machine learning algorithm, was trained for energy consumption prediction. The
result shows high accuracy with k = 5. Although KNN performs well with a small quantity
of data, it requires huge computational resources when handling large datasets because it
memorises the entire data. In [26], the researchers investigated the use of ANN and SVM
and compared their performances with that of KNN. The results demonstrate that, even
though ANN and SVM are more complex models compared to KNN, SVM demonstrates a
better performance than KNN when analysing and predicting energy consumption.

Another study [27] introduced a forecasting method that implements a two-stage hy-
brid approach for short-term load forecasting. The first stage explored time-series methods
whilst in the second stage they enhanced the performance of time-series methods by ana-
lyzing their deviations using techniques such as linear regression, quadratic programming,
and support vector machines (SVM). However, SVM appeared to be unsuitable for large
datasets because the bigger the dataset, the longer the linear training time. In addition, the
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results from previous machine learning studies show that every method performed better
or worse depending on factors such as the size of the dataset used, the data preprocessing
approach, and the duration of training [28]. Another example is the work in [11], where
a multilayer perceptron algorithm was trained to forecast heating and cooling loads in a
residential building, achieving a good performance. The researchers in [29] used a deep
residual neural network to forecast electrical energy consumption, providing day-ahead
estimations in a residential building; the forecast was tested individually on several resi-
dential buildings, and the model obtained some good results with an error rate of 8% for
hourly forecasting(for 22 kwh) and 2% error for daily forecasting(of 131 kwh), which were
better than that achieved by the benchmark model.

Researchers and developers alike are exploiting deep neural networks for solving more
complex problems that the classical machine learning algorithms struggled to solve [30].
Thus, apart from the use of classical machine learning algorithms for energy consump-
tion prediction, such as KNN, SVM, ANN, and random forest, there have been recent
developments and successes in the use of deep learning models for solving complex fore-
casting problems based on time–series data [1,6–8,15,16,28,31]. In addition, CNNs have
achieved ground-breaking results in computer vision problems, with their capability to
extract latent spatial features from data. In this regard, several deep learning models such
as CNN, LSTM, and their variants—transformer models, etc.—are being widely explored
for energy consumption forecasting. For example, the authors of [32] used various deep
learning methods such as GRU, LSTM, and RNN to predict the energy consumption of
smart buildings. The results demonstrate better performance than those obtained from
classical machine learning algorithms, with improvements in prediction accuracy.

LSTM, Bidirectional LSTM, and GRU, for example, may exhibit better performances in
extracting temporal sequences in multiple time steps from time–series data. However, CNNs
do not have this capability; rather, they have the capability to extract spatial features and local
patterns, which LSTM-based models such as the bidirectional LSTM or GRU do not have.

Therefore, attention has recently been shifting to combining multiple deep neural net-
work models as hybrid architectures for solving complex problems. This has the synergistic
benefits of hierarchical feature extractions and improved performances, particularly in
applications that involve time–series forecasting such as energy consumption predictions.
Additionally, existing works have proven that combining these architectures allows for a
more comprehensive understanding of hidden patterns in time–series data, leveraging the
strengths of the individual model to achieve a better forecasting performance. For exam-
ple, a novel multi-channel and multi-scale convolutional neural network–long short-term
memory (MCSCNN-LSTM) hybrid was presented in [24] to predict energy consumption.
The authors confirmed that the hybrid model has a better performance when predicting
irregular trends and patterns of energy consumption than when using each architecture
alone. There are several other recent works that explore hybrids of various deep learning
models to achieve improved performances [13,33–36].

However, in this article, we investigate the efficacy of some of these hybrid models to
accurately capture temporal trends in energy consumption data. We explore and evaluate
the capacity of combinations of CNN, LSTM, bidirectional LSTM, and GRU to capture
sequence patterns at different time intervals, such as minute-by-minute, hourly, and daily
intervals, for forecasting energy consumptions.

3. Methodology

In this section, we present the approach and methods explored using the proposed
solution for predicting energy consumption in smart buildings.

3.1. Proposed Hybrid Framework for Energy Consumption Predictions in Smart Buildings

Figure 1 illustrates, at a high level, the proposed hybrid method for energy consump-
tion prediction. The figure shows different aspects of the proposed solution, such as data
collection, data preprocessing, model training, and evaluation. The spatial and local fea-
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tures are automatically extracted by the CNN convolution layer. The LSTM, bidirectional
LSTM, and GRU are explored for capturing temporal patterns in multiple time steps of
energy consumption datasets. The models are analysed and evaluated using relevant
performance metrics, which are presented in Section 4.3.
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3.2. Theoretical Overview of the Proposed Solution

In this section, the theoretical underpinnings of our methods, as illustrated in Figures 1–3,
are introduced.
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3.2.1. Convolutional Neural Network Building Blocks (Layers)

A convolutional neural network, as illustrated in Figure 2, consists of multiple layers
of architecture known as building blocks. CNNs can transform and process time–series
data using three layers, namely the convolutional layer, the pooling layer, and the fully
connected layer [30,39].

a. The Convolutional Layer

In CNNs, two main operations are performed, namely linear convolution and non-
linear transformations [37,39]. The convolution is a specialized linear operation that uses
several kernels. The purpose of this operation is to automatically extract discriminatory
spatial features from the raw data. This process involves an element-wise product of the
kernel and the input matrix to generate a feature map. After the convolution operation, a
non-linear activation function, such as an ReLU (rectified linear unit), is used to transform
the output, as shown in Equation (1).

ReLU = f (x) = max(0, x) (1)

This non-linearity helps the network to capture more complex spatial patterns and
relationships, making the CNN better equipped for automatic feature extraction [39].
Assuming that xa

i = [x1, . . . , xN ] are inputs from the power consumption data of each unit,
a represents the time intervals (hourly, minute-by-minute, or daily). The output, which
depends on the number of convolutional layers in the architecture, of the lth convolutional
layer is computed using Equation (2).

zl,j
i = σ(∑K

k=1 wj
kxl−1,j

i+k−1+bl
j) (2)

where wl,j
k and bl

j are weight and bias of the j-th term of the l-th layer; xl,j
i+k−1 is the input

patch; l is the index of the current layer, and σ is the activation function; k represents the
size of the filter/kernel.

The activation function al
j = σ(zl,j

i ) introduces non-linearity to the CNN layer for
detecting the non-linear features of the raw sensing data.

b. The pooling Layer

The pooling layer is important in a convolutional neural network, and it is also called
the down-sampling layer; it helps to control overfitting, and in maintaining a translational
invariant feature in the model. Pooling layers aid in reducing the size of the model layer
feature map, the number of parameters, the computational requirements of the network,
and the memory footprints needed to speed up the training process while decreasing the
neurons in networks and extracting important features. In the pooling layer, there are
different pooling techniques like max polling, min pooling, gated pooling, average pooling,
tree pooling, etc. Average pooling and max pooling are the most-used techniques in the
pooling layer. Max pooling selects the maximum output value (as shown in Equation (3))
from all units, while average pooling computes the average output from all the windows.
Max pooling down-samples the weights assigned to the kernel in the convolutional layer,
therefore reducing the possibility of overfitting as well as the computational cost [30,37–39].
In this study, we used the max pooling method because of its robust performance with
sparse features and its capability to eliminate unimportant features.

f l,j
i = maxs∈S(z

l, j
i∗T+s ) (3)

where S is the pooling size, and its stride is denoted by T. zl, j
i∗T+s is the value of the

i − th node in layer l.
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c. Fully Connected (FC) Layer
After the pooling process is complete, the resulting feature map is flattened into a one-
dimensional vector of features f l = [ f1, . . . , fl], where l is the number of nodes in the last
pooling layer. The flattened features are then passed to the fully connected layers, which are
also called the dense layers. In this layer, there is a full connectivity of neurons in the first and
last layers. This layer helps outline the representation between the input and output.

3.2.2. Long Short-Term Memory Approach

LSTM is a type of recurrent neural network that learns the hidden relationships and
patterns between data points in sequence and has contributed widely to deep learning success
stories [40–43]. It was developed to handle long-term memory tasks, like speech recogni-
tion [34], music generation [41], and energy consumption prediction and forecasting [32,34].
Also, LSTM models can be trained with historical time–series data to make predictions for the
future energy consumption of buildings.

About a decade ago, long short-term memory models gained popularity in the building
energy consumption prediction and forecasting domain; they have since been used more
frequently with other deep learning models such as CNN, and DNN. The tremendous
success of LSTM models is due to their capability to solve time–series tasks and memorize
information for a longer time steps in networks [43]. They also have the capability to
reduce the exploding and vanishing gradient problems that are associated with traditional
recurrent neural networks [43,44].

3.2.3. Long Short-Term Memory Block

The LSTM building blocks comprise memory cells that are self-connected, as illustrated in
Figure 3. The LSTM cells have the capacity to remember their past states. This is possible using
three gates, namely the input gate, the output gate, and the forget gate, to store information
over a long-time step [43]. The input gate decides what information will be included and
updated in the current timestamp for future prediction. The forget gate decides on the extent
to which the information should be remembered or forgotten from previous time steps, whilst
the output gate determines the future predicted values. The operation of the three gates can
be mathematically expressed as shown in Equations (4)–(9) [37].

f (t) = σ(W f

[
h(t−1), xt

]
+ b f ) (4)

i(t) = σ(Wi

[
h(t−1), xt

]
+ bi) (5)

o(t) = σ(Wo

[
h(t−1), xt

]
+ bo) (6)

∼
c
(t)

= tanh(Wc

[
h(t−1), xt

]
+ bc) (7)

c(t)= f (t) ∗ c(t−1) + i(t) ∗ ∼
c
(t)

(8)

h(t) = o(t) ∗ tanh(c(t)) (9)

In LSTM cells, the forget gate (Equation (4)) determines the amount of information
from the previous cell state that should be retained or discarded. It takes the hidden state
from the previous time step and the current input as inputs. These inputs are passed
through a sigmoid function to produce a value between 0 and 1, which modulates the
contribution of the previous cell state to the current one.

The input gate (Equation (5)) decides how much new information from the current in-
put should be added to the cell state. It produces a gate value that regulates the contribution
of the candidate cell state to the overall cell state.
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The output gate (Equation (6)) governs the generation of the hidden state at the current
time step, which serves as the output of the LSTM cell. It produces a value that modulates
the impact of the updated cell state on the hidden state.

The candidate cell state (Equation (7)) represents the new information that could
potentially be added to the current cell state. It is computed by applying the hyperbolic
activation function to the weighted sum to produce values between −1 and 1. The input
gate controls how much of this candidate state is used in updating the overall cell state.

The updated cell state (Equation (8)) is a combination of the previous cell state, scaled
by the forget gate, and the candidate cell state, modulated by the input gate. This equation
allows the LSTM to maintain long-term dependencies by selectively incorporating old and
new information, depending on the context at each time step.

In summary, Equations (4)–(6) describe the forget, input, and output gates.
Equations (7) and (8) use the input and the output gates of the candidate cells to compute
the values for the new cell. Equation (9) ensures that the output values of h(t) are always
in the interval (−1,1). On the one hand, if the value of the output gate is close to 1, then
the gate allows the memory cell of the internal state to impact the subsequent layers. On
the other hand, if the value is close to 0, then it prevents the current memory cell from
impacting other layers of the network in the current time step.

3.3. The Hybrid CNN-LSTM Method

Figure 4 shows the high-level architecture of the CNN-LSTM method for energy con-
sumption prediction in smart buildings. This study uses a real energy consumption dataset
from a smart building. Spatial factors associated with the time–series variables which are
multivariate are extracted from the CNN convolution layer and the pooling layers and fed into
LSTM layers with outliers removed. The LSTM layer uses transmitted spatial characteristics
to model irregularly in the time–series data, such as irregular time patterns, trends, and
seasonality. Lastly, the CNN-LSTM model can produce predicted energy consumption in a
fully connected state. The predicted values of energy consumption are then analysed and
evaluated using several evaluation metrics, which are presented in Section 4.3.
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CNN-LSTM model.

Predicting energy consumption using the CNN-LSTM methods requires a series
of connections between the CNN and the LSTM. The model can keep irregular time
information and extract complicated hidden features from the building’s sensor data
collected to predict energy consumption trends. First, the upper layers of the CNN-LSTM
model architecture consist of one or more CNN layers. This CNN layer can receive (from the
input layer) various features that define the energy consumption of appliances, building
characteristics, the occupants’ behaviours, household occupancy, weather information,
seasons of the year, and time. The CNN layer is responsible for automatic feature extraction
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from the data it receives from the input layer. The extracted features from the CNN
layer are then fed to the LSTM layer. Meanwhile, the hidden layer of the architecture is
the heart of the network, where the information processing mechanisms such as feature
extraction, regularization etc. happen. The convolutional layers, the pooling layers, the
LSTM layers dropout layers, and ReLU layers, also known as the activation function, all
constitute the hidden layers of the architecture. In the convolution layer, the convolution
operation is applied to the incoming sequence of the time–series features; then, the result
is passed into the next layer. Visual stimulation of individual neurons is emulated by the
convolution operation. The individual neurons in the convolution layer then process only
the multivariate data for the receiving field, thus reducing parameters. The dropout layer
is added for regularization to allow the model to generalize, i.e., to prevent overfitting and
to improve overall performance of the model.

LSTM is the lower layer of the CNN-LSTM model that memorizes time information
regarding significant features from the energy consumption sensor extracted from the
CNN. LSTM can remember long-term information by updating the hidden state, which
makes it easy to understand the temporal relationship. The obtained output value from
the CNN layer is passed into the LSTM gate units. LSTM is best for predicting energy
consumption because it solves the issues posed by vanishing and explosive gradients, which
are associated with RNNs. LSTMs are made up of memory cells that update their current
state using each gate unit activation function. The activation function is a continuous value
from 0 to 1 and it is controlled to fit into the value.

it= δ(WPi pt + Whiht−1 + Wcioct−1 + bi) (10)

f t= δ(WP f pt + Wh f ht−1 + Wc f oct−1 + b f ) (11)

ot= δ(WPo pt + Whoht−1 + Wcooct + bo) (12)

where ht is the LSTM cell hidden state, which is updated in every step t.
Equations (10)–(12) above show the individual gate unit (input, output, and forget gates)
operations that constitute the LSTM; notations i, f, and o represent the outputs of the
individual gates.

ct = f t o ct−1+it o δ(WPc pt + Whcht−1 + bc) (13)

ht = otoδ(ct) (14)

In the above Equations (13) and (14) [36], the notation c and h are the hidden states. Also,
for the cell states that are determined through the gate units, the activation function—such
as Tanh—is represented with the o notation; please also note that the non-linear activation
function confines the input into the −1,1 range. The bias vector is the b notation, while w
represents each gate unit weight matrix. The notation pt stores complex features as output
and the output is used in the LSTM memory cells as an input.

In addition to the unidirectional LSTM model, two other variants of LSTM—namely
the bidirectional LSTM and gated recurrent units (GRUs)—were also trained and evaluated
in this article to compare their performance for minute-by-minute, hourly, and daily energy
consumption forecasting.

The BiLSTM consists of two independent LSTM layers for processing the input data in
two opposing directions. One layer is used for processing the data in the forward direction,
like the normal LSTM, whereas the other layer processes the data in the opposite direction.
This works by dividing and connecting the neurons of the normal LSTM for the backward
states (the negative time direction) and the other does this for the forward states (the
positive time directions) [44].

In the GRU architecture, the three gates of the LSTM are replaced with two gates,
namely the reset and the update gates. The reset gate controls how much of the previous
state is remembered, whereas the update gate controls how much of the new state is a copy
of the old state [44].
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The fully connected layer, which is the last layer, consists of densely connected neurons.
The fully connected layers receive inputs from the LSTM, BiLSTM, or GRU layers to produce
the final output. The inputs are flattened to produce a one-dimensional vector feature
before they are fed into the fully connected layers [35].

4. Experiments and Results

In this section, we present an experimental evaluation of the proposed solutions. A
total of 12 models, including LSTM, CNN, GRU, and hybrid models (including CNN-
LSTM, CNN-GRU, and CNN–Bidirectional LSTM) were trained and evaluated for their
ability to accurately predict energy consumption in smart buildings. The experiments
were conducted on minute-by-minute, hourly, and daily time intervals, and the model
performances were measured using the root mean square error (RMSE), the mean absolute
error (MAE), and the mean squared error (MSE) metrics.

The proposed CNN-LSTM model was compared to other models in terms of its ability
to make short-term, medium-term, and long-term predictions. The dataset was aggregated
from minute-by-minute timestamps to hourly and daily timestamps to evaluate the model
performance at different time intervals. A sliding-window algorithm with a window size
of 2 was utilized in the experiment, where the model was fed with two consecutive time
steps as input and used to predict the next value.

4.1. Energy Consumption Dataset and Analysis

In this study, the energy consumption dataset of a seven-story office building in
Thailand was adopted and used for the experiments, as illustrated in Figure 5 [45]. Several
time–series variables of the dataset were used to predict the plug load energy consumption.
This dataset is displayed as a one-minute time unit with real energy consumption. A total
of 790,558 datapoints from 2018 to 2019, specifically collected from only the first floor of the
office buildings, were used to train the models. In addition, a total of 49,456 missing data
points were identified. Table 1 describes each variable contained in the dataset. Seasonality
is usually represented by periodic trends going up and down in the dataset; trends are
patterns in the data that span across the seasonal period, while residual is the noise present
in the data that cannot be explained. Figure 6 shows the trends in seasonality and residual
energy consumption for one of the plug loads, represented as variable “z1_plug”.
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Table 1. Description of features in the dataset with eleven (11) variables.

Variable Names Description

Date
The electricity/energy consumption was recorded on the first
floor of the office buildings with time-series data for year,
month, day, hour, minute, and second

z1_light Power consumption of lighting load for zone 1 (kW)

z1_plug Power consumption of plug load for zone 1 (kW)

z2_AC1 Power consumption of AC unit 1 (kW)

z2_AC2 Power consumption of AC unit 2 (kW)

z2_AC3 Power consumption of AC unit 3 (kW)

z2_AC4 Power consumption of AC unit 4 (kW)

z2_light Power consumption of lighting load for zone 2 (kW)

z2_plug Power consumption of plug load for zone 2 (kW)

z3_light Power consumption of lighting load for zone 3 (kW)

z3_plug Power consumption of plug load for zone 3 (kW)

z4_light Power consumption of lighting load for zone 4 (kW)

4.1.1. Energy Consumption by Month

As part of the initial analysis of the datasets, we compared the trends of energy
consumption during the summer and winter months. From Figure 7a,b, the trends show
that, from June to August, the energy consumed was below 40 KW. This could be because,
during summer, people hardly turn on the heaters that consume more energy, compared to
energy usage in the wintertime, when energy consumption is generally higher than 40 KW,
with more plug load.
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different hours of the day.

4.1.2. Energy Consumption by Hour

Figure 7c illustrates the energy consumed per hour; the period from 12:00 pm to 2:30 pm
recorded the most energy consumed. From 3:30 pm to 4 pm, there was a drastic drop in
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consumed energy; this could be because the afternoon work shift was over, and staff had to
turn off all loads. From 4 pm to 5:30 pm, there was a peak in energy consumption, this could
mean that evening staff had resumed their work in the office.

4.2. Model Development and Training

In this section, we present details for the development and training of the hybrid models.

4.2.1. Data Segmentation

Before feeding the raw energy dataset into the models for training, the data were
segmented using a temporal sliding-window algorithm [46]. We applied the sliding-
window algorithms to address the time-sensitive nature of the dataset and to aid the
computational efficiency (reducing processing time and energy consumption) of the models.
In this process, we used a sliding window size of two (window size = 2). This means that
the model takes a 2-time step (mins, hours, days, or months) into the future to make a
prediction of energy consumption for the third minute, hour, day, or month.

4.2.2. Split the Data into Training, Validation, and Testing

Once the data are segmented through the sliding window process, the data are split
into training, validation, and test sets. As can be seen in Figure 8, 70% of the data were
used for training, 10% were used for validation, and 20% for testing.
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4.2.3. Developed Models for Energy Consumption Predictions

A total of 12 models, including deep learning models such as LSTM, CNN, GRU, and
hybrid models (including CNN-LSTM, CNN-GRU, and CNN-bidirectional LSTM), were built
and evaluated for their ability to accurately predict energy consumption in smart buildings.
The experiments were conducted on minute-by-minute, hourly, and daily time intervals,
and the model performance was measured using the root mean square error (RMSE), mean
absolute error (MAE), and mean squared error (MSE) metrics.

The proposed CNN-LSTM model was compared to other models in terms of its ability
to make short-term, medium-term, and long-term predictions. The dataset was aggregated
from minute-by-minute timestamps to hourly and daily timestamps to evaluate the model
performance at different time intervals. A sliding-window algorithm [46] with a window size
of two was utilized in the experiment, where the model was fed with two consecutive time
steps as the inputs and used to predict the next value.

4.3. Evaluation Metrics

The performance of the proposed CNN-LSTM model is evaluated by MAE, MSE, and
RMSE. These performance metrics evaluate the variance between the actual and predicted values.

MSE =
1
N ∑n

i=1

(
YI − ŶI

)2 (15)
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MAE =
1
N ∑N

i=1

∣∣Yi − ŶI
∣∣ (16)

RSME =

√
1
N ∑n

i=1

(
YI − ŶI

)2 (17)

where YI and ŶI represent the actual time–series value and the predicted value, respectively.
MSE (Equation (15)) measures the average square of the difference between predicted and
actual values, MAE (Equation (16)) computes the mean absolute difference between actual
and predicted values, and RMSE (Equation (17)) measures the difference between predicted
and actual values, it is the square root of MSE [36,37].

4.4. Model Evaluation

To evaluate the developed models, several experiments were conducted. The energy
consumption prediction experiment was categorized into minute-by-minute, hourly, and
daily predictions. The experiment was carried out by aggregating the data by minutes,
hours, and days for the time resolution. The first part of these experiments is meant to eval-
uate the performance of the hybrid models (CNN-LSTM, CNN_GRU, and CNN-BiLSTM)
and compare their performance for minute-by-minute, hourly, and daily forecasting of
energy consumption. The second part of the experiment was conducted to evaluate the
performance of the hybrid models against the performance of the individual deep neural
network models (the LSTM, CNN, and GRU deep learning models). The results were eval-
uated using RMSE, MSE, and MAE as the performance metrics, as defined in Section 4.3.

4.4.1. Performance Evaluation of Hybrid Models for Minute-by-Minute Time Resolution

The results of the hybrid models for time–series energy consumption prediction are
presented in Table 2. The performance of the models was evaluated using the RMSE, MSE,
and MAE metrics. The results, as shown in Table 2, demonstrate that the CNN-LSTM hybrid
model generally outperformed the other models with an MSE of 0.109, demonstrating
its outstanding capability in predicting short-term energy consumption. The experiment
confirms that the CNN-LSTM model has a better performance compared to other hybrid
methods for short-term energy consumption forecasting.

Table 2. Evaluation results for hybrid learning models for minute-by-minute predictions.

Models RMSE MAE MSE

CNN-LSTM 0.330 0.117 0.109

CNN-GRU 0.369 0.189 0.136

CNN–Bidirectional LSTM 0.3477 0.1339 0.1209

In addition, Figures 9–11 show how the models perform regarding capturing the
trends of minute-by-minute energy consumption.

Figure 9 for example, illustrate the CNN-LSTM model showing the predicted trends
against the actual trends for minute-by-minute energy consumption. In the figure, the
CNN-LSTM model shows a strong alignment between the predicted and actual values of
energy consumption. The model captures the small fluctuations in energy consumption,
particularly during peak periods of energy consumption. The predicted trends follow the
actual trends, with minimal errors, indicating the model’s ability to track minute-level
energy consumption trends.

Figure 10 represents the CNN-GRU model, which also captures the general trend of
the actual energy consumption data, but there are more noticeable errors compared to
CNN-LSTM. Whilst the overall pattern of high and low energy consumption is captured,
there are instances where the predicted values show some difference from the actual values,
especially during periods of high consumption.
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Figure 9. The CNN-LSTM model showing the predicted trends against the actual trends for minute-
by-minute energy consumption. In the figure, the CNN-LSTM model shows a strong alignment
between the predicted and actual values of energy consumption. The model captures the small
fluctuations in energy consumption, particularly during periods of rapid change. The predicted
trends follow the actual trends, with minimal deviations, indicating the model’s ability to track
minute-level energy consumption trends.
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Figure 10. CNN-GRU model for minute-by-minute prediction. The model also captures the general
trend of the actual energy consumption data, but there are more noticeable errors compared to
CNN-LSTM. Whilst the overall pattern of high and low energy consumption is captured, there are
instances where the predicted values exhibit some differences between the actual values, especially
during peak consumption periods.
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Figure 11. The CNN-BiLSTM model showing the predicted trends against the actual trends for minute-
by-minute energy consumption. The CNN-BiLSTM model captures the trends in energy consumption,
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values, suggesting that this model has more difficulty with minute-level predictions.

.
Then, Figure 11 shows the CNN-BiLSTM model. The CNN-BiLSTM model captures

the trends in energy consumption, but it shows more deviations compared to the other two
models. The predicted line follows the general direction of the actual data, but at certain
points, there are larger gaps between the predicted and actual values, suggesting that this
model has more difficulty with minute-level fluctuations compared to other models.

4.4.2. Performance Evaluation of Hybrid Models for Hourly Time Resolution

The evaluation of the proposed models’ performances for hourly energy consumption
prediction was carried out in the second experiment. The dataset was transformed from
minute-by-minute timestamps to hourly time intervals, resulting in a decrease in the
number of observations from 790,558 to 13,173. In comparison to other hybrid deep
learning models, the proposed CNN-LSTM model performed better in predicting patterns
in the dataset. As seen from the results in Table 3, the proposed model’s prediction was
closer to the actual values, as evidenced by its lowest mean squared error (MSE) of 2.530.
Despite the MSE being greater than 0, due to the small size of the dataset used for training
the model, the proposed model still demonstrated a remarkable ability to predict hourly
energy consumption. Figures 12–14 further show how these models capture the hourly
energy consumption trends.

Table 3. Model evaluation for hourly energy consumption.

Models RMSE MAE MSE

CNN-LSTM 1.590 0.895 2.530

CNN-GRU 1.689 1.070 2.855

CNN–Bidirectional LSTM 1.634 0.982 2.678
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energy consumption. The CNN-LSTM model captures the broader trends of energy consumption.
The predicted line closely follows the actual line, particularly during periods of gradual changes in
consumption. However, there are some errors as can be seen at peak period or when consumption
declines, where the predicted values are slightly lower than the actual values.
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Figure 13. The CNN-GRU model showing predicted trends against the actual trends for hourly energy
consumption. The CNN-GRU model’s capturing of the hourly trends is like that of the CNN-LSTM
model hourly trends, but there are more noticeable deviations. The predicted line and the actual
values sometimes overlap, particularly for periods of high and low energy consumption. However,
the model still captures the general trends of energy consumption at hourly time resolutions.
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Figure 14. The CNN-BiLSTM model showing predicted trends against the actual trends for hourly
energy consumption. This model shows a similar trend, but with larger deviations from the actual
trend compared to the CNN-GRU and CNN-LSTM models. This shows that the model is less effective
at capturing spikes in hourly consumption.

4.4.3. Performance Evaluation of Hybrid Models for Daily Time Resolution

The third experiment evaluated the performance of the proposed hybrid models for
predicting daily energy consumption. The dataset was preprocessed to convert it from hourly
timestamps to daily time intervals, resulting in 548 observations. The CNN-LSTM model was
compared to other hybrid deep learning models. The results, shown in Table 4, demonstrate
that the mean square error values were higher than zero due to the small dataset used in
training. Despite this, the CNN-LSTM model showed a better performance (MSE of 28.95)
compared to those of CNN-GRU (MSE of 70.04) and CNN-BiLSTM (MSE of 143.4). As can be
seen in Figure 15, the CNN-LSTM demonstrates that it is able to forecast energy consumption
trends based on daily time resolution. However, Figures 16 and 17 show that both the
CNN-GRU and CNN-BiLSTM exhibit poor performances in predicting trends. The poor
performances can be attributed to the size of the dataset which is significantly small after the
data were preprocessed for the daily time resolution.

Table 4. Model evaluation for daily energy consumption prediction.

Models RMSE MAE MSE

CNN-LSTM 5.380 3.649 28.95

CNN-GRU 8.366 7.270 70.04

CNN–Bidirectional LSTM 11.97 11.22 143.4
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Figure 15. The CNN-LSTM model showing the predicted trends against the actual trends for daily
energy consumption. In the daily predictions, the CNN-LSTM model captures the general trend but
shows larger errors compared to minute-by-minute and hourly predictions. The predicted trends still
follow the direction of the actual trends, but there are slightly larger errors between the predicted
and actual trends, particularly during peak periods of consumption.
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Figure 16. The CNN-GRU model showing the predicted trends against the actual trends for daily
energy consumption. As can be seen, unlike the CNN-LSTM model, the CNN-GRU model is unable
to capture the actual trends. With an MSE of 70.04, the CNN-GRU model shows a significant increase
in error compared to CNN-LSTM. The higher error rates indicate that this model does not perform
well in predicting daily energy consumption trends.
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Figure 17. The CNN-BiLSTM model showing predicted trends against the actual trends for hourly
energy consumption. The CNN–Bidirectional LSTM model has the worst performance in predicting
the daily trends as can be seen.

4.4.4. Performance Evaluation of All Models for Minute-by-Minute, Hourly and Daily Forecasting

In this experiment, the performance of the individual models was conducted to
compare their performance of the hybrid models with the individual models. Table 5
shows each model’s performance according to changes in time. As the time resolution
decreases, the error rate increases. This is because, at each stage of aggregating the dataset,
the number of observations keeps decreasing leaving smaller data to be trained by the
model. Furthermore, a deep neural network requires a larger amount of data to increase the
performance. However, at each stage of the time change, the proposed model outperformed
the other models, which proves that the proposed model is superior.

Table 5. Accuracies of both the individual deep learning model and their hybrid counterparts, show-
ing the performances of the models for minute-by-minute, hourly, and daily energy consumptions.

Models Time Resolution Error Metrics

RMSE MAE MSE

LSTM Minute-by-minute 0.329 0.120 0.188

CNN 0.385 0.220 0.148

GRU 0.335 0.164 0.112

CNN-LSTM 0.330 0.117 0.109

CNN-GRU Hourly 1.689 1.070 2.855

CNN-BiLSTM 1.634 0.982 2.678

CNN-LSTM 1.590 0.895 2.530

CNN-GRU Daily 8.366 7.270 70.04

CNN-BiLSTM 11.97 11.22 143.4

CNN-LSTM 5.380 3.649 28.95
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5. Discussion

The goal of the work presented in this article is to evaluate the performance of hybrid
deep learning models for predicting energy consumption in smart buildings at various
time resolutions. In the experimental validation, a total of 12 deep neural network and
hybrid neural network models were built and evaluated. The experiments were conducted
to understand the performance of these models for capturing trends in energy consumption
at various time intervals as well as to evaluate the accuracy of their predictions. The
evaluations examine the performance of models for capturing temporal patterns in energy
consumption at minute-by-minute, hourly, and daily intervals. The results show that nearly
all models performed well in predicting the trends and patterns present in the dataset.

For minute interval prediction, the CNN-LSTM model has the best forecasting perfor-
mance in terms of MSE loss error, achieving 0.109. This result demonstrates that the
CNN-LSTM hybrid model is the best model amongst those evaluated for predicting
short-term energy consumption. Although the forecasting errors of the other models
(CNN–Bidirectional LSTM and CNN-GRU) are not significantly higher compared to that
of the CNN-LSTM, it performs better when predicting at minute intervals during the peak
periods than the other models.

Additionally, in the second set of experiments on hourly forecasting, the results also
provide evidence that the CNN-LSTM model performs better than the other models. With a
decrease in the number of observations, the proposed model was still able to predict trends
and achieved the lowest MSE of 2.530. CNN-BiLSTM followed, with an MSE of 2.678.

Similarly, the third set of experiments was conducted to evaluate the performance
of the models for the daily prediction of energy consumption. Although the number of
datapoints significantly reduced when the dataset was preprocessed for daily predictions,
the results also demonstrate that CNN-LSTM performs better than the other models,
achieving an MSE of 28.95.

Generally, the results of this study provide strong evidence of the efficacy of the CNN-
LSTM model for energy consumption prediction across multiple time resolutions. The model
consistently outperformed both the standard deep learning models (such as LSTM, CNN,
and GRU) and the hybrid models (such as CNN-GRU and CNN–Bidirectional LSTM) when
evaluated on key performance metrics such as RMSE, MAE, and MSE. Although, CNN-LSTM
is more complex and more computationally expensive than the GRU, it can be seen from
these results that it has the capability to capture long-term dependencies in sequences of
the energy consumption dataset. This performance advantage is attributed to the model’s
ability to capture both spatial and temporal features as well as having more gates to control
the flow of information through the model’s networks, proving to be particularly good for
peak energy consumption prediction. It was also observed that the CNN–Bidirectional LSTM,
which combines two LSTMs in forward and backward directions, failed to achieve the same
or better level of performance than the CNN-LSTM models.

However, the study has some limitations; all models, including the CNN-LSTM,
exhibited significantly higher error rates when predicting daily energy consumption. This
decline in performance is likely due to data aggregation, which reduced the number of
observations available for model training. The findings underscore the importance of a
large and diverse dataset, particularly when applying deep learning models to time–series
forecasting tasks.

Nonetheless, the study provides some valuable insights into the benefits and challenges
of applying hybrid deep learning models in the context of energy consumption forecasting,
with the CNN-LSTM model proving robust in short- and medium-term resolution predictions.

6. Conclusions and Future Work

In this article, we investigated the performance of various deep learning models
such as CNN, LSTM, GRU, and bidirectional LSTM for predicting and forecasting energy
consumption in smart buildings. The article also investigated the capacity of these models in
combination with the CNN architecture to forecast energy consumption trends for various
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time resolutions such as minutes, hours, and days. The results show that CNN-LSTM
model produced the best prediction accuracy among the three hybrid models evaluated
for forecasting energy usage trends over various time resolutions. The CNN-LSTM model
demonstrates a better performance for extracting complex latent spatial and temporal
features from historical energy consumption data, enabling it to predict consumption
trends better than other individual models, including the LSTM, CNN, and GRU. The
model particularly performed better for short time resolutions, such as minute-by-minute
predictions, achieving the lowest MSE of 0.109 for minute-level forecasts; this illustrated its
efficacy in forecasting complex fluctuations in energy usage.

The results also show that, for hourly forecasting, the CNN-LSTM hybrid model
achieved an MSE of 2.530, the lowest among other evaluated models, such as the CNN-GRU
and the CNN–Bidirectional LSTM. Additionally, the CNN-LSTM hybrid model demon-
strates a better performance for peak load predictions and trends forecasting, consistently
outperforming individual deep learning and other hybrid models.

Despite its better performance, the CNN-LSTM demonstrated a poor performance
when predicting long-term energy consumption. In the future, we would like to investigate
how additional data such as activities, behaviours, and contextual information of a smart
building’s occupants would impact the prediction and forecasting of energy usage. In
addition, we would like to investigate other deep-learning-based models, such as large
language models (LLMs), for energy consumption prediction and forecasting.
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