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Article 

Fuzzy Logic Concepts, Developments and Implementation 
Reza Saatchi 

School of Engineering and Built Environment, City Campus, Sheffield Hallam University, Sheaf Building,  
Howard Street, Sheffield S1 1WB, UK; r.saatchi@shu.ac.uk 

Abstract: Over the past few decades, the field of fuzzy logic has evolved significantly, leading to the 
development of diverse techniques and applications. Fuzzy logic has been successfully combined 
with other artificial intelligence techniques such as artificial neural networks, deep learning, robot-
ics, and genetic algorithms, creating powerful tools for complex problem-solving applications. This 
article provides an informative description of some of the main concepts in the field of fuzzy logic. 
These include the types and roles of membership functions, fuzzy inference system (FIS), adaptive 
neuro-fuzzy inference system and fuzzy c-means clustering. The processes of fuzzification, defuzz-
ification, implication, and determining fuzzy rules’ firing strengths are described. The article out-
lines some recent developments in the field of fuzzy logic, including its applications for decision 
support, industrial processes and control, data and telecommunication, and image and signal pro-
cessing. Approaches to implementing fuzzy logic models are explained and, as an illustration, 
Matlab (version R2024b) is used to demonstrate implementation of a FIS. The prospects for future 
fuzzy logic developments are explored and example applications of hybrid fuzzy logic systems are 
provided. There remain extensive opportunities in further developing fuzzy logic-based techniques, 
including their further integration with various machine learning algorithms, and their adaptation 
into consumer products and industrial processes. 

Keywords: fuzzy logic; fuzzy inference system; adaptive neuro-fuzzy inference system; fuzzy  
c-means clustering; fuzzy logic applications; fuzzy logic implementation; hybrid fuzzy logic models 
 

1. Introduction 
The term logic could be described as the study of correct reasoning [1] while reason-

ing could be defined as the process of drawing conclusions from the available infor-
mation. The term fuzzy is associated with uncertainty in a process or data and fuzzy logic 
is an artificial intelligence technique that uses linguistic terms to perform reasoning and 
thus facilitates analysis and interpretation of imprecise information [2–4]. Using linguistic 
terms in fuzzy logic may reduce the complexities of system modelling as there could be 
less need for extensive mathematical formulations. The field of fuzzy logic and its appli-
cations have evolved greatly in the last few decades with numerous reported publications 
and applications [5]. Fuzzy logic is distinct from probability theory as the latter is gener-
ally applied to problems associated with random characteristics. Probability theory can 
have limitations in scenarios where the problem is termed in vague linguistic terms or 
cases where the available information could be imprecise. 

Crisp or classical sets can be considered as special cases of fuzzy sets. If A is a crisp 
set and U is a universal set (or universe of discourse set or a set that contains all elements 
of other sets, including its own elements), then for any element x in U, x is either a full 
member of A (membership = 1) or not a member at all (membership = 0). In general, a 
crisp set A can be described by its characteristic function 𝜇஺(𝑥) as 
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𝜇஺(𝑥) = 1 𝑖𝑓 𝑥 ∈ 𝐴  𝜇஺(𝑥) = 0 𝑖𝑓 𝑥 ∉ 𝐴   
where the symbols ∈ and ∉ represent “is a member” and “is not a member”, respectively. 
For instance, if the speed of the cars on a road is limited to 60 mph, then three crisp sets 
could be defined representing low, medium and high speeds as shown in Figure 1. 

 
Figure 1. Representations of Low, Medium and High speeds crisp (classical) sets. 

For the crip sets in Figure 1, a car speed of 39.9 mph is a member of the medium-
speed set even though it is not significantly different from 41.1 mph which is a member of 
the high-speed set. In fuzzy sets, the membership of x to a set is no longer binary or true 
or false, as x can simultaneously be a member of multiple sets with associated degrees of 
memberships. Zadeh, in 1965, presented a seminal paper about fuzzy sets [2] that pro-
vided an important foundation of the field. Zadah’s work and those of others have re-
sulted in the evolution of the field, extensive publications and several applications. As 
shown in Figure 2, fuzzy sets typically overlap; thus, a speed of 37 mph can simultane-
ously be a member of medium- and high-speed sets with degrees of memberships of 0.50 
and 0.25, respectively. The degree of membership indicates the extent that an element x 
belongs to a set. It ranges between 0 and 1, where 0 represents not a member and 1 a full 
member. 

 
Figure 2. Representations of Low, Medium and High speeds fuzzy sets. 

In general, if x is a member of fuzzy set A, its mapping can be expressed as 𝜇஺(𝑥) ∈ ሾ0,1ሿ 𝐴 =  (𝑥, 𝜇஺(𝑥)|𝑥 ∈ 𝑈) 

This mapping for a finite discrete fuzzy set can be represented as   𝐴 = ఓಲ(௫భ)௫భ + ఓಲ(௫మ)௫మ + ⋯ = ∑ ఓಲ(௫೔)௫೔   (1)
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where the symbol “+” in expression (1) is not a mathematical addition or logical OR but it 
represents an aggregation or collection operation. For a finite continuous U, the fuzzy set 
A can be represented as 𝐴 =    ∫௑ ఓಲ(௫)௫  𝑑(𝑥)  (2)

The contribution of this article is informative explorations of the main fuzzy logic 
concepts, combined with discussions of recent developments in the field, and system 
modelling implementation coverage. The manner of preparing this article was to ensure 
prior information about the field was not required to be able to follow up and understand 
its contents. Membership functions play a central role in the field of fuzzy logic as they 
facilitate conversion between crip and fuzzy data. Therefore, the main membership func-
tions are presented, and their features are explained. Several fuzzy logic applications were 
based on fuzzy inference system (FIS), adaptive neuro-fuzzy inference system (ANFIS) 
and fuzzy c-means techniques. Therefore, the operations of these techniques are ex-
plained. A discussion of recent fuzzy logic applications associated with industrial pro-
cesses and control, decision support, data and telecommunication, and signal and image 
processing are provided. Although the coverage of all publications in the fuzzy logic fields 
was not practical, the aim was to provide a representative coverage of the developments. 
In the following sections, a description of the main fuzzy logic concepts is provided and 
some of the developments in the field are outlined. A section on implementing fuzzy logic 
systems is included and the manner FIS could be implemented in Matlab [6] is illustrated 
through an example. 

2. Fuzzy Logic Concepts 
In this section, the main fuzzy logic concepts are explained. 

2.1. Membership Functions 
A design consideration in developing a fuzzy logic system is the types and parame-

ters of the membership functions as they characterise fuzzy sets. A study provided a re-
view of issues associated with membership functions [7]. Some popular membership func-
tions are described in this section. In Figure 2, triangular membership functions are used 
to represent the fuzzy sets for different speeds. As indicated in Figure 3, a triangular mem-
bership function is specified by the parameters 𝑎, b and c, where 𝑎 < b < c. 

 
Figure 3. A triangular membership function. 

The parameters 𝑎 and c indicate the starting and end points of base of the triangle 
and b corresponds to the point on the base of the triangle associated with its peak. The 
triangular membership function can be symmetric (as in Figure 3) or it can be asymmetric. 
It can be expressed as 𝜇்௥௜௔௡௚௨௟௔௥(𝑥) = 𝑚𝑎𝑥 ቀ𝑚𝑖𝑛 ቀ𝑥 − 𝑎𝑏 − 𝑎 , 1, 𝑐 − 𝑥𝑐 − 𝑏ቁ , 0ቁ (3)
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where max and min operators represent the maximum and minimum values, respectively. 
For example, to determine the degree of membership of x = 20 to the triangular member-
ship function (i.e., 𝜇்௥௜௔௡௚௨௟௔௥(20)), shown in Figure 3, the following calculations can be 
performed. 𝜇்௥௜௔௡௚௨௟௔௥(20) = 𝑚𝑎𝑥 ൬𝑚𝑖𝑛 ൬20 − 1530 − 15 , 1, 45 − 2045 − 30൰ , 0൰ 

𝜇்௥௜௔௡௚௨௟௔௥(20) = 𝑚𝑎𝑥 ൬𝑚𝑖𝑛 ൬ 515 , 1, 2515൰ , 0൰ 

𝜇்௥௜௔௡௚௨௟௔௥(20) = 𝑚𝑎𝑥 ൬𝑚𝑖𝑛 ൬13 , 1, 53൰ , 0൰ 

𝜇்௥௜௔௡௚௨௟௔௥(20) = 𝑚𝑎𝑥 ൬13 , 0൰ = 13 

The trapezoidal membership function, shown in Figure 4, can provide greater flexi-
bility for some applications as compared to the triangular membership function. 

 
Figure 4. A trapezoidal membership function. 

The trapezoidal membership function is characterised by its parameters 𝑎, b, c and 
d, (𝑎 < b < c < d). The values of 𝑎 and d indicate the points on the x-axis for the starting 
and end points of its base and b and c indicate the x-values for the starting point and end 
point of its core (shown in Figure 4). For a fuzzy set A, its core, denoted as Core(A), is 
defined as 𝐶𝑜𝑟𝑒(𝐴) =  ሼ𝑥| 𝜇஺(𝑥) = 1 𝑎𝑛𝑑 𝑥 ∈ 𝑈ሽ (4)

The support of the trapezoidal membership function, denoted as Support(A), is de-
fined as 𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝐴) =  ሼ𝑥| 𝜇஺(𝑥) > 0 𝑎𝑛𝑑 𝑥 ∈ 𝑈ሽ (5)

Like the triangular membership function, the trapezoidal membership function can 
also be symmetric (as in Figure 4) or asymmetric. It is expressed as 𝜇்௥௔௣௘௭௢௜ௗ௔௟(𝑥) = 𝑚𝑎𝑥 ൬𝑚𝑖𝑛 ൬𝑥 − 𝑎𝑏 − 𝑎 , 1, 𝑑 − 𝑥𝑑 − 𝑐൰ , 0൰ (6)

The Gaussian membership function (shown in Figure 5) is characterised by its centre 
(c) and width (σ) and is expressed as 𝜇ீ௔௨௦௦௜௔௡(𝑥) = 𝑒ି଴.ହቀ௫ି௖ఙ ቁమ

 (7)
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Figure 5. Gaussian membership functions for σ = 4 (blue plot) and for σ = 5 (red plot). 

The generalised bell membership function, shown in Figure 6, is characterised by the 
parameters 𝑎, b and c and is expressed as 𝜇஻௘௟௟(𝑥) = ଵଵାቚೣష೎ೌ ቚమ್  (8)

The parameter c determines its centre, 𝑎 is its half width, and b together with 𝑎, 
controls the slope at the crossover points (slope = − ௕ଶ௔). 

 
Figure 6. Generalised bell membership function with 𝑎 = b = 6 and c = 30 (the red horizontal dashed 
line is at 𝜇஻௘௟௟(𝑥) = 0.5). 

As indicated in Figure 7, an increase in 𝑎 widens the generalised bell membership 
function. 

 
Figure 7. Generalised bell membership functions with b = 3 and c = 30, blue: 𝑎 = 6, red: 𝑎=8. 

The sigmoid membership function, shown in Figure 8, is controlled by parameters 𝑎 
and b, where 𝑎 defines the slope at x = b, where b is the inflection point. The symbol e is a 
mathematical constant, approximately equal to 2.71828. The sigmoid is expressed as 𝜇ௌ௜௚௠௢௜ௗ(𝑥) = ଵଵା௘షೌ(ೣష್)  (9)
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As shown in Figures 8 and 9, the sign of 𝑎 determines whether this membership 
function opens to the right (when 𝑎 is positive) or left (when 𝑎 is negative). 

 
Figure 8. Sigmoid membership functions with b = 30, blue plot 𝑎 =1, red plot 𝑎=0.4. 

 
Figure 9. Sigmoid membership functions with b = 30 and 𝑎 = −1. 

Although this section focused on the main membership functions, there were also 
studies reporting the design of dynamic membership functions [8]. The dynamism could 
for example be achieved through automatic updates in the degrees of memberships, the 
ranges of membership functions, and the extent of their overlaps. It is also possible to 
design membership functions by considering the data being analysed [9,10]. The ap-
proaches for these could be based on heuristics, the probability to possibility transfor-
mations, histograms, nearest neighbour, artificial neural networks, clustering, and mix-
ture decomposition [9]. Approaches such as fuzzy clustering [11] and maximum entropy 
[12] were also devised to design membership functions. 

2.2. Fuzzy Rules and Operators 
A fuzzy logic model usually has multiple inputs. For example, if the fuzzy logic 

model is assessing the severity (output of the model) of a car accident with another car or 
a pedestrian, it may have as its input the car’s speed and its distance to the other car or 
the pedestrian as inputs, as shown in Figure 10. 

 
Figure 10. Fuzzy logic model to assess a car accident severity. 

The operators AND, OR and NOT are used to combine the associated logic combina-
tions relating the input(s) and output(s) fuzzy sets as shown in Figure 11. 

Accident 
severity 

Speed 
Distance Severity 
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Figure 11. Illustration of the fuzzy logical operators, AND, OR and NOT on fuzzy sets A and B. 

The AND logic operator corresponds to the intersection of the sets. The degree of 
truth “A AND B” is the minimum (min) value of the degrees of truth of the sets A and B, 
i.e., 

µ(A AND B) = min(µ(A), µ(B)) (10)

The logic operator OR corresponds to the union of the sets. Therefore, the degree of 
truth of “A OR B” is the maximum (max) value of the degrees of truth of A and B, i.e., 

(A OR B) = max (µ(A), µ(B)) (11)

The complement or NOT operator of a set indicates its negation, i.e., 

µ(NOT A) = 1 − µ(A) (12)

A list of the main set operations and their properties is included in Appendix A. The 
inferencing operation in a fuzzy logic model requires adaptation of the domain’s 
knowledge that is typically formulated by a series of IF-THEN structured rules. The IF-
THEN rules allow the formulation of conditional statements for a fuzzy logic model. The 
domain knowledge can be gained from an expert or by experimentation. A rule is “acti-
vated” (or “fired”) when its inputs conditions, i.e., its IF part (or the antecedent) are satis-
fied, resulting in the implementation of the rule’s THEN part (i.e., the consequence or 
conclusion part). Given the fuzzy sets A, B and C, a fuzzy rule could be expressed as: 

IF x ∈ A and y ∈ B THEN z ∈ C. 
For example, 
IF Speed High AND Distance Small THEN Severity High. 
For the above rule, for the IF part, “High” represents a fuzzy set for Speed and 

“Small” represents a fuzzy set for Distance and in the THEN part, “High” represents a 
fuzzy set for the car accident Severity. 

2.3. Fuzzy Inference System (Mamdani-Type) 
In this section, the focus is on the Mamdani-type fuzzy inference system (FIS) due to 

its popularity. A FIS has four main elements as shown in Figure 12. 
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Figure 12. The structure of a fuzzy inference system (FIS). 

Fuzzification element: The input(s) to the FIS is crip, i.e., numerical values obtained 
from some sensors or various forms of measured data. The fuzzification element uses the 
inputs membership functions to convert crip inputs into linguistic terms characterised by 
their associated fuzzy sets. This would indicate the degrees of membership of each input 
to the associated input fuzzy sets. For example, in Figure 2, when the speed of a car is 37 
mph, this speed belongs to both the medium-speed (degree of membership 0.50) and high-
speed sets (degree of membership 0.25). 

Fuzzy rule base element: The fuzzy rule base or the knowledge base element interprets 
its fuzzified input(s) to facilitate inferencing. It consists of linguistic rules associated with 
the domain knowledge represented in the form of “IF conditions (premise) are satisfied 
THEN the consequences are inferred”. The number of rules incorporated depends on the 
nature and complexity of the model. 

Inference engine element: The inference engine element uses the fuzzified inputs and 
the information from the fuzzy rule base to draw conclusions and infer fuzzy control ac-
tions. This process initially involves determining the strength of the premise of each rule 
(this is also known as the firing strength) [13] and applying the rule’s implication. The 
associated operations are illustrated using the car accident severity example, where the 
inputs to the model are the car’s speed represented by the fuzzy sets shown in Figure 2 
and the car distance (to another car or a pedestrian), represented by the fuzzy sets shown 
in Figure 13. The output of the model is the car accident severity, represented by the fuzzy 
sets shown in Figure 14. 

 
Figure 13. The fuzzy sets for the distance input to the FIS. 

 
Figure 14. The fuzzy sets for the severity of car accident. 
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For an illustrative purpose, only two rules are considered: 
Rule 1: IF Speed Low AND Distance Large THEN Severity Minor. 
Rule 2: IF Speed High OR Distance Small THEN Severity Major. 

The minimum (min) and maximum (max) descriptors are used to implement the 
AND and OR operators, respectively. It is possible to give a unique weighing to each rule 
to indicate their significance to the overall FIS output(s) relative to the other rules. In this 
example, both rules have an equal weighting (i.e., weighting = 1). If a rule has a firing 
strength of 0, it does not affect the FIS output(s). Assuming the inputs to the FIS are Speed 
= 15 mph and Distance = 80 m, as shown in Figure 15, when rule 1 is executed, 𝜇௅௢௪(15) =0.5 and 𝜇௅௔௥௚௘(80) = 0.8. As the operator in the IF part is AND, the minimum value be-
tween 0.5 and 0.8, i.e., 0.5 is selected. The value of 0.5 is then used to reshape the output 
fuzzy set for rule 1, i.e., the Minor fuzzy set. This operation is called implication. The re-
shaped output fuzzy set is shown as a dashed read area in Figure 15. 

 

Figure 15. Determining rule 1 firing strength through the implication operation. 

To perform implication for rule 2, the operator in its IF part is OR. For speed = 15 
mph, 𝜇ு௜௚௛(15) = 0 and for distance=80 m, the 𝜇ௌ௠௔௟௟(80) = 0. As shown in Figure 16, 
the implication process results in the fuzzy set Major, associated with Severity of the car 
accident, to be reshaped to zero along the horizontal axis. Therefore, rule 2 does not affect 
the output of the FIS as the rule’s firing strength is zero. 

 
Figure 16. Determining rule 2 firing strength through the implication operation. 

The FIS decisions require consideration of all rules. This involves a process called 
aggregation whereby the output fuzzy sets following their implication process are com-
bined into a single fuzzy set. Thus, the inputs of the aggregation process are the reshaped 
output membership functions returned after the implication process for each rule. Three 
possible aggregation methods are [14]: 
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• Maximum (max) 
• Probabilistic OR (probor) 
• Summation (sum, the sum of the rules aggregated sets). 

As shown in Figure 17, the aggregation of the rules’ output sets using the summation 
method is the shaded area of the Minor fuzzy set associated with the Severity of the acci-
dent as rule 2 does not affect the FIS output. 

 
Figure 17. Aggregated output membership functions following the implication operation (the 
green plot from 1% to 40% is associated with rule 1, the red line from 60% to 100% is associated 
with rule 2). 

Defuzzification element: The output(s) of the FIS is crip because the value(s) may need 
to be used to control a device or be interpreted numerically. The defuzzification process 
converts the aggregated fuzzy set associated with each output to a crisp (numerical) value. 
There are multiple defuzzification methods that include [15]: 
• Centroid (centre of gravity) 
• Bisector 
• Middle of maximum (the average of the maximum value of the output set), 
• Largest of maximum 
• Smallest of maximum. 

The centroid defuzzification method is widely used in numerous applications. It de-
termines the centre of the area under the aggregated fuzzy set. Its output (y, i.e., the FIS 
output) for a non-smooth aggregated set is 𝑦 = ∑ ఓ(௫೔)௫೔೔∑ ఓ(௫೔)೔   (13)

where 𝜇(𝑥௜) is the degree of membership value for point xi in U. 

2.4. Adaptive Neuro-Fuzzy Inference System 
Although FIS is a valuable tool for performing reasoning in a linguistic form, it does 

not have the ability to learn from examples and thus automatically adapt its parameters. 
On the other hand, artificial neural networks (ANNs) have a learning capability through 
training but have a limitation that can behave like a black box, i.e., they do not provide 
transparent reasoning for their decisions. By combining the FIS and ANNs, the strengths 
of the two artificial intelligence techniques complement, resulting in a powerful tool called 
adaptive neuro-fuzzy inference system (ANFIS) [16]. For completeness, a brief introduc-
tion to ANNs is included to help understanding of ANFIS. A basic ANN architecture is 
the perceptron [17]. Like other ANNs, a perceptron consists of several interconnected 
nodes also known as processing elements or neurons. A node making up the perceptron 
is shown in Figure 18. 
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Figure 18. A node forming a part of perceptron artificial neural network, xi (i = 1, …, k) are the inputs, 𝜔௜ (i = 1, …, k) are the connections’ weights, ∑ is the summing function, and T is the transfer function 
(also known as the activation function). 

Its k inputs are x1, x2, …, xk, and there is a connection weight (𝜔௜) associated with each 
input (i = 1, …, k). The output of the node is determined by initially combining its inputs 
with the associated connection weights (that are initially chosen as random values), 
providing a sum (s), i.e., 𝑠 = ∑ 𝜔௜𝑥௜௞௜ୀଵ   (14)

The output of the node (y) is determined by mapping s using a transfer function (ac-
tivation function). For a sigmoid transfer function 𝑦 = ଵଵା௘షೌ(ೞష್)  (15)

where 𝑎 determines the sigmoid’s slope at the crosspoint x = b and e is a mathematical 
constant approximately equal to 2.71828. A sigmoid activation function is shown in Figure 
8. 

The perceptron is a supervised learning ANN, i.e., it requires its inputs to be associ-
ated with provided labels (i.e., the identity of the inputs, also known as desired values or 
targets) during its training. To convert a node to a perceptron, a learning mechanism and 
an ability to determine how well it is learning during its training (i.e., a performance meas-
urement element, P) are integrated resulting in a structure shown in Figure 19. 

 
Figure 19. A perceptron artificial perceptron neural network. 

As an example, for a problem involving differentiating between objects of two types, 
the desired values for objects from the categories could be 0 and 1. During training, the 
performance measure (represented as P in Figure 19) determines the difference between 
the desired output (d) for the provided input, and the actual output of the perceptron (y) 
resulting in an error 
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𝑒𝑟𝑟𝑜𝑟 = 𝑑 − 𝑦 (16)

The learning algorithm updates the weight by [18] 𝝎௨௣ௗ௔௧௘ௗ  = 𝝎௖௨௥௥௘௡௧ + (𝛿 × 𝑒𝑟𝑟𝑜𝑟 × 𝑿)  (17)

where 𝝎௨௣ௗ௔௧௘ௗ is the vector of a new set of connection weights, X is the vector of inputs 
and δ is the learning rate controlling the learning convergence speed. The weights’ update 
is iteratively continued until the error is close to zero. 

ANFIS is a hybrid of an ANN structure facilitating learning and the FIS accommo-
dating a means of handing imprecise inputs. ANFIS proved effective in numerous appli-
cations [19]. Its structure is shown in Figure 20 [16]. 

 
Figure 20. Adaptive neuro-fuzzy inference system (ANFIS) [16]. 

ANFIS is a feedforward network consisting of five layers [20]. The ANFIS architec-
ture in Figure 20 has two inputs (x and y) and an output (f). Its layers are either adaptive 
with adjustable parameters (shown as squares in Figure 20) or fixed nodes (represented 
by circles in Figure 20) with fixed parameters. The ANFIS operation could be illustrated 
by considering two fuzzy IF-THEN rules based on the first-order Sugeno fuzzy inference 
[16,20]: 

Rule 1: IF x is A1 AND y is B1 THEN f1 = p1x + q1y + r1  

Rule 2: IF x is A2 AND y is B2, THEN f2 = p2x + q2y + r2 

where Ai and Bi are fuzzy sets (i = 1, 2 is the fuzzy rule index) and fi (i = 1,2) are the outputs 
of the fuzzy rules, pi, qi, and ri are the ANFIS adaptive parameters that are determined 
during its training. Each layer of the ANFIS has a unique function as described next. 

Layer 1: The adaptive nodes in layer 1 perform fuzzification of the ANFIS crip inputs 
to provide outputs (𝛰௜ଵ) representing degrees of memberships for the fuzzy sets Ai (i = 1, 
2), i.e., 𝜇𝐴௜(𝑥) and for the fuzzy sets Bi−2 (i = 3, 4), i.e., 𝜇𝐵௜ିଶ(𝑦), where i is the node’s index. 
For the Gaussian membership function with adjustable parameters 𝑎௜ and 𝑏௜ , the outputs 
are 

𝛰௜ଵ = 𝜇𝐴௜(𝑥)  = 𝑒ି଴.ହ൬ೣష್೔ೌ೔ ൰మ
 i = 1, 2 (18)

𝛰௜ଵ = 𝜇𝐵௜ିଶ(𝑦) = 𝑒ି଴.ହ൬೤ష್೔ೌ೔ ൰మ
 i = 3, 4 (19)

Layer 2: This layer uses fixed parameters (represented by circles π in Figure 20) to 
implement AND operation and computes the firing strengths of the rules. The outputs of 
this layer (𝜔௜, 𝑖 = 1, 2) are the products of the layer’s inputs, i.e., 
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𝛰௜ଶ = 𝜔௜ = 𝜇𝐴௜(𝑥) × 𝜇𝐵௜(𝑦)  i = 1, 2 (20)

Layer 3: This layer consists of fixed nodes to normalise the data. The ith node output 
(𝛰௜ଷ, i = 1, 2) indicates the ratio of ith rules firing strength (𝜔௜) to the sum of the firing 
strengths of all rules. 𝛰௜ଷ = 𝜔పതതത = ఠ೔∑ ఠೖమೖసభ   i = 1, 2 (21)

Layer 4: The adaptive nodes in layer 4 provide outputs (𝛰௜ସ, 𝑖 = 1, 2) that are the prod-
uct of the normalised firing strength (𝜔పതതത) and the first order polynomial of its inputs, i.e., 𝛰௜ସ = 𝜔పതതത𝑓௜ = 𝜔పതതത ሾ𝑝௜(𝑥) + 𝑞௜(𝑦) + 𝑟௜ሿ i = 1, 2 (22)

Layer 5: The final layer consists of a fixed node that provides the sum of its incoming 
data. The output of this node is 𝑓 = 𝛰௜ହ = ∑ 𝜔𝑖തതത𝑓𝑖2𝑖=1    (23)

ANFIS uses a hybrid learning algorithm based on the combination of gradient de-
scent and least squares methods [20] and involves multiple iterations consisting of for-
ward passes and backward passes. During the forward pass, the premise parameters 
(i. e. , 𝑎௜, 𝑏௜) of the second layer are kept constant while the consequent parameters pi, qi and 
rj associated with the fourth layer are updated using the least square method. During the 
backward pass, the consequent parameters determined from the previous iteration are 
kept constant and the premise parameters are updated using the gradient descent method 
[20]. 

2.5. Fuzzy c-Means Clustering 
The fuzzy c-means (FCM) clustering algorithm has been applied extensively to ana-

lyse and interpret data from various sources. It was proposed by Dunn in 1973 and further 
improved by Bezdek in 1981 [21–23]. Defining, 
• 𝑿 = ሼ𝒙ଵ, 𝒙ଶ, … , 𝒙ேሽ: A matrix of N observations in D-dimensional Euclidean space. 
• 𝐶: The number of clusters. 
• 𝑽 = 𝒗௝: The centres of the identified clusters, 1 ≤ 𝑗 ≤ 𝐶. 
• 𝐽௠ = ∑ ∑ 𝜇௜௝௠ฮ𝒙௜ − 𝒗௝ฮଶ஼௝ୀଵ , 1 ≤ 𝑚 < ∞:ே௜ୀଵ  The objective function is minimised using 

the generalised form of the least-square errors to partition X into C clusters. The ‖‖ 
symbol represents any norm indicating the similarity between 𝒙௜ and 𝒗௝. 

• m: The fuzziness weighting, a positive value, typically 2. 
• 𝜇௜௝ ∈ ሾ0, 1ሿ, 1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑗 ≤ 𝐶: The degree of membership of ith observation to jth 

cluster. It is in the range 0 (not a member) to 1 (full member). The sum of the degrees 
membership of the ith observation to all clusters is 1, i.e., ∑ 𝜇௜௝ = 1஼௝ୀଵ , 1 ≤ 𝑖 ≤ 𝑁, and 
the sum of all degrees of membership in a single cluster is less than N, i.e., 0 <∑ 𝜇௜௝ < 𝑁, 1 ≤ 𝑗 ≤ 𝐶.ே௜ୀଵ  
The FCM algorithm requires an initialisation of its parameters and then an iterative 

process to determine the centres of the clusters and the degrees of membership of each 
observation to each cluster. The parameters requiring initialisation are: 
• C (between 2 and N − 1) 
• m (m larger than 0, typically 2.) 
• 𝜀, the algorithm’s iteration termination criteria (𝜀 > 0) 
• 𝑢௜௝, the degrees of membership initially randomised between 0 and 1. 
• t, iteration counter, initially t = 1 

The iterative stage of the FCM algorithm involves the following steps: 
i. Compute the centres of the clusters (𝒗௝) 
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𝒗௝ = ∑ ఓ೔ೕ  × ೘ ௫೔೔ಿసభ∑ ఓ೔ೕ೘೔ಿసభ    j = 1, 2, ..., C (24)

ii. Update 𝜇௜௝ with 𝒗௝ 𝜇௜௝ = ଵ
∑ ቆቛ𝒙೔ష𝒗ೕቛฮ𝒙೔ష𝒗ೖฮቇ మ೘షభ಴ೖసభ

  i = 1, 2, …, N,  j = 1, 2, ..., C 
(25)

iii. Determine ‖𝜇௧ − 𝜇௧ିଵ‖, i.e., the magnitude of change in the degrees of membership 
between the current and previous iteration. 

iv. If ‖𝜇௧ − 𝜇௧ିଵ‖ < 𝜀, the algorithm iteration is terminated (i.e., training is completed) 
otherwise t is incremented by 1 and the iteration is continuous from step (i). 

3. Results 
Fuzzy logic has been applied to a broad range of problems associated with process 

control, object recognition, image and signal processing, prediction, classification, deci-
sion-making, optimisation and time series analysis [13]. In this section, an overview of 
some fuzzy logic developments is provided. The section also includes the implementation 
aspects of fuzzy logic models. 

3.1. Fuzzy Logic Developments in Decision Support 
An article has provided a review of the developments in fuzzy logic applications for 

decision support [24]. The topics included in the article covered the roles of fuzzy logic in 
decision-making, evaluation methods, prediction methods and decision-support algo-
rithms. Fuzzy logic has been applied to assess ships for search and rescue operations [25]. 
This proved helpful for the application as several parameters had to be compared to rank 
the ships according to the coordinator’s preferences and as some related data could be 
missing, or incomplete. A framework that utilised FIS was devised to assist decision-mak-
ers in partitioning an urban area based on the presence and characteristics of the greenery, 
related to the built and social fabric [26]. 

A fuzzy logic decision support system that integrated bridge information modelling 
and cost estimation was devised [27]. The model could assist the relevant stakeholders to 
conceptually plan for concrete box–bridge construction projects. A study considered the 
ergonomic risks that modular construction workers are exposed to and devised a decision 
support system that could help practitioners automatically assess the risks [28]. A decision 
support system that adapted four fuzzy inference systems was implemented to monitor 
the renal function by the level of proteinuria and the glomerular filtration rate [29]. Fuzzy 
logic was utilised to deal with the risk that could arise from a lack of information leading 
to uncertainty in auditing [30]. A fuzzy logic approach assisted in optimising display win-
dows in a clothes shop [31]. An intelligent strategy with Q-learning (i.e., a model-free re-
inforcement learning algorithm) and a fuzzy control algorithm was proposed to improve 
decision-making in enterprise innovation [32]. A hybrid fuzzy multi-criteria decision-
making model to open innovation partner evaluation was devised [33]. The fuzzy set the-
ory proved effective in measuring the commercial potential of new product ideas [34]. 

A multi-criteria fuzzy logic decision support approach to assess possible alternatives 
for power generation in non-interconnected areas of Colombia was reported [35]. The ef-
fectiveness of this approach was demonstrated using a real case study on the San Andrés 
energy-planning problem. A fuzzy inference model to facilitate decision support for sus-
tainable production planning has been developed and its effectiveness demonstrated in a 
case study [36]. A fuzzy logic-based tool to support decision-making in planning transport 
development was devised [37]. The tool allowed assessment of the infrastructure devel-
opment projects in road and rail transportation. An ANFIS was applied in a decision 
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support system to determine the dew point temperature [38]. Customer services were op-
timised using fuzzy logic models [39]. 

An ANFIS model was developed to predict the free fatty acid (FFA) content in 
bleached and deodorized palm oil [40]. The ANFIS was effective in estimating the FFA 
quality for the palm oil refining process. Adaptivity in learning and facilitating mobility 
in the manner of learning was achieved by incorporating an ANFIS [41]. 

3.2. Fuzzy Logic Developments in Industrial Processes and Control 
Fuzzy logic applications in oil and gas industries included the development of high-

resolution geological models for flow simulations, pressure control systems, ranking hy-
drocarbon reservoirs, estimating the rate of drill bit penetration, estimating rock strength, 
and chock size control [13]. A fuzzy logic model was integrated with a wireless sensor 
network to monitor essential soil parameters, including PH, temperature, humidity, elec-
trical conductivity, nitrogen, phosphorus, and potassium [42]. The model proved effective 
in helping farmers to gather information about the soil quality of stevia crops. A review 
of applications of fuzzy logic control for refrigeration and air conditioning systems 
showed that fuzzy controllers can provide an improved thermal efficiency as compared 
to classic controllers such as the proportional–integral–derivative (PID) and they reduce 
energy consumption [43]. A fuzzy logic controller was devised for a small-scale solar 
plant. The controller recognised the type of users according to their energy consumption 
and optimised the thermal load by switching among different operational modes [44]. The 
controller increased the overall electrical and thermal production. 

A fuzzy control was used as part of the scheduling of feed rate for computer numer-
ical control machine tools [45]. The controller shortened the processing time, improved 
the cutting precision and provided a more stable machining. A methodology to adjust the 
parameters of a fuzzy logic controller of an energy management system was devised [46]. 
The approach aimed to minimise the power peaks and fluctuations of a residential mi-
crogrid. A risk assessment and management model to improve understanding of safety 
in railway stations was devised using an ANFIS [47]. A hybrid ANFIS and genetic algo-
rithm system managed to optimise the operation of a piezoelectric cantilever–oscillator–
spring energy harvester [48]. Adsorption of reactive orange 16 by hydrochar was assisted 
by an ANFIS [49]. There has been a recent detailed survey of the applications of ANFIS to 
photovoltaic applications [50]. ANFIS has proved effective in multiple applications re-
lated to the construction industry [51,52]. 

3.3. Fuzzy Logic Developments in Data Communication, Telecommunication and Internet  
of Things 

Wireless mobile ad-hoc networks (MANETs) communicate without reliance on a 
fixed infrastructure as the computer data can move through the network by hopping in-
termediate nodes till it reaches the destination. A fuzzy logic system was devised as part 
of a MANET to determine the transmission parameters resulting in an improved opera-
tional performance [53]. The manner the operational load is shared across the elements of 
a computer network is a factor in the overall performance of the network. A sender-initi-
ated fuzzy-logic-based protocol was devised to improve the performance of computer 
networks by appropriately balancing the operational load across the nodes [54]. A fuzzy 
neural network-based model was designed to deal with some of the problems associated 
with the Internet industry, e.g., runtime ambiguity, instability and large data volume [55]. 
The performance of computer networks can be examined by considering their quality of 
service (QoS). However, to determine QoS, computer traffic information based on the 
communicated data packets needs to be gathered. As examining every transmitted packet 
is not practical due to their quantity, sampling of the data packets is required. A study 
utilised an adaptive fuzzy logic data packet sampling approach that proved more effective 
than the conventional non-adaptive approaches in representing the communicated traffic 
[56]. 
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Handover (handoff) in cellular networks allows a call or data session to move from 
one cell to another as a user moves between the network’s coverage areas. The process is 
critical in wireless communication to ensure a continuous connection for the users. A 
fuzzy logic-based adaptive handover decision for 5G ultra-dense networks was devised 
that could dynamically adjust its handover parameters [57]. A fuzzy control system was 
used to improve operations in edge computing [58]. In video transmission, QoS is reflec-
tive of the communication traffic (e.g., the time taken for a data packet to arrive at a des-
tination and the proportion of packet lost during transmission) while quality of experience 
(QoE) is indicative of the user’s perception of the quality of the received images (e.g., the 
extent of noise and image distortion). A modular fuzzy logic system that determined the 
QoS and QoE of videos in wireless computer networks was developed and its perfor-
mance was successfully evaluated [59]. Fuzzy control has proved effective in dealing with 
non-periodic denial of service attacks [60]. 

The Internet of Things (IoT) represents a network of devices with technologies that 
allow communication between themselves as well as the cloud. IoT has benefited from 
adapting fuzzy logic techniques. These included a fuzzy model for IoT information secu-
rity evaluation [61], a secure intelligent fuzzy blockchain framework for effective threat 
detection in IoT networks [62], a fuzzy description logic-based IoT framework that allows 
users to build their IoT applications according to their needs [63], an activity recognition 
for IoT devices using fuzzy spatio-temporal features [64] and a fuzzy logic controller for 
distributed IoT gateway to manage input uncertainties [65]. ANFIS models were also 
found effective for IoT-related applications. For example, an ANFIS was used to regulate 
multipath congestion in IoT [66], an intelligent fire warning application was devised using 
a combination of IoT and ANFIS [67], a lung cancer detection and prediction model was 
reported that uses an ANFIS and Internet of Medical Things (IoMT) [68], and an ANFIS 
was devised to minimize higher-order harmonics due to nonlinear load disturbances in 
smart IoT devices [69]. 

3.4. Fuzzy Logic Developments in Image and Signal Processing 
Fuzzy logic has been applied to image processing tasks such as image segmentation, 

image filtering, image classification and edge detection [70,71]. A combination of fuzzy 
logic and convolutional neural networks was devised to recognise ambient sounds of 
daily events with the fuzzy logic part performing filtering of the raw audio events [72]. 
Fuzzy approaches proved valuable for defining spatial relationships (e.g., adjacency) and 
metrical relations (distances, directional relative position) [73]. A fuzzy filter was devised 
for additive noise reduction, distinguishing between local variations due to the noise and 
image features [74]. Lung radiography images were enhanced by developing fuzzy logic 
techniques with the aim of assisting physicians in interpreting the images [75]. A fuzzy 
logic-based method that matched characters using their edge corners as part of Captcha 
recognition was reported [76]. An FIS model was devised to process electroencephalo-
gram signals as part of improving understanding of saccade [77]. Fuzzy logic has been 
utilised to automatically analyse x-ray images of industrial products for defect detection 
[78]. 

ANFIS has been applied in numerous medical image processing-related work. A re-
view of some of these applications was conducted [79]. These included its applications for 
diagnosing prostate cancer, eye diseases, brain tumours and breast cancers [79]. 

FCM proved effective for segmenting breast tumours in mammograms [80]. FCM 
was applied to classify oxidation products into different groups, based on their properties 
[81] and was integrated with Markov random field as part of remote sensing classification 
tasks [82]. Metabolomics data were interpreted and clustered with the aid of FCM [83]. 

3.5. Fuzzy Logic Implementation Methods 
Fuzzy logic systems and models were implemented in hardware [84,85], in VHDL 

(Very High-Speed Integrated Circuit Hardware Description Language) [86] and in 
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software, e.g., in Python [87]. They were also implemented on integrated circuit chips [88–
90]. There were numerous implementations of fuzzy logic systems and models based on 
Matlab [91]. Matlab has a Fuzzy Logic ToolboxTM with a comprehensive user’s guide doc-
ument [92] providing detailed instructions on developing fuzzy logic systems and appli-
cations. In this section, Matlab is used to illustrate implementations of a basic Mamdani 
FIS-based model to determine a car accident’s severity (i.e., Figure 10). The example is 
kept deliberately simple to be general and focus on the implementation aspects rather 
than on a specific application. The rules are: 

Rule 1: If Speed High AND Distance Small THEN Severity Major. 
Rule 2: If Speed Low AND Distance Large THEN Severity Minor. 
Rule 3: If Speed Medium AND Distance Medium THEN Severity Moderate. 
For this purpose, the Matlab Fuzzy Logic Designer [92] was used as it allowed a 

graphic user interface (GUI) method of FIS implementation; however, it is also possible to 
implement fuzzy logic models using Matlab’s scripting and Simulink [92]. The Matlab 
Fuzzy Logic Designer has five GUI widows [92]: 
• Fuzzy Logic Designer’s Main Window: This window allows the overall FIS model to be 

viewed, its input(s) and output(s) to be named, their ranges specified, and the FIS 
operational parameters such as implication, aggregation, and defuzzification meth-
ods to be selected from a range of possible options. 

• Membership Function Editor: This window allows the types and parameters of the in-
put(s) and output(s) fuzzy sets to be defined by selecting amongst 13 different mem-
bership functions. 

• Rule Editor: This window provides an easy approach to defining the rules associated 
with the FIS model. The operators ‘AND’ and ‘OR’ are available to construct complex 
rules. It also allows the rules to have a weighting to control the level of their signifi-
cance to the FIS output in relation to other rules. 

• Rule Viewer: This window allows the user to select the values of the inputs to the FIS 
and determine and observe the FIS output(s). 

• Surface View: This window provides a 3-dimensional surface view relating any two 
selected inputs to the FIS and one of its outputs. 
The FIS can be implemented by typing ‘fuzzy’ from the Matlab [6] command line. 

This results in the display of the Fuzzy Logic Designer GUI window showing a FIS with a 
single input (called input1) and single output (called output1). From this window 
• A single click on input1 allows its name to be changed to Speed. 
• From the window’s Edit menu, followed by Add variables, then Input, a second input 

can be added to the FIS model, and its name can be changed to Distance. 
• By clicking on output1, its name can be changed to Severity. 
• The FIS parameters can be set as: 
• Operators for the rules: AND (Minimum, min), OR (Maximum, max) 
• Implication method: (Minimum, min) 
• Aggregation method: Sum 
• Defuzzification method: Centroid 
• FIS type: Mamdani 

From the Fuzzy Logic Designer window, a double click on the input Speed opens the 
related Membership Function Editor window. The default membership functions are trian-
gular. The range can be set as 1 to 60 (mph). By clicking the individual membership func-
tions, their names and parameters can be set to those shown in Figure 2. It is also possible 
to move the membership functions to the desired locations by pointing a mouse at them. 
The second input (Distance) and output (Severity) parameters can similarly be defined 
(following Figures 13 and 14, respectively) except for the output trapezoidal membership 
functions should be selected. 

From the Fuzzy Logic Designer window, by clicking on the Edit icon followed by Rules, 
the Rule Editor window is displayed, and the associated rules can be entered. From the 
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Fuzzy Logic Designer window, selecting the View icon allows the Rule Viewer window to be 
displayed as shown in Figure 21. The two columns on the left of the figure are the inputs 
to the FIS, i.e., Speed and Distance, and the column to the right (shown in blue) of the 
figure is the output of the FIS, i.e., the car accident severity (Severity). The red line on the 
two inputs can be moved to the user’s desired values. For the desired inputs, the car acci-
dent severity in percentage is determined and displayed. For example, when the Speed = 
40 mph and the Distance = 40 m, the severity of the car accident is indicated as 60.2% 

 
Figure 21. Matlab rule viewer window for the 3 rules. The two columns on the left of the figure 
(shown in yellow) are associated with the inputs (i.e. Speed and Distance) to the FIS and the column 
on the right (shown in blue) is associated with the output (Severity) of the FIS model. 

From the Fuzzy Logic Designer window, by clicking on the View icon followed by Sur-
face, the 3-dimensional plot shown in Figure 22, relating the two inputs and output, is 
displayed. The figure indicates that as speed increases and distance decreases, the severity 
of car accidents increases. 

 
Figure 22. Matlab surface viewer window for the three rules. 
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4. Discussion 
The field of fuzzy logic has greatly progressed in theories, concepts and industrial 

applicability. Its evolution has been further accelerated by the realization of capabilities 
and innovations in hybrid techniques. Integration of deep learning and fuzzy logic can 
facilitate imprecision handling while allowing complex learning capabilities [93]. For ex-
ample, hybrid fuzzy logic and deep learning allowed remote English translation [94], di-
agnosis of skin cancer [95] and image classifications [96]. Fuzzy logic has been integrated 
with genetic algorithms (GAs) providing an improved optimization capability. For exam-
ple, the integration of fuzzy logic and GAs proved effective in engineering applications 
[97]. Hybrid metaheuristic optimisation methods were explored to forecast energy carbon 
dioxide emissions [98]. A self-organising fuzzy classifier proved effective in diagnosing 
Alzheimer’s disease [99]. Fuzzy logic controllers’ stability analysis and design can be im-
proved by the introduction of model-based control. These proved valuable in the field of 
networked control systems [100]. A fuzzy adaptive fixed-time sliding mode control tech-
nique was reported for trajectory tracking of a class of high-order non-linear systems 
[101]. 

A convenient manner to implement fuzzy logic models is by using the Matlab Fuzzy 
Logic Toolbox [92]. Its user guide [92] provides descriptions of various means of imple-
menting fuzzy logic models, including models based on its Simulink. An FIS-based water 
level control is implemented by the toolbox allowing the user to indicate a desired water 
level. There is also an example of fuzzy logic-based automatic car parking. The toolbox 
has several applications of ANFIS. A typical application is the modelling of inverse kine-
matics in a robotic arm (Figure 23). Kinematics is the study of motion of objects without 
considering the forces that result in their movement while inverse kinematics is the pro-
cess of determining joint angles from known coordinates of an end effector. 

 
Figure 23. Use of an ANFIS to control a robot arm [92]. 

An ANFIS was used to determine the joint’s angles 𝜃ଵ (i.e., the angle between the 
position of the arm 1 and the ground) and the joint’s angle 𝜃ଶ (i.e., the angle between arm 
2 and arm 1) for the end effector in the two-joint robotic arm, shown in Figure 23, to move 
to a pre-defined x-y coordinate [92]. To achieve this, initially, forward kinematics formulae 
were used to determine the end effector coordinate (x1, y1) for different values of 𝜃ଵ and 𝜃ଶ. The resulting dataset was then used as part of reverse kinematics to train an ANFIS 
(using the Matlab function anfis [92]) to learn to determine 𝜃ଵ and 𝜃ଶ for a desired end 
effector x-y coordinate. The associated Matlab code and further explanations can be found 
in [92]. Other ANFIS applications implemented in [92] include a chaotic time-series 
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prediction and an adaptive noise cancellation method. There are also several implemented 
applications of fuzzy c-means such as clustering quasi-random data. 

Developments in deep learning techniques [102–104] have created opportunities for 
their integration with fuzzy logic [96], facilitating complex problems to be tackled effec-
tively and opening opportunities for further research and development. 

5. Conclusions 
The operations of main fuzzy logic techniques, i.e., fuzzy inference system, adaptive 

neuro-fuzzy inference system and fuzzy c-means, were explained and an exploration of 
developments in the field was carried out. Approaches to implement fuzzy logic models 
were outlined. The article was prepared in such a way as to allow a broad readership. 

Although fuzzy logic is a well-established field, there remain numerous development 
and application opportunities. An exciting area is hybrid systems, where fuzzy logic tech-
niques are combined with one or more other artificial intelligence techniques such as deep 
learning, robotics, and genetic algorithms, thus providing a greater problem-solving ca-
pability. There are also numerous opportunities to use fuzzy logic as part of embedded 
systems and devise solutions for their optimum adaptation to integrated circuits. 
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Appendix A. Set Properties 
Given the definitions: 

• A, B and C: sets 
• ∅: Null set, i.e., a set without any member 
• 𝑈: Universal set (a set that has all elements of other sets including its own elements) 
• c: Complement 
• ∪: Union 
• ∩: Intersection 
• ⊆: subset or equal (⊂: subset) 
• \: Complement 
• Min: minimum 
• Max: maximum 

The main operations and properties are: 

Union: 𝐴 ∪ 𝐵 = 𝜇஺(𝑥) ∪ 𝜇஻(𝑥) = 𝑚𝑎𝑥൫𝜇஺(𝑥), 𝜇஻(𝑥)൯ 
Intersection: 𝐴 ∩ 𝐵 = 𝜇஺(𝑥) ∩ 𝜇஻(𝑥) = 𝑚𝑖𝑛൫𝜇஺(𝑥), 𝜇஻(𝑥)൯ 
Complement: 𝐴஼ =\𝐴 
Commutativity  𝐴 ∪ 𝐵 = 𝐵 ∪ 𝐴 
 𝐴 ∩ 𝐵 = 𝐵 ∩ 𝐴 
Associativity 𝐴 ∪ (𝐵 ∪ 𝐶) = (𝐴 ∪ 𝐵) ∪ 𝐶 
 𝐴 ∩ (𝐵 ∩ 𝐶) = (𝐴 ∩ 𝐵) ∩ 𝐶 
Distributivity: 𝐴 ∪ (𝐵 ∩ 𝐶) = (𝐴 ∪ 𝐵) ∩ (𝐴 ∪ 𝐶) 
 𝐴 ∩ (𝐵 ∪ 𝐶) = (𝐴 ∩ 𝐵) ∪ (𝐴 ∩ 𝐶) 
Impotency:  𝐴 ∪ 𝐴 = 𝐴 
 𝐴 ∩ 𝐴 = 𝐴 
Identity: 𝐴 ∪ ∅ = 𝐴 
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 𝐴 ∩ 𝑈 = 𝐴 
 𝐴 ∩ ∅ = ∅ 
 𝐴 ∪ 𝑈 = 𝑈 
Transitivity:  𝐴 ⊆ 𝐵 ⊆ 𝐶  𝑡ℎ𝑒𝑛 𝐴 ⊆ 𝐶   
Involution: (𝐴௖)௖= 𝐴 
De Morgan laws:  (𝐴 ∪ 𝐵)௖ = 𝐴௖ ∩ 𝐵௖ 
 (𝐴 ∩ 𝐵)௖ = 𝐴௖ ∪ 𝐵௖ 
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