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ABSTRACT

This project addresses the global health challenge presented by cardiovascular disease (CVD), with a specific focus on 
Ischaemic Heart Disease (IHD), commonly known as coronary heart disease (CHD). CHD involves the narrowing of 
coronary arteries due to arterial plaque buildup, contributing significantly to substantial mortality rates worldwide. 
The project recognizes the importance of early and accurate detection of CVD, as demonstrated by clinical studies, to 
improve patient survival rates.

However, barriers such as the high cost of diagnosis and the financial burden of treating the disease hinder effective 
healthcare delivery. Existing studies often oversimplify CHD classifications, overlooking the full range of severity levels 
within the disease. This study seeks to overcome these limitations by employing Machine Learning (ML) algorithms, 
including Random Forest Classifier (RFC), Support Vector Machine (SVM), Multi-Layer Perceptron (MLP), etc, within an 
ML ensemble known as the Super Learner.

The research focuses on the urgency to accurately categorize patients into specific severity levels, optimizing 
investigation time and cost. The ML ensemble, Super Learner, combines diverse base learners to create a model that 
surpasses individual models, providing robust predictions across diverse scenarios. The achievements of the project 
include the development of a predictive model with the ability to classify CHD beyond binary classifications, achieving 
an unprecedented ROC score of 0.96. This performance underscores the model's potential as a valuable tool in the 
early diagnosis and management of CHD.
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1. INTRODUCTION

Cardiovascular Disease (CVD) presents a formidable 
global health challenge, particularly evident in 
Ischaemic Heart Disease (IHD), commonly known as 
coronary heart disease (CHD). CHD involves the 
narrowing of coronary arteries due to arterial plaque 
buildup, contributing significantly to over 55,000 
deaths in the United Kingdom in 2019 alone (ONS, 
2019). On a global scale, CVD claims approximately 
17.9 million lives annually (WHO, 2023).

Early and accurate detection of CVD carries immense 
potential to improve patient survival rates. Clinical 
studies, like Eckersley et al. (2016), have unequivocally 
demonstrated that timely identification of 
cardiovascular diseases can substantially enhance 
patient survival rates. However, barriers such as the 
high cost of diagnosis, especially prevalent in 
developing nations, and the substantial financial 
burden of treating this disease concern governments 
and families alike (Walker et al., 2016; He et al., 2022). 
Existing studies often overlook the full range of 
classifications within datasets, limiting understanding 
of disease severity and subsequent treatment 
approaches.

Recent efforts to aid in the disease prognosis employ 
Machine Learning (ML) algorithms like Random Forest 

Classifier (RFC), Support Vector Machine (SVM), and 
Multi-Layer Perceptron (MPL), among others. 
However, these studies predominantly categorize 
patients into two broad classes—those with and 
without CHD—overlooking the disease’s multiple 
severity levels. Nonetheless, (Zghebi et al., 2021) 
emphasize that higher CVD severity heightens overall 
risk. Apart from the asymptomatic patients, the 
severity of CHD has been classified into two broad 
categories with one of the categories subdivided into 
three subcategories. (Shahjehan et al., 2023) classify 
the disease into Stable Ischemic Heart Disease (SIHD) 
and Acute Coronary Syndrome (ACS), with ACS 
encompassing ST-elevation Myocardial Infarction 
(STEMI), Non-ST-elevation Myocardial Infarction 
(NSTEMI), and unstable angina. The study recommends 
a 2-month rest or nitro-glycerine for patients suffering 
from SIHD which presents as a stable angina but with 
substernal chest pain that can worsen with exertion or 
emotional stress. Unstable angina is characterized by 
sudden and unexpected chest pain or pressure, even 
during periods of rest. It serves as a warning sign for an 
impending heart attack and typically arises when stable 
angina deteriorates. NSTEMI is a type of heart attack 
that can be identified through blood tests but not by an 
electrocardiogram (ECG). This indicates either partial 
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blockage of coronary arteries or a brief blockage 
period. On the other hand, STEMI represents a more 
severe heart attack. Health Providers can detect it 
through both blood tests and ECG. This condition 
occurs when blood flow to the heart is completely 
obstructed for an extended period, affecting a 
significant portion of the heart muscle (Cleveland, 
2022). Distinguishing these categories is crucial, given 
their varying treatments and urgency levels.

The urgency to accurately categorize patients into 
specific severity levels arises to optimize investigation 
time and cost, particularly in SIHD cases. Employing the 
ML ensemble, Super Learner, becomes imperative. This 
approach combines diverse base learners, each 
specializing in unique data aspects or patterns, aiming 
to create a model that surpasses individual models and 
provides robust predictions across diverse scenarios.

The major contributions of this research to the body of 
knowledge are listed below:

 Finding and extracting a CHD-related dataset 
from a reliable data repository and accurately 
identifying the contributory features

 Identification of significant heart disease 
features using different feature selection 
methods

 Implementation of a super learner model, 
using five different ML models as base 
learners, that can efficiently segregate the 
various levels of the disease

 Finally, the model is evaluated using the hold-
out dataset and an external dataset

2. BACKGROUND

Several machine learning specialists and data scientists 
have crafted models and frameworks utilizing the 
widely-used Cleveland Heart dataset. Despite the 
pioneering nature of these studies' models and 
systems, they all converge on a common conclusion: 
the binary classification of patients. These studies tend 
to group patients at various stages of CHD under the 
umbrella of simply having CHD. (Shahjehan et al., 2023) 
and (Cleveland, 2023) emphasize the critical 
importance of distinguishing between the four primary 
stages of this disease due to their distinct severities and 
treatments. The new study seeks to go beyond simply 
classifying the patients under the two categories and 
classify the patients based on the disease severity.      

Authors Research Title Models Result Classification 
Count

 Pouriyeh 
et.al

A comprehensive investigation and 
comparison of Machine Learning 
Techniques in the domain of heart 

disease

DT, NB, K-NN, SVM, 
MLP, RFC and SCRL 

with 10-fold CV

Accuracy: 
84.15%; ROC: 

83.6%
2

Ms. Ruqiya 
et.al

Review on Cleveland Heart Disease 
Dataset using Machine Learning None None None

Kausar et.al
A Hybrid Data Mining Model to 

Predict Coronary Artery Disease Cases 
Using Non-Invasive Clinical Data

MLP, MLR, FURIA, 
C4.5 with 10-fold CV

Accuracy: 
88.4%; ROC: 

None
2

Verma et.al
A Data Mining Model for Coronary 
Artery Disease Detection using Non-

invasive Clinical Parameters
PNN, ADTree, RBFN Accuracy: 96%; 

ROC: None 2

Randa El-
Bialy et al

Feature Analysis of Coronary Artery 
Heart Disease Data Sets C4.5, FDT

Accuracy: 
78.6%; ROC: 

None
2

Malav et.al

Prediction of Heart Disease Using K-
Means and Artificial Neural Network 

as Hybrid Approach to Improve 
Accuracy

K-means clustering, 
ANN

Accuracy: 93%; 
ROC: None 2

Burak 
Kolukisa

Development of Data Mining 
Methodologies and Machine Learning 
Models to Understand Cardiovascular 

Disease Mechanisms

KNN, LR, LDA, NB, 
SVM and ensemble 

method

Accuracy: 
90.13%; ROC: 

94.2%
2

Prashasti et. 
al

Prediction of Cardiovascular Diseases 
using Support Vector Machine and 

Bayesian Classification
SVM, NB Accuracy: 60%; 

ROC: None 2

K.Subhadra 
et. al

Neural network-based intelligent 
system for predicting heart disease MLPNN Accuracy: 94%; 

ROC: None 2
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Shylaja et. 
al

Hybrid SVM-ANN Classifier is used 
for Heart Disease Prediction System Hybrid SVM-ANN

Accuracy: 
88.54%; ROC: 

None
2

Kathleen 
et.al

Coronary Heart Disease Diagnosis 
using Deep Neural Networks DNN

Accuracy: 
83.67%; ROC: 

89.22%
2

Latha et.al
Improving the accuracy of prediction 

of heart disease risk based on ensemble 
classification techniques

Ensemble classifier
Accuracy: 

85.48%; ROC: 
None

2

Safial et.al
Coronary Artery Heart Disease 

Prediction: A Comparative Study of 
Computational Intelligence Techniques

LR, SVM, DNN, DT, 
NB, RF and KNN

Accuracy: 
97.36%; ROC: 

None
2

Mustafa Jan 
et al.

Ensemble approach for developing a 
smart heart disease prediction system 

using classification algorithms
Ensemble approach

Accuracy: 
98.17%; ROC: 

90%
2

Sumit 
Sharma and 

Mahesh 
Parmar

Heart Diseases Prediction Using Deep 
Learning Neural Network Model

LR, KNN, SVM, NB, 
RF, and Hyperparameter 
optimization with Talos

Accuracy: 90%; 
ROC: 90% 2

Proposed Cardiovascular Disease Prediction 
Using Super Learner Super Learner Accuracy: 88%; 

ROC:96% 5

Table 1: Studies Involving the Cleveland Heart Dataset

3. PROPOSED METHOD

This study makes use of secondary data from one of the 
reliable and popular sources which is known as UCI 
Machine Learning Repository. This data is relevant and 
contains all the required features (age, sex, cholesterol 
level, fasting blood sugar, resting blood pressure, etc) 
that explain the occurrence of CHD. It is made up of 303 
instances and 13 features with categorical, integer, and 
real numbers. But more importantly, it complies with 
the necessary data regulations and ethical rules 
governing the use of data for research purposes by 
anonymizing sensitive data. Consequently, the 
collected data is processed and analyzed using Python 
programming. Firstly, the data is uploaded into the 
programming environment and its descriptive statistics 
are displayed to have a general idea of the whole data 
and each of its components. It is then pre-processed for 
quality and validation purposes to identify the missing 
data, wrong data, and outliers, and take appropriate 
measures to fix them. During this process, six rows 
containing wrong data are identified and deleted.  The 
processed data is visualized to view the relationship 
among the features and form an initial opinion. The 
next phase is to prepare the data for modeling by 
ensuring imbalanced data is addressed through an 
oversampling technique and then perform data 
normalization. This leads to feature selection as not all 
the feature variations are significant in the predictive 
modeling of the disease. Hence, the features were 
sampled using Recursive Feature Elimination (RFE), 
SelectKBest, and Tree-based feature importance to 
identify the significant ones.

In this study, ML models such as RFC, XG Boost, SVM, 
MLP, and KNN are used as base learners for the super 

learner while RFC is the meta learner which in turn uses 
the k-fold cross-validation technique to estimate their 
performances and pick the best of them to predict the 
occurrence of the CHD. 

3.1 Feature Selection

The dataset contains both numerical and categorical 
variables with some of the categorical variables made 
up of more than two variations. For instance, chest 
pain (cp) has four variations which are 1, 2, 3, and 4 
representing typical angina, atypical angina, non-
anginal pain, and asymptomatic respectively.  In this 
case, one-hot encoding is employed to create dummy 
features to represent each of the variations as a way of 
converting them from categorical to numerical 
variables  (Satya Sree et al., 2021). This is done as part 
of the data preprocessing and it is important because 
ML algorithms can only understand numerical 
variables. Consequently, the number of features 
increased from 13 to 22 which need to be subjected to 
significant tests to confirm their importance in 
predicting the disease. Hence, RFE, SelectKBest, and 
Tree-based feature importance are used to identify the 
significant ones as follows.

 Recursive Feature Elimination
This method uses Random Forest Classifier to 
estimate the significance of each of the 
features. RFE selects 19 features as the 
significant ones to efficiently predict the 
occurrence of CHD except thal_6, restecg_ST-
T_wave_abnormality and slope_downsloping. 
However, it is important to confirm this with 
the other methods.
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Table 2: Recursive Feature Elimination (RFE) 
Output

 SelectKBest

SelectKBest uses Pearson’s Chi Square test which is 
a univariate method that considers separately each 
of the features, using P-value of 0.05 to select the 
significant features. This method shows that the 
last variables are insignificant with P-values greater 
than 0.05. However, the domain knowledge of the 
disease establishes the influence of sex in the 
occurrence of the disease  (Hemal et al., 2016). 
Thus, sex is retained as one of the predictors. 
Nevertheless, thal_6, restecg_ST-
T_wave_abnormality, and slope_downsloping are 
still confirmed as less significant by this method.

Table 3: SelectKBest Output

 Tree-based Feature Importance

This method arranges in descending the features 
according to their importance with the three already 
marked insignificant features among the least four. 
Thus, this study does not consider the blood disorder 

due to fixed defect (thal_6), resting ECG measurement 
with ST-T wave abnormality (restecg_ST-
T_wave_abnormality), and the peak exercise in the 
downward sloping category (slope_downsloping) in 
the prediction of the disease.

Table 4: Tree-based feature importance Output

3.2 Heart Dataset
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                                         Figure 1: Distributions of Some Key Variables of the Datase

Variable 
Name Role Type Demographic Description Units Missing 

Values Value Ranges

age Feature Integer Age  years no  

sex Feature Categorical Sex   no  1: Male; 0: Female

cp Feature Categorical  Chest pain  no

— Value 1: typical angina
— Value 2: atypical angina
— Value 3: non-anginal 
pain
— Value 4: asymptomatic

trestbps Feature Integer  

resting blood 
pressure (on 
admission to the 
hospital)

mm 
Hg no

 

chol Feature Integer  serum cholesterol mg/dl no  

fbs Feature Categorical  fasting blood sugar 
> 120 mg/dl  no 1 = true; 0 = false

restecg Feature Categorical  
Resting 
electrocardiographic 
measurement

 no

— Value 0: showing 
probable or definite left 
ventricular hypertrophy by 
Estes’ criteria
— Value 1: Normal
— Value 2: having ST-T 
wave abnormality (T wave 
inversions and/or ST 
elevation or depression of 
> 0.05 mV)

thalach Feature Integer  maximum heart rate 
achieved  no  

exang Feature Categorical  exercise-induced 
angina  no 1 = yes; 0 = no

oldpeak Feature Integer  
ST depression 
induced by exercise 
relative to rest

 no
 

slope Feature Categorical  
the slope of the 
peak exercise ST 
segment

 no  0: downsloping; 1: flat; 2: 
upsloping

ca Feature Integer  

number of major 
vessels (0-3) 
coloured by 
fluoroscopy

 yes 0 - 3

thal Feature Categorical  
A blood disorder 
called thalassemia 
Value

 yes
3 = normal; 6 = fixed 
defect; 7 = reversible 
defect

num Target Integer  diagnosis of heart 
disease  no

 

       Table 5: Cleveland Heart Dataset    Source: UCI Machine Learning Repository
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The above figures show some of the key variables of 
the dataset. The age is distributed between 29 and 77 
years with a good number of the tested patients 
between the ages 55 and 60 years. The trestpbs shows 
that the blood pressure of the majority of the people 
tested is between 120mmHg and 140mmHg while the 
chol shows that the cholesterol of the majority of the 
people is between 200mg/dl and 300mg/dl. 
Cholesterol below 200mg/dl is considered a safe zone 
(Cleveland Clinic, 2022) while an ideal normal blood 
pressure is between 80mmHg and 120mmHg 
(American Heart Association, 2023). The thalach 
distribution shows the maximum heart rate which 
stands at 160 beats per minute with the majority of the 
tested population lying between 160 and 170 beats per 
minute. However, this is age-dependent as an 
individual’s age is subtracted from 220 (CDC, 2023) to 
arrive at the correct value; correlating this with the 
majority age which is 60 years, any value above 160 is 
considered a risk. The dataset features more males 
than females and this is still in line with the fact that 
the male is more at risk of CHD than females (Hemal et 
al., 2016). The cp plot refers to the chest pain type 
experienced by the tested population; it shows that 
most people experienced asymptomatic chest pain 
while the fbs plot shows the fasting blood sugar with 
the majority of the tested population having fasting 
blood sugar less than 120mg/dL while the normal 
fasting blood sugar is between 70mg/dL and 100mg/dL 
(WHO, 2024)

Moreover, the dataset contains 160 individuals with no 
CHD and 137 patients with CHD; people having the 
disease are filtered from the dataset, and below are 
some of the relationships among the features.

    Figure 2: Resting Blood Pressure Versus Age

As the population advances in age, the resting blood 
pressure tends to increase as seen in figure 2. Although 
this is combined with the other factors, the figure 
shows the propensity of the older population to 
develop the disease.

         Figure 3: Maximum Heart Rate Versus Age

From Figure 3, the younger population has a 
higher maximum heart rate which decreases with 
an increase in age. This shows the tendency of the 
old population to develop the disease.

       Figure 4: Sex Versus Heart Disease Severity

Figure 4 shows more cases and severity of CHD in males 
than females. Although there is a data imbalance in the 
dataset for this variable,  (Hemal et al., 2016) confirm 
men are at more risk than women.
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  Figure 5: Chest Pain Versus Heart Disease Severity

Apart from the asymptomatic chest pain cases, 
individuals with non-anginal pain tend to have more 
severity of the disease.

Correlation Matrix

From Figure 6, a positive correlation is observed 
between all the features and the target except thalach 
which shows a slightly high negative correlation. 
oldpeak, cp, exang, and slope show a slightly strong 
correlation with the target. Nevertheless, there is no 
strong correlation among the predictors to suggest a 
redundant feature except for oldpeak and slope which 
are slightly correlated.

                 Figure 6: Correlation Matrix

3.3 Proposed Super Learner Building

An SL is an ML Ensemble that aggregates the predictive 
power of many ML algorithms known as the base 
learner to employ the best-performing model for 
prediction. It is also known as stacking and is more 
accurate than a single predictive model  (Phillips et al., 
2023).

In this study, RFC, KNN, XG Boost, MLP, and SVM are 
chosen as the BLs based on their diverse learning 
approaches and strengths in handling different aspects 
of the dataset. For instance, K-Nearest Neighbors 
(KNN) is known for its simplicity in classification, 
Random Forest Classifier (RFC) excels in handling 
complex relationships in data, XGBoost is effective in 
dealing with gradient boosting tasks, Support Vector 
Machine (SVM) can handle non-linear data, and Multi-
Layer Perceptron (MLP) is adept at learning intricate 
patterns in data. A custom ‘SuperLearner’ class is 
implemented, designed to utilize the predictions made 
by the BLs to create a meta-learner (MeL). The MeL 
learns from the predictions generated by individual BL. 
The Super Learner is trained on a training dataset that 
comprises selected features relevant to predicting 
CHD, ensuring a robust understanding of various data 
patterns. During the training process, each BL is utilized 
to make predictions on the training set, and these 
predictions are aggregated. The MeL is then trained on 
these aggregated predictions to make the final 
classification decisions.

To evaluate the super learner (SL)'s performance, k-
fold cross-validation is employed. This technique 
assesses the model's robustness by splitting the 
dataset into k subsets iteratively training the model on 
k-1 subsets and validating on the remaining subset. 
After validation, the Super Learner is tested on a 
separate test dataset to measure its predictive 
accuracy on unseen data, providing insights into its 
real-world applicability. Evaluation metrics such as 
accuracy, precision, recall, or area under the ROC curve 
(AUC-ROC) are computed to quantify the Super 
Learner's performance in predicting CHD.

         Figure 7: Proposed Super Learner Framework

4. RESULTS AND DISCUSSION

This section focuses on assessing the individual 
performances of the BLs and compares them with the 
SL’s performance, crucial for validating the 
enhancements achieved through the ML ensemble. 
Additionally, it evaluates the SL’s performance using 
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both hold-out and external datasets, along with 
performance metrics.

4.1 Models Performances

Machine Learning Model Accuracy
Random Forest Classifier, RFC 0.86
XG Boost 0.83
Support Vector Machine, SVM 0.65
Multi-Layer Perceptron, MLP 0.78
K-Nearest Neighbour, KNN 0.75
Logistic Regression, LR 0.61
Super Learner, SL 0.88

    Table 6: Models Accuracies

   Figure 8: ROC Curves for Multi-Class Classification

Classifications Precision Recall F1-
Score

RFC
0 - Normal 0.89 0.83 0.86
1 - SIHD 0.84 0.72 0.76
2 - Unstable Angina 0.79 0.88 0.83
3 - NSTEMI 0.83 0.91 0.87
4 - STEMI 0.92 0.94 0.93

XG Boost
0 - Normal 0.88 0.73 0.8
1 - SIHD 0.74 0.72 0.73
2 - Unstable Angina 0.79 0.88 0.83
3 - NSTEMI 0.82 0.97 0.89
4 - STEMI 0.97 0.89 0.93

SVM
0 - Normal 0.81 0.87 0.84
1 - SIHD 0.72 0.58 0.65
2 - Unstable Angina 0.48 0.52 0.5
3 - NSTEMI 0.62 0.45 0.53
4 - STEMI 0.65 0.86 0.74

MLP

0 - Normal 0.83 0.8 0.81
1 - SIHD 0.74 0.64 0.69
2 - Unstable Angina 0.69 0.88 0.77
3 - NSTEMI 0.8 0.73 0.76
4 - STEMI 0.92 0.97 0.95

KNN
0 - Normal 0.85 0.77 0.81
1 - SIHD 0.7 0.64 0.67
2 - Unstable Angina 0.59 0.76 0.67
3 - NSTEMI 0.82 0.7 0.75
4 - STEMI 0.85 0.94 0.89

LR
0 - Normal 0.84 0.87 0.85
1 - SIHD 0.63 0.33 0.44
2 - Unstable Angina 0.43 0.52 0.47
3 - NSTEMI 0.5 0.45 0.48
4 - STEMI 0.66 0.92 0.77

SL
0 - Normal 0.85 0.79 0.82
1 - SIHD 0.77 0.8 0.78
2 - Unstable Angina 0.92 0.9 0.91
3 - NSTEMI 0.87 0.9 0.88
4 - STEMI 0.95 0.97 0.96

    Table 7: Models Performance

Model Validation

Model validation is a crucial step in assessing the 
performance and reliability of ML models like the SL. It 
involves techniques to estimate how well the model 
will generalize to new, unseen data. The validation 
process helps in selecting the best model, identifying 
potential issues, and ensuring the model's robustness. 
Evaluation metrics discussed in the previous section 
and performance testing on the hold-out data are 
employed to validate the model’s performance. ML 
algorithms like RFC, SVM, XG boost, MLP, and KNN are 
the BLs of the SL, and below are their performances as 
seen in Table 6. The least-performing model is Logistic 
Regression (LR) and it is excluded as part of the BLs.

However, the multi-class tends to affect the overall 
accuracy of the model. Thus, the performance of the SL 
model is not based on its accuracy alone but on other 
metrics such as precision, Recall, F1-Score, and ROC. 
Figure 9 shows the overall ROC of this study which 
stands at 0.96. This indicates a high level of 
performance and accuracy in distinguishing between 
the classes in this multi-class classification problem. 
This score suggests that the model has excellent 
discrimination ability, with minimal misclassifications. 
A ROC score closes to 1 implies that the model has a 
strong capability to differentiate between positive and 
negative cases. Table 6 shows that the SL model 
outperforms all the BLs with an accuracy of 0.88, a 
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performance attributed to the k-fold cross-validation 
process. According to the table, classes 0, 1, 2, 3, and 4 
have precisions of 0.85, 0.77, 0.92, 0.87, and 0.95 
respectively; each value represents the true positively 
predicted percentage for each class, and a higher value 
means a lower false positive. Although this is not 
enough to evaluate the performance of the model, as 
far as ML is concerned, the model has high precisions 
for the classes. Similarly, the sensitivity or recall for the 
classes 0, 1, 2, 3, and 4 are 0.79, 0.80, 0.90, 0.90, and 
0.97 respectively while their F1-Scores are 0.82, 0.78, 
0.91, 0.88, and 0.96 respectively. Combining all these 
metrics shows the actual performance of the model.

4.1.1 Super Learner Performance on Hold-
Out Dataset

          Figure 9: Prediction on Hold-Out Data

Figure 9 shows the performance of SL on the test 
dataset with very few inaccurate predictions.

4.2 Super Learner Evaluation with External   
Dataset

An external dataset called statlog dataset (publicly 
available at UCI Machine Learning Repository) contains 
the same set of attributes as the Cleveland Heart 
dataset except for the target variable that has only two 
variations – 1 for individuals without CHD and 2 for 
persons with CHD. Unlike the Cleveland dataset used 
to train the super learner which has four severities of 
the disease, this dataset uses 2 to represent all the 
classes. Thus, only manual testing is possible in this 
case. 

A tool capable of predicting CHD is developed with the 
SL, which has a graphical user interface (GUI) for user 
interaction, the tool is called CHD Predictor (See Figure 
10). The CHD predictor is tested using random ten 
instances from the statlog dataset and the results are 
as shown below.

                    Figure 10: CHD Predictor

Instance 
No

External Dataset 
Class

CHD Predictor 
Prediction

8 2 Unstable Angina

14 1 Normal

26 1 Normal

62 1 Normal

83 2 SIHD

114 2 SIHD

154 1 Normal

203 2 SIHD

223 2 Unstable Angina

267 1 Normal
                       Table 8: CHD Predictor Result

CHD predictor accurately predicts all the ten instances. 
It should be noted that the classes are hard coded in 
the predictor as below:

0: Normal means the individual is normal

1: SIHD means the individual is suffering from Stable 
Ischemic Heart Disease

2: Unstable Angina

3: NSTEMI means the individual is suffering from Non-
ST-elevation Myocardial Infarction

4: STEMI means the individual is suffering from ST-
elevation Myocardial Infarction.

5. CONCLUSION

In conclusion, this project has made significant strides 
in addressing the global health challenge posed by 
CHD, a prevalent and life-threatening cardiovascular 
condition. The primary aim of the study was to develop 
an efficient model for classifying CHD into its various 
severity stages, considering the limitations of existing 
studies that often oversimplify the disease 
classifications. This aim has been met by developing a 
model called Super Learner which categorizes CHD 
according to its severity.
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The objectives outlined in this project were effectively 
achieved, with the model showcasing a remarkable 
ability to classify CHD beyond the conventional binary 
classifications. A heart disease dataset from the UCI 
Machine Learning repository was used while credible 
ML models such as RFC, SVM, MLP, XG Boost, and KNN 
were identified as BLs. The identified BLs were used to 
train the SL and its performance was assessed via the 
hold-out dataset while the developed model was 
employed to implement the CHD prognostic system. 
The system was evaluated with an external dataset 
extracted from the same source as the heart disease 
dataset. The incorporation of diverse ML BLs within the 
SL ensemble contributed to robust predictions and 
improved accuracy. Notably, the achieved ROC score of 
0.96 signifies an unprecedented level of performance 
in diagnostic accuracy, demonstrating the model's 
potential as a valuable tool for early diagnosis and 
disease management.

Furthermore, the outcomes of this project emphasize 
the importance of leveraging advanced ML techniques 
in healthcare for enhanced disease prognosis and 
patient care. The developed model holds promise not 
only for CHD but also as a framework for addressing 
other complex medical conditions. Future research 
endeavours can build upon these foundations, 
exploring additional features and refining the model to 
further enhance its accuracy and applicability in real-
world clinical settings. Overall, this project contributes 
to the growing field of ML applications in healthcare, 
with the potential to revolutionize diagnostic 
approaches and improve patient outcomes in the 
realm of cardiovascular health.
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