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Abstract—Over the last 25-30 years there has been significant
work carried out in producing risk prediction models for patients
admitted to intensive care units. The most recent of these models
in widespread use is the Intensive Care National Audit and
Research Centre (ICNARC) model developed in 2007 which uses
data from more than 230,000 admissions to UK intensive care
units to develop and validate a UK based model outperform-
ing other approaches. However, as with the majority of risk
prediction models, the ICNARC model struggles with changing
patient cohort demographics (such as the aging populations
seen currently in the western world) and requires periodic
recalibration.

This paper introduces a machine learning pipeline for de-
veloping mortality prediction models and uses it to train a
variety of ML models. The top performing of these outperform
current commonly used mortality risk prediction models such
as APACHE-II, SAPS-II, and the ICNARC model. This machine
learning pipeline is then extended to allow continuous retraining
via online learning. The results show that it is possible to retrain
our model at different intervals to deal with varying patient
demographics - improving model performance across a range of
different patient cohort scenarios.

Index Terms—Machine Learning, Online Learning, Risk Pre-
diction, Mortality Prediction, ICU

I. INTRODUCTION

Over the last decade, UK National Health Service (NHS)
waiting times have increasingly failed to meet targets. This is
now compounded by challenges in recruitment and retention
of nursing and other hospital staff meaning that intensive care
unit (ICU) staffing ratios are often well below recommended
levels [1]. To mitigate the impact of this staffing crisis,
prediction of mortality risk in the ICU environment is of
increasing importance to allow stratification of patients and
targeted support.

There has been significant work carried out in developing
risk prediction models for patients admitted to intensive care
units [2], [3]. In the UK, the most recent of these is the
Intensive Care National Audit and Research Centre (ICNARC)
model which uses data from 163 intensive care units across the
UK (covering 231,900 admissions) to develop and validate a
model outperforming previous approaches such as the SAPS-
II (Simplified Acute Physiology Score) [4] and APACHE-II
(Acute Physiology and Chronic Evaluation) [5] scores.

However, a key disadvantage of these mortality risk predic-
tion models is that they are developed using retrospective pa-

tient cohorts, with patient demographics and the effectiveness
of medical treatments changing over time. This means that
periodically these risk prediction models require recalibration
to take into account changes in treatment and changes to
patient cohorts.

In this paper the application of several different machine
learning (ML) techniques for accurately predicting mortality
risk in the ICU is discussed and their effectiveness compared.
The most effective of these is then taken forward to be used
in an online retraining framework that is capable of dealing
with changing patient demographics. The key contributions of
this research are:

1) Evaluation of existing methods used for mortality risk
prediction in ICU.

2) Development of an effective ML pipeline to provide an
accurate prediction of mortality risk to enhance decision
support by medical practitioners.

3) Investigation of the effects of online retraining of ML
models to allow for the adaption of risk models to
different patient cohorts.

The remainder of the paper is structured as follows. Section
II evaluates the current approaches and the existing state-
of-the-art research, section III describes the dataset used in
this study and the methodology, and section IV describes
the results of the experiments. Section V then presents our
conclusions and ideas for further work.

II. RELATED WORK

Even though there are multiple new methods for determin-
ing mortality within ICU, the APACHE II and SAPS II scores
continue to be the most used point-based schemes world-
wide [6]. Similarly, the Sequential Organ Failure Assessment
(SOFA) score is used in some parts of the world as a mortality
risk assessment tool even though it was developed to assess
sepsis risk [7]. Some common limitations that are associated
with these tools that have been detailed in the literature are:

1) There has been a decrease in performance over time.
[8] indicated that SAPS II was not within calibration
tolerance by 2005.

2) There have been calibration issues with both the
APACHE II and SOFA scores when applying them to
new patient cohorts [9].
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3) [9] and [10] noted that several of these mortality risk
assessment tools were not very reliable for patients
within Europe or Singapore as they were not developed
with data from these patient cohorts.

4) Some variables which are required to provide a score are
difficult to obtain, especially when patients are admitted
into critical care situations. For many cases, the data
might not be available because it requires expensive lab-
oratory pathology tests and full patient medical history.

These limitations have led to researchers exploring alter-
native approaches for mortality prediction. The resurgence
of ML techniques has provided some promising preliminary
results in this problem domain. Furthermore, ML models
are comparatively easy to update, retrain, and re-calibrate
for different patient cohorts and as patient cohorts evolve
over time [10]. Traditional approaches to mortality prediction
often only capture a single time period; this approach misses
out on valuable insights and data that could improve the
models accuracy, precision, or recall as treatments and patient
demographics change over time. Including online learning in
developed ML models means that predictive tools can learn
from new examples in real-time, ensuring that the model
constantly generalises well to the populations it is applied
to, even as environmental factors, operations, and medicines
change.

For practical application in an ICU setting, a mortality
risk prediction model should only use vital signs that can be
continually monitored and should allow the doctor to see how
the risk changes. [11] have developed a model using only vital
signs; however, their results demonstrated limited predictive
capability in determining mortality outcomes, with an area
under the receiver operating curve (AUROC) of 0.65. They
also used a combination of vital signs and additional features
culminating in a higher AUROC of 0.85 when the data was
combined with the SAPS II score and patient demographic
information.

Throughout the literature, there are several ML techniques
used to consider the prediction of mortality. For example,
[12] used a combination of convolutional layers and recurrent
layers to predict mortality on a subset of the MIMIC-II
dataset [13]. This data was gathered over the first 48-hours
of patients admitted to ICU. Their combined CNN-LSTM
achieved an overall AUROC of 0.836 and outperformed the
use of convolutional neural networks (CNNs) or long short
term memory (LSTM) based recurrent neural networks alone.
[14] used the MIMIC-III dataset [15] and trained multiple
bi-directional LSTM models on different time windows to
determine mortality risk, taking potential complications into
account. Using a forty-eight hour time window, they obtained
an AUROC score of 0.885 using a bi-directional LSTM.

However, there has been relatively little focus on predicting
mortality at admission (within the first 24 hours) to the ICU.
Although this approach doesn’t take into account potential
complications that occur after admission, it provides valuable
information during the triage process to allow early identi-
fication of patients that may require additional monitoring.

One example of this is [16], who used an artificial neural
network (ANN) and the JADE optimisation algorithm [17]
to obtain an accuracy of over 90% when at decision criteria
between 30–80%, with an AUROC score of 0.932 on a dataset
of single-site ICU admissions from the UK. In the US, the
AIMS scheme [18] uses a hybrid CNN-LSTM network trained
on a combination of age, gender, and a selection of statistical
parameters obtained within the first 24 hours of admission into
the ICU and extracted from the MIMIC-III dataset [15]. In the
AIMS system, risk predictions are generated for the next 3-
day, 7-day, and 14-day windows. AIMS achieved an AUROC
score of 0.884–0.858 depending on the predictive window.

III. METHODOLOGY AND EXPERIMENTAL DESIGN

A. ICNARC Dataset

The research in this paper was undertaken using the IC-
NARC dataset that was collected at the North Middlesex Uni-
versity Hospital cluster between January 1st 2012 and April
30th 2014. The dataset consists of 13,494 patient records,
where each row corresponds to a patient admitted into the
ICU. There is no missing data in the dataset.

The dataset is comprised of 28 physiological features
(shown in Table I which are obtained in the first 24 hours of
admission to the ICU. As well as the physiological features,
there is some additional patient information collected – includ-
ing patient age at the time of admission into the ICU, whether
the patient had CPR within 24 hours of admission, the location
of the patient before the admission (which is often referred to
as the source), and whether the patient was intubated during
the first 24 hours.

TABLE I: Features of the ICNARC dataset

Used Variable
1 Anonymised Unit Identifier
2 Age in years at last birthday
3 Gender
4 Residence Prior to admission
5 Prior Dependency
6 Severe Liver Disease
7 Haematological Malignancy
8 Metastatic Disease
9 Severe Respiratory Disease and Home Ventilation
10 Immunocompromise
11 Cardiovascular Disease
12 Renal disease
13 CPR within 24 hours prior
14 Primary reason for admission
15 ICNARC Diagnostic Category
16 Condition Description
17 Type of Admission
18 Mechanically Ventilated at admission
19 Highest level of care received in unit within 24 hours
20 Basic respiratory support
21 Advanced respiratory support
22 Basic cardiovascular support
23 Advanced cardiovascular support
24 Renal support whilst in unit
25 Neurological support whilst in unit
26 Gastrointestinal support whilst in unit
27 Dermatological support whilst in unit
28 Liver support whilst in unit



Fig. 1: Machine learning pipeline for development of a mor-
tality risk prediction tool.

B. Developing a strong baseline

We develop a strong ML mortality risk prediction tool
baseline using the ML pipeline framework shown in Figure
1. The framework is made up of the following steps:

1) The complete dataset is split into 70% training and 30%
held-out blind-fold validation sets with stratification on
outcome.

2) The training data is then used in hyperparameter tuning
for several benchmark classification models using a
repeated K-fold stratified cross-validation approach.

3) Each fold of the training data is rebalanced whilst
training using SMOTE [19] to overcome the acute class
imbalance (i.e. out of 13,494 patients, 11,825 survived
and 1,668 died), with the validation set in each fold left
alone.

4) The final models are then tested using the 30% unseen
data to generate final performance scores.

In this paper, K-Nearest Neighbour (KNN), Linear Support
Vector Machines (SVMs), Radial Basis Function SVMs, Gaus-
sian Process Models, Decision Trees, Random Forests, ANNs,
AdaBoost, Naı̈ve Bayes, and QDA are investigated for use as a
baseline. Each classifier is trained and evaluated using repeated
stratified 10-fold cross-validation (over 10 runs of the cross-
validation process), with averages of the performance metrics
calculated for each classifier. Stratification techniques are used
to ensure that the training and validation sets reflect the overall
class imbalance of the data.

The machine learning models are evaluated using accuracy,
precision, recall, and F1-score (see Table II) [20], as well
as the area under the receiver operating characteristic curve
(AUROC).

TABLE II: Performance metrics

Performance Metric Definition
Accuracy (TP+TN)

(TP+TN+FP+FN)

Precision TP
(TP+FP )

Recall TP
(TP+FN)

F1-Score (2×Precision×Recall)
(Precision+Recall)

C. Online training of ML models

As discussed in section II, traditional approaches to mortal-
ity prediction models often start to perform poorly as patient
cohorts and treatments change. A more effective solution is to
adapt the predictive model at a local level to deal with evolving
population demographics and available medical treatments. To
this point, an efficient solution would be that each hospital has
their own trained model that can be maintained and updated
in real time.

Online learning (also known as real-time ML) is the process
of continuously training a model in real-time as new data
becomes available. This new data is used to update the trained
parameters of the ML algorithm to find the best result for a
predefined performance metric.

Event driven architectures are common ways of deploying
real-time capable ML models in a production setting. The
continuous flow of data through a data stream is given to
the model, and the model training pipeline will handle data
transformations and enrichments to ensure that the data is
consistent and ready to be utilised to retrain the model.

This paper will evaluate the application of online learning to
changing patient demographics by utilising the classification
pipeline proposed in section III-B. This work uses subsets of
the ICNARC dataset, and full details of the experimental setup
and the results obtained can be found in section IV-B.

IV. RESULTS

A. ICNARC mortality prediction

The ICNARC dataset (outlined in section III-A) was used
to train a variety of ML algorithms using the ML pipeline
proposed in section III-B. Performance of these classifiers was
evaluated using multiple commonly used performance metrics
to determine the suitability of the classifiers to the mortality
prediction task. The results of this training are presented in
Table III, with scores for precision, recall, F1-score, accuracy,
and the AUROC presented to allow for easy comparison
against results presented in the literature. These scores are the
mean and standard deviation of 10 independent runs of 10-fold
cross-validation and the best results obtained are highlighted
in bold.

Comparing the results from Table III to those described in
section II, it can be seen that the Random Forest, Linear SVM,



TABLE III: Classifier comparison on the ICNARC dataset
Classifier Precision Recall F1-Score Accuracy AUROC
K-Nearest Neighbour 0.70 (0.02) 0.25 (0.02) 0.72 (0.04) 0.37 (0.02) 0.78 (0.02)
Linear SVM 0.82 (0.01) 0.40 (0.02) 0.83 (0.03) 0.54 (0.02) 0.91 (0.01)
RBF SVM 0.60 (0.02) 0.21 (0.01) 0.82 (0.04) 0.33 (0.02) 0.76 (0.02)
Gaussian Process 0.82 (0.01) 0.40 (0.01) 0.83 (0.03) 0.54 (0.01) 0.89 (0.01)
Decision Tree 0.77 (0.01) 0.32 (0.02) 0.77 (0.04) 0.45 (0.02) 0.77 (0.02)
Random Forest 0.82 (0.01) 0.40 (0.02) 0.87 (0.03) 0.54 (0.02) 0.92 (0.01)
Neural Network 0.80 (0.08) 0.39 (0.09) 0.78 (0.13) 0.50 (0.06) 0.89 (0.02)
AdaBoost 0.83 (0.01) 0.40 (0.02) 0.83 (0.03) 0.54 (0.02) 0.91 (0.01)
Naive Bayes 0.81 (0.01) 0.36 (0.03) 0.70 (0.04) 0.48 (0.03) 0.85 (0.02)
QDA 0.81 (0.02) 0.37 (0.03) 0.72 (0.04) 0.49 (0.03) 0.87 (0.01)

and AdaBoost classifiers obtain comparable overall AUROC
scores (0.92, 0.91, and 0.91, respectively) to that presented in
[16] (0.93), and significantly better performance than either
the benchmark ICNARC score (0.80) or the APACHE-II
score (0.83) on this dataset. The overall accuracy scores were
slightly lower than those reported in [16]; however, there was
greater imbalance in the data set used in this study as well as
the dataset covering multiple ICU sites.

Figures 2a and 2b show the ROC curves for the top 3
classifiers and the APACHE-II score, respectively. As you
can see, all 3 of the top performing classifiers demonstrate
excellent predictive capability across a range of operating
thresholds. Figure 3 also shows the confusion plots for the
top 3 classifiers identified above. Data in these confusion plots
is taken from the unseen data (i.e., the validation partitions)
of a single representative run of the repeated 10-fold cross-
validation process.

B. Dealing with changing patient demographics via online
learning

This section demonstrates that online retraining of ML
models, in real-time (i.e. as new data becomes available), can
be used as an effective way to develop mortality risk prediction
tools that can deal with changing patient cohorts. Two patient
cohort scenarios are investigated:

1) Patient cohort by date of admission to ICU: In this
scenario the ICNARC data discussed in section III-A is
partitioned based on the month of admission into the ICU to
investigate the impact of seasonality on classifier performance
and to show how retraining the model as new data becomes
available helps to ensure that the classifier remains useful.
Figure 4 shows how classifier performance degrades due to
seasonality. In this figure, a random forest classifier is trained
on ICU admission data from a given month and tested on both
a held out validation set from that month and the data from
other months (using repeated 10-fold cross-validation). We can
see that, as the testing months get further away from the month
that the classifier was trained on, the accuracy and AUROC
measure reduce until they get to a minimum value around 5
and 6 months away from the training data (this corresponds
to the greatest difference in seasonal conditions). A significant
drop in mean accuracy can be observed at 5 months away from
the training data (though this is not as obvious in the mean
AUROC score). This could be an artifact in the data; however,
the same trend can be observed for all months, suggesting
this time gap represents the greatest difference in seasonal
ailments.

(a) ROC curves for the top 3 classifiers.

(b) ROC curves for the APACHE-II score.

Fig. 2: ROC curve comparison.

We then implemented a continuous retraining policy using a
sliding window of two months. In this experiment we trained
the random forest classifier on 2 months of data and then tested
it against the next month of data, before sliding the window on
a month and repeating the process. As can be seen from Figure
5, this results in much more consistent classifier performance
across the year.

The results presented in Figure 5 show the mean of the
performance metrics over 100 independent runs of the classi-
fier training process as a solid line, and the standard deviation
of the performance metrics as the shaded region. From this
we can see that the AUROC is generally higher across most
testing months than can be seen in Figure 4 - though there
appears to be some impact as seasons change (e.g. when we
test with data from June and train with data from April and
May, we see a significant drop in predictive capability). As
well as this, the variance between runs is significantly reduced,
showing that our classifiers perform more consistently across
different training runs.



Fig. 3: Confusion plots for the top 3 classifiers.

Fig. 4: The impact of seasonality on classifier performance.

2) Patient age: In this scenario the ICNARC data discussed
in section III-A is partitioned based on patient age at admission
into the ICU. Figure 6 shows the impact of ageing patient
demographics on classifier performance where we can see that,
as the patient cohort age group used for testing gets further
away from that used in training (in this case patients aged less
than 30), the classifier performance reduces dramatically. In
particular, we can see that when testing on a patient population
of over 80 years old, our trained classifier shows very poor
predictive capability (with an AUROC of < 0.65). This may
be because older adults have greater and more complex co-
morbidities than the younger population and therefore mortal-
ity is more difficult to predict. This demonstrates the necessity
of retraining and recalibration of predictive models for risk
assessment as patient demographics change. As in section
IV-B1 above, a random forest classifier was used as a strong
baseline in these experiments.

We then implemented a continuous retraining policy by
keeping the size of our training set static, but sampling from
a wider range of ages to show the effectiveness of continuous
adaption to changing patient demographics. Again, in this
experiment we trained the ML classifier on the sampled data,



Fig. 5: Effects of online learning in dealing with seasonality.

before testing against a patient cohort consisting of patients
over 70 years of age. As can be seen from Figure 7, this results
in better classifier performance (in terms of both accuracy and
AUROC) particularly as the patient demographic group used
in training includes samples closer to the testing demographic.

The results presented in Figure 7 show the mean of the per-
formance metrics over 100 independent runs of the classifier
training process as a solid line, and the standard deviation of
the performance metrics as the shaded region. The training
set was limited to 2000 patients randomly sampled (with
stratification on outcome) from the age range shown on the
x-axis.

We can see that as the age range used for training includes
patients closer to the age range of the patient demographic
used for testing the performance both in terms of accuracy
and in terms of AUROC significantly improves, achieving
a maximum AUROC of approximately 0.63 and maximum
accuracy of 0.83 on the out of domain data (i.e., the testing
patient cohort described above). As well as this, the variance
between runs is also reduced, showing that our classifiers
perform more consistently across different training runs.

Fig. 6: The impact of aging patient demographics on classifier
performance.

V. CONCLUSIONS

The current study has indicated that ML can be used to
accurately predict mortality in intensive care units. In this
paper the ICNARC dataset from the North Middlesex Uni-
versity Hospital Cluster was used, which contains 29 features
acquired within the first 24 hours of admission in to ICU. The
most effective baseline models trained in this study included
Random Forests, Linear SVMs, and the AdaBoost algorithm,
achieving AUROC scores of 0.92, 0.91, and 0.91 respectively.
These results indicate that the developed ML models are
more effective than many current state-of-the-art techniques
at predicting mortality on the patient cohort considered in this
study.

The existing mortality risk prediction methods commonly
used in ICU environments do not account for changes in
medicine, patients reactions to intervention, changing patient
demographics, and can not be calculated at admission to the
ICU. This paper has presented the development of a ML
pipeline that can be used to correctly identify and quantify
the risk of mortality for patients admitted in to intensive care
units and extended this pipeline to allow continuous retraining



Fig. 7: Effects of online learning in dealing with ageing patient
demographics.

via online learning. Results presented in section IV-B show
how this can be used to improve classifier performance when
patient demographics change. The results show that it is
possible to train the model at different intervals for varying
patient demographics to improve both the model accuracy and
AUROC.

It is expected that further research and development into ML
for mortality risk prediction will result in an online ML support
tool that can be trained continuously with new data. This
would make it suitable for application across many different
patient cohorts, and allow the adaption of the model and
methodology to be applied globally, as patient demographics
evolve over time.
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