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Cooling the surface of high-speed vehicles by injection of coolant into the flow stream aims to reduce 
the overall weight and cost of thermal protection systems. Here, the transpiration-based cooling method 
is studied for a Mach number M∞ = 5 with coolant injected through a porous layer composed of a 
staggered arrangement of spheres. Disturbances are introduced into the boundary layer upstream of the 
porous layer to study in detail the flow regime in which the boundary layer is transitional, including 
cases where transition is triggered either downstream or directly over the sample. The present work 
evaluates the effects of transition location, Reynolds number at injection location, and blowing ratio 
on the cooling performance downstream of the porous sample with heat fluxes that are comparable in 
magnitude to those seen in laboratory experiments. Flow within the porous layer is found to be unsteady, 
with a non-negligible streamwise pressure gradient introduced by shock and expansion waves at the 
leading and trailing edge of the porous sample. For cases where transition occurs just downstream of 
the sample, the lowest pressure/blowing ratio case results in more cooling immediately after the porous 
layer, but cooling performance worsens farther downstream. Higher blowing ratio cases show higher 
effectiveness for a longer distance downstream, despite the transition location moving upstream. For 
cases where transition occurs over the porous sample, the cooling effect is more consistent, with the 
heat flux decreasing monotonically with increasing pressure/blowing ratio. The results not only show 
a strong dependence on transition location, but also that opposite trends in cooling performance are 
possible when transition occurs just downstream of the injection.
© 2023 The Author(s). Published by Elsevier Masson SAS. This is an open access article under the CC BY 

license (http://creativecommons .org /licenses /by /4 .0/).
1. Introduction

Hypersonic flight conditions can create very high values of 
surface temperatures and wall heat-fluxes at the vehicle surface, 
which can affect the structural integrity of the vehicle. This ne-
cessitates the use of a thermal protection system (TPS) to protect 
the interior of the vehicle. The TPS can be classified into three 
categories: 1) passive (such as heat sink, hot structure or insu-
lated structure), 2) semi-passive (heat pipes and ablation), and 3) 
active (transpiration cooling, film cooling and convective cooling) 
[1]. The selection of the TPS depends upon factors such as geom-
etry, amount of heat load and exposure time. The present study 
is concerned with transpiration cooling, which has attracted re-
newed interest for high-speed applications due to advancements 
in porous materials [1–3]. The method can help meet both the 
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wall-temperature and re-usability requirements for hypersonic ve-
hicles in very severe environments, reducing both the thickness 
and weight of the TPS. Therefore, it could be employed in applica-
tions with very high surface temperatures ≥ 1600 ◦C and for flight 
times greater than 1.5 hours [4].

Transpiration cooling is closely related to the methods of film 
and effusion cooling, whereby a thin film of coolant is created 
on the surface of the vehicle such that the coolant absorbs the 
heat and changes the temperature distribution within the bound-
ary layer [5–8]. The coolant could be liquid or gas, and it may 
either be inert or chemically active. The coolant injection is gener-
ally achieved by forcing the coolant through a single or multitude 
of holes or slots, and the coolant generally emerges as either a 
single sheet or a large number of individual jets. The film cre-
ated by the coolant can reduce the operational surface temperature 
and hence either increase the external gas temperatures that the 
existing material can withstand, or allow a lighter/less expensive 
material for the structure. One prominent application of such a 
method is in cooling the turbine blades in jet engines. The coolant 
ess article under the CC BY license (http://creativecommons .org /licenses /by /4 .0/).
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jets that emerge should ideally form a film close to the surface and 
should not cause localised boundary layer separation and transi-
tion. Therefore, it is important to manage the blowing ratio, den-
sity ratio, momentum ratio, turbulence, and other fluid conditions 
at the hole or slot exit to achieve optimal performance [9]. A nu-
merical effusion cooling study, especially at high Mach number 
(M∞ = 5) with multiple rows of slots, was performed by Cermi-
nara et al. [10] and the results were compared against the results 
obtained from the experimental studies at Oxford Thermofluids In-
stitute (OTI) [11]. It was noted that three-dimensional (3D) bound-
ary layer instability modes with moderate disturbance amplitudes 
produced results which were more consistent with experimental 
results in terms of wall heat flux and cooling effectiveness com-
pared to 2D instability modes.

In the method of transpiration cooling, the coolant is gently re-
leased into the flow through a porous material instead of through 
holes or slots used in film cooling [12–14]. This provides dis-
tributed cooling over a large surface area over and downstream of 
the porous layer, and also reduces the consumption of the coolant 
compared to film cooling. For example, in a M∞ = 5 numeri-
cal flow study, Cerminara et al. [15] showed that for the same 
fixed mass efflux or blowing ratio, the transpiration cooling (using 
a porous layer composed of spheres) gave better cooling perfor-
mance downstream of the injection location than effusion cooling 
(using multi-slot injection). In the present contribution, the tran-
spiration cooling methodology from [15] is employed to simulate 
a wide range of coolant blowing ratios for two different injection 
locations, enabling the transpiration cooling performance to be as-
sessed in relation to the transition location, along with developing 
more detailed insights into the associated flow phenomena. The 
numerical setup mimics the experimental setup of [14] and is set 
up in such a way that similar blowing ratios and comparable wall 
heat fluxes are obtained, as seen in the experiments.

The issue with film or effusion cooling is the impulsive injec-
tion of the coolant as jets, which can trigger early transition and 
change the aerodynamic performance of the lift-generating bod-
ies, such as turbine blades, etc. For this reason, injection through 
two-dimensional (2D) slots is preferred over 3D slots as they help 
reduce the transition effects [16–18], additionally making the jets 
as parallel to cross-flow as possible. With transpiration cooling, 
on the other hand, the porous materials reduce the possibility of 
jet injection into the flow, preventing early transition due to the 
impinging jet into the high speed cross-flow as well as provid-
ing a more uniform injection of the coolant over a large surface 
area. However, even for transpiration cooling, very high blowing 
ratios could also lead to early transition, as shown in [19], which 
also showed that the effectiveness of transpiration cooling is much 
lower for turbulent flows compared to laminar flows.

Direct numerical simulation (DNS) is a useful tool for under-
taking such studies, especially as it can capture small-scale flow 
details, which are otherwise difficult to measure experimentally. 
There have been very few DNS studies for transpiration cooling in 
the past, especially with hypersonic flow velocities and also where 
the results from experimental set-ups were available. Also, there 
are very few studies with a very long domain, considering the 
spatially developing boundary layer in the streamwise direction, 
without using a periodic boundary condition in the streamwise di-
rection. DNS studies by [17,18] are performed only at supersonic 
speeds. Keller & Kloker [17] performed DNS of effusion cooling 
using multiple rows of discrete holes into a laminar supersonic 
boundary layer, while in another study, they considered the effects 
of foreign-gas injection into a laminar and turbulent supersonic 
boundary [18]. In a recent DNS study, Christopher et al. [20] pre-
sented results for transpiration cooling of a turbulent boundary 
layer at M∞ = 0.3. The cooling was achieved through the com-
bined effects of two mechanisms: 1) heat advection due to the 
2

non-zero wall-normal velocity at the wall, and 2) the reduction 
of average boundary-layer temperature due to the accumulation 
of coolant. The blowing was implemented through multiple small 
strips, and it was shown that when the strips are made incre-
mentally smaller, the results match with uniform blowing over the 
entire surface.

The present study also looks into the transition to turbulent as-
pects but at hypersonic speeds, where very few detailed DNS stud-
ies are available for transpiration cooling. There have been some 
studies using Reynolds Averaged Navier-Stokes (RANS) modelling 
[21,22], but such studies require tuning of the modelling coeffi-
cients. DNS studies could be very helpful for RANS as these provide 
very detailed statistics of the flow. The configuration, simulated 
here, is taken from experiments performed by [14]. Section 2 pro-
vides the details of the governing equations used and the details 
of the flow solver along with the numerical methods utilised. The 
details of the numerical set-up used are presented in Section 3, 
giving details about domain initialization and boundary conditions, 
etc. Instead of using an isothermal wall, a simple conjugate heat-
flux (CHF) model is employed at the wall to evaluate the surface 
temperature based on the equivalence of heat flux from the fluid 
and solid sides. The validation for the same is presented in Sec-
tion 3. Section 4 presents the results from various cases, with and 
without coolant injection, for the two different porous layer place-
ment locations. Section 5 provides the concluding remarks about 
the paper.

2. Governing equations and numerical methods

2.1. Governing equations

The system of 3D non-dimensional governing fluid mechanical 
equations is solved in the conservative form for the compressible 
multi-species flow and is presented in the Cartesian coordinate 
system as follows,

∂ρ

∂t
+ ∂ρu j

∂x j
= 0, (1)

∂ρui

∂t
+ ∂ρuiu j

∂x j
= − ∂ p

∂xi
+ 1

Reδ∗
1

∂τi j

∂x j
, (2)

∂ρE

∂t
+ ∂ (ρE + p) u j

∂x j
= ∂

∂x j

(
κ

∂T

∂x j

)
+ 1

Reδ∗
1

∂τi jui

∂x j
, (3)

∂ρY1

∂t
+ ∂

∂x j

(
ρY1u j − ρD

∂Y1

∂x j

)
= 0. (4)

Equations (1) to (4) show the non-dimensional form of mass 
conservation equation, three momentum conservation equations, 
the energy conservation equation, and the species conservation 
equation for a single coolant, respectively. The indices i and j run 
from 1 to 3. It is important to note that these equations are written 
under the assumption of constant specific heats as low temper-
ature (T ∗∞ = 76.66 K) hypersonic flow (M∞ = 5) is studied, and 
activation of vibrational modes and dissociation of molecules is 
negligible, and hence ignored. In the equations, ρ = ρ∗/ρ∗∞ is the 
non-dimensional density, u1 = u = u∗/U∗∞ , u2 = v = v∗/U∗∞ and 
u3 = w = w∗/U∗∞ are the non-dimensional velocity components 
respectively in the x-, y- and z-directions scaled with free-stream 
velocity (U∗∞). E = e + 1/2ρ(u2 + v2 + w2) is the total energy per 
unit mass (with e as specific internal energy), and Y1 is the mass 
fraction of the coolant. The terms ρ , ρu, ρv , ρw , ρE , and ρY1
are the corresponding conservative variables. The terms p, T are 
the non-dimensional pressure and temperature, respectively, while 
τi j = μ 

[
∂ui/∂x j + ∂u j/∂xi − 2/3(∂uk/∂xk)δi j

]
is the viscous stress 

tensor, where μ is the non-dimensional dynamic viscosity and δi j
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is the Kronecker delta function. The various physical variables are 
normalised using the corresponding free-stream values. However, 
pressure is normalised using the free-stream dynamic pressure 
term, ρ∗∞U∗2∞ , i.e., p = p∗/ρ∗∞U∗2∞ , while the unit total energy, E
is normalised by U∗2∞ . The dimensional quantities are denoted by 
a superscript (∗), and it is dropped for non-dimensional quanti-
ties until mentioned otherwise. Also, the subscript (∞) represents 
the free-stream conditions at the inflow. x = x∗/δ∗

1 , y = y∗/δ∗
1 and 

z = z∗/δ∗
1 are the non-dimensional coordinates scaled with the dis-

placement thickness δ∗
1 = 1 mm at the inflow. The characteristic 

fluid dynamic time scale is δ∗
1/U∗∞ .

The transport properties corresponding to mass, momentum, 
and thermal diffusion are D , μ, and κ , respectively, and are a func-
tion of temperature. As the single species coolant that is used in 
the present study is cold air, the air-to-air binary mixture’s dy-
namic viscosity and thermal conductivity remain the same as that 
of the air and are found in [23,17,24]. The simplified expressions 
for dynamic viscosity (Eq. (5)), thermal conductivity (Eq. (6)), and 
mass diffusivity (Eq. (7)) in the non-dimensional form are pre-
sented below for clarity,

μ = μ∗/μ∗∞ = (T ∗/T ∗∞)3/2 (T ∗∞ + S∗)
(T ∗ + S∗)

= (T )3/2 (1 + S∗/T ∗∞)

(T + S∗/T ∗∞)
, (5)

κ = μ

(γ − 1)Reδ∗
1

PrM2∞
, (6)

D = μ

ρReδ∗
1

Sc
. (7)

Here, S∗ = 110.4 K is the Sutherland constant, Reδ∗
1

= 12600 is the 
simulations Reynolds number, M∞ = 5 is the free-stream Mach 
number, and Pr is the Prandtl number. γ is the ratio of specific 
heats of air in the freestream (γ = c∗

p,∞/c∗
v,∞ = 1.4). Also, the 

specific heats of the air-to-air mixture, i.e., cp and cv , are con-
stant and are the same as that of air, implying a constant γ = 1.4
in the simulations. The boundary-layer displacement thickness (δ∗

1 ) 
at the inflow plane is used as the characteristic length scale, and 
the simulation Reynolds number defined based on it is Reδ∗

1
=

(ρ∗∞U∗∞δ∗
1)/μ∗∞ . A fixed Prandtl number of Pr = 0.72 is used in 

the simulations. In Eq. (7), Sc = μ∗/(ρ∗D∗) is the Schmidt number 
which is set as Sc = 1 for the present case of air-to-air injection 
into a turbulent boundary layer; hence the expression for D sim-
plifies to D = μ/ρReδ∗

1
.

The temperature T is evaluated from the energy definition

E = 1

γ M2∞
cv T + 1

2

(
u2 + v2 + w2

)
. (8)

Once the temperature is evaluated, the non-dimensional form of 
the equation of state is used to calculate the pressure p, in terms 
of T and the density ρ as

p = 1

γ M2∞
ρRT (9)

Here, the non-dimensional gas constant of the mixture in general 
is R = R∗/R∗∞ , where R∗∞ = 287.058 J/(Kg K). Since an air-air bi-
nary mixture is considered where the free-stream fluid is air and 
the coolant considered is also air at a low temperature, the spe-
cific heats of the mixture are the same. Hence, the mixture non-
dimensional gas constant becomes unity, i.e., R = R∗/R∗∞ = 1, and 
Eq. (9) simplifies to p = (1/γ M2∞)ρT .
3

2.2. Numerical methods

The solver used is an in-house solver called AMROC (Adaptive 
Mesh Refinement using Object-Oriented C++) [25]. It is a finite-
volume-based solver and provides structured adaptive mesh re-
finement (SAMR) capability. The SAMR allows for higher resolution 
in the small length scale of the porous layer in the present case, 
while it is also, in general, helpful to provide multiple mesh refine-
ment levels in the regions of the flow with high gradients where 
the levels are added in a patch-wise manner; see [25]. This capa-
bility not only helps in reducing the computational cost but also 
helps in increasing the numerical stability and accuracy of the so-
lution.

A hybrid WENO-CD scheme is used, i.e., 6th-order central differ-
encing (CD) scheme in space for both inviscid and viscous fluxes, 
combined with a 6th-order weighted-essentially-non-oscillatory 
(WENO) scheme for shock-capturing, and has been tested and 
validated for multiple compressible flow problems in the past 
[26–29,15]. A 3rd-order Runge-Kutta method is used for time inte-
gration.

A switch is used in the hybrid WENO-CD scheme to switch 
from the central scheme in the smooth regions to the WENO 
scheme in regions of sharp gradients/ discontinuities. The tech-
nique is based on an approximate Riemann solver to detect the 
presence of strong shock waves, while the weak ones are ignored. 
The Roe-averaged quantities are used to find the approximate solu-
tion to the Riemann problem at cell interfaces, from the respective 
given left (L) and right (R) states. The waves (shock or rarefaction) 
are distinguished based on Liu’s entropy condition, which utilises 
the characteristic speeds associated with the eigenvalues u ±a. The 
strict condition for the generation of a shock is

|uL ± aL | ≥ |u∗ ± a∗| ≥ |uR ± aR |, (10)

where aL and aR are the sound speeds evaluated at the left and 
right cell interfaces, while ∗ quantities, corresponding to the cen-
tral state, are evaluated using Roe averages. Weak acoustic waves, 
which are easily handled by central schemes, can be eliminated by 
employing a threshold value for the inequalities in Eq. (10), i.e., the 
difference between the characteristics based on the left and right 
states has to be bigger than a certain imposed threshold (th1) de-
cided by the user. Once the previous condition is satisfied at a cell 
interface between cells at j and j + 1, for achieving efficiency and 
flexibility, an additional smoothness test is used based on the nor-
malised pressure gradient (θ j = |p j+1 − p j |/|p j+1 + p j|) using the 
function

φ(θ j) = 2θ j/(1 + θ j)
2. (11)

If φ(θ j) > θ2 across a cell interface, where θ2 is a user-decided 
threshold value to additionally identify high pressure gradient in 
the regions identified by Eq. (10), the particular cell interface is 
flagged to use the WENO method for flux evaluation.

3. Numerical set-up

The numerical set-up used in the present simulations mimics 
the experiments performed in the high-density tunnel at OTI by 
Hermann et al. [14], using Ultra-High Temperature Ceramic (UHTC) 
as the porous material. A 2D schematic of the whole configura-
tion is shown in Fig. 1. The porous layer, marked as UHTC, is 
placed at x∗

inj from the inflow plane of the computational domain 
or equivalently at x̃∗

inj from the leading edge of the flat plate. The 
inflow plane of the computational domain is at x̃∗

0 ≈ 127 mm from 
the leading edge. Note that the x with and without tilde is the 
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Fig. 1. Schematic of the full configuration, with the computational domain marked 
by the red dashed line. (For interpretation of the colours in the figure(s), the reader 
is referred to the web version of this article.)

Table 1
Free-stream conditions.

M∞ Reu (1/m) T ∗∞ (K) ρ∗∞ (Kg/m3) p∗∞ (Pa)

5 12.6 × 106 76.66 0.07979 1.75 × 103

distance measured from the leading edge and the computational 
inflow plane, respectively. The free-stream conditions are tabu-
lated in Table 1, which correspond to an inflow Mach number of 
M∞ = 5, and free-stream temperature of T ∗∞ = 76.66 K. These con-
ditions result in a unit Reynolds number of Reu = ρ∗∞U∗∞/μ∗∞ =
12.6 × 106 (1/m) and a boundary layer displacement thickness of 
δ∗

1 = 1 mm at the computational inflow plane.
The computation domain is a 3D rectangular box with peri-

odicity in the spanwise (z-direction). The computational domain 
is marked by the red dashed line in the schematic Fig. 1. A 2D 
schematic in Fig. 2 shows the basic idea of transpiration cool-
ing, where the coolant, while passing through the porous layer, 
cools it and then cools the oncoming hypersonic external flow. 
The coolant in Fig. 2 is shown to be injected through a 2D porous 
layer composed of three rows of staggered cylinders in 2D. How-
ever, in the 3D simulations, the artificial porous layer is created 
using three rows of staggered spheres (in a body-centred cubic 
packing). The extents of the domain in x, y, and z directions are 
0 to 160, −1.28 to 22.72, and −4 to 4, respectively. A grid/mesh 
with Nx × N y × Nz = 2000 × 300 × 100 cells is used for the coars-
est level. Two levels of refinement are used for these cases. It 
takes about 48,000 CPU-hours to reach the non-dimensional time 
t = t∗/(δ∗

1/U∗∞) ≈ 500, (or dimensional time t∗ = 0.569 ms) using 
400 processor cores.

As mentioned earlier, the solver is an adaptive mesh refinement 
solver, and for the current simulations, two levels of meshes are 
used, i.e., a coarsest base mesh and a second level mesh with a 
refinement factor of two inside the porous layer and very close to 
the flat plate wall. This is depicted in Fig. 3, with the figure in the 
inset showing a magnified view of the grid near the leading edge 
of the porous layer. The refinement factor is the factor by which 
the previous level grid spacing is divided to obtain the successive 
level grid spacing. An early grid study was carried out using a two-
level mesh with increasing refinement factors of 2, 3 and 4 for one 
of the blowing cases. This resulted in percentage differences in the 
mean blowing ratio of 2.5% for a refinement factor of 2 and 1.0% 
for a refinement factor of 3, compared to the most refined grid 
with a refinement factor of 4, with no substantial changes in flow 
structure. The refinement factor of 2 was subsequently used for 
all the simulations. Further details on grid spacings and wall units 
justifying the use of the present grid are presented in Section 4.3.

A porous layer of dimensions 39 mm × 39 mm is used in 
the experimental study of Hermann et al. [14]. However, as the 
porous layer is considered to be uniform in the spanwise direc-
tion, to save computational costs, only an 8 mm wide porous 
layer is considered in the numerical simulations. This effectively 
provides the same amount of mass efflux through the numerical 
4

porous layer as would be found in the experiments, provided a 
similar blowing ratio (i.e., the ratio of normal coolant mass flux 
to the free-stream mass flux) is maintained over the porous layer. 
Therefore, the space-time averaged blowing ratios in the numeri-
cal simulations are matched to those reported in the experiments. 
As higher pore sizes are used in the mesoscopic model of the 
porous layer, smaller values of pressure ratios (P R) are required 
to obtain similar blowing ratios as reported in the experiments. 
The position of the leading edge of the porous layer determines 
the Reynolds number at the injection location, i.e., Reinj . Here, two 
particular injection Reynolds numbers, i.e., Reinj,1 = 2.04 ×106 and 
Reinj,2 = 2.18 × 106 are considered, both of which show high sur-
face heat fluxes in experiments without coolant injection [14].

3.1. Boundary conditions

Inflow conditions correspond to the free-stream conditions 
present in the experiment and are tabulated in Table 1. The 
non-dimensional values of density, temperature, and pressure are 
ρ∞ = 1, T∞ = 1, and P∞ = 1/(γ M2∞) = 0.02857. The inflow 
boundary layer profiles corresponding to these inflow conditions 
are imposed at the inflow boundary as described in detail in sub-
section 3.2. Supersonic outflow boundary conditions are applied at 
the outflow of the computational domain, where variables are ex-
trapolated from inside the domain. Far-field boundary conditions 
are used at the top boundary, assuming zero gradients of the con-
servative variables. Periodic boundary conditions are used in the 
spanwise direction. The bottom flat plate at y = 0 is a no-slip wall 
with disturbances introduced in the v-component of velocity, as 
detailed in subsection 3.2. Additionally, a conjugate heat-flux (CHF) 
wall boundary condition is applied for the evaluation of the wall 
temperature. This is done by assuming a solid material of a certain 
thickness underneath the wall at y = 0. The material is chosen 
as aluminium with thermal conductivity of κ∗ = 237 W/m2 and 
thickness of 20 mm with the bottom of the solid maintained at 
T ∗

solid = 290 K. The spheres in the porous layer are represented as 
embedded boundaries [30] with no-slip on the spherical surfaces 
and are maintained at a constant temperature as the coolant sur-
rounding these, i.e., at T ∗

c = 290 K. Also, the bottom of the plenum 
chamber continuously supplies the coolant at a constant tempera-
ture of T ∗

c = 290 K. An initial comparison was performed with the 
isothermal wall boundary conditions and only a marginal differ-
ence was noted between the results.

Validation of the CHF wall boundary condition was performed 
using a flat plate with a sharp leading edge included in the com-
putational domain. All parameters in this validation part are in 
dimensional form; hence, the superscript ∗ is dropped from all 
terms for simplicity. Again, the same material of aluminium is con-
sidered with a thickness of 1 m. The temperature at the interface 
of the solid and the fluid is evaluated using the heat flux equiv-
alence condition, i.e., equating the conductive heat flux from the 
solid side to the fluid side, which is mathematically written as fol-
lows:

κg
∂T +

∂ y
= κs

∂T −

∂ y
, (12)

where κg and κs are the thermal conductivity of the gas and 
solid, respectively. Also, ∂T +/∂ y and ∂T −/∂ y represent the gra-
dient of temperature evaluated at y = 0 in the fluid side (in posi-
tive y-direction) and solid side (in negative y-direction), respec-
tively. Here, steady-state heat conduction is assumed inside the 
solid, and hence a linear temperature profile is assumed inside the 
solid thickness. The thermal conductivity of the gas is evaluated 
as κg = μcp/Pr. Once the temperature at the bottom of the solid 
(Tsolid) is fixed, the interface or wall temperature (T wall) is evalu-
ated using the equivalence condition of Eq. (12).
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Fig. 2. Schematic of the porous layer in relation to the boundary layer.

Fig. 3. Two levels of mesh are shown at t = 0 at an x-y plane at z = −0.001 plane and a magnified view near the porous layer leading edge is shown in the inset. The 2D 
cut section of the 3D porous layer only captures the top and bottom rows of spheres, and doesn’t show the third intermediate layer of spheres in the figure.

Fig. 4. Comparison of heat fluxes from the fluid and solid sides for two different solid bottom temperatures, where the left and the right frames show Tsolid = 250 K and 
200 K, respectively. An ambient temperature of T∞ = 297.6 K is used in both cases. The vertical axis is in log scale, and the % error is also plotted, showing the differences 
between the fluxes from the two sides.
Fig. 4 shows the streamwise variation of the wall heat fluxes 
evaluated using the CHF boundary condition of Eq. (12). In the 
figure, heat fluxes at the wall, evaluated from the fluid and solid 
sides, are represented as qfluid and qsolid, respectively. Since qfluid

and qsolid should be equal, a difference between the two is plot-
ted as the percentage error as q%_error = |qfluid − qsolid|/qsolid × 100. 
Two cases are presented. The left frame shows the cases where the 
bottom of one meter thick solid is fixed at Tsolid = 250 K, while 
in the right frame, it is fixed at Tsolid = 200 K. The frame on the 
right shows higher wall heat flux values than on the left due to the 
higher temperature gradient between the solid and the free-stream 
temperature, which is kept constant at T∞ = 297.6 K in both cases. 
It can be seen from Fig. 4 that the CHF boundary condition works 
well, and the % error between the heat fluxes evaluated at the in-
terface is small (1 to 3%), except close to the leading edge where 
the leading edge effects cause a massive increase in the heat flux 
values. This happens because the leading edge is sharp and hence 
5

results in a significant adjustment of the parallel oncoming free-
stream flow. The error downstream, however, is primarily due to 
the use of a relatively coarser grid and the use of first-order dif-
ferences for heat flux evaluation.

3.2. Initialization

The computational inflow plane is chosen in such a way that 
the displacement thickness (δ∗

1 ) for the imposed unit Reynolds 
number (Reu = 12.6 × 106 (1/m)) is 1 mm at the inflow plane. 
This distance is approximately 127 mm from the leading edge of 
the flat plate, i.e., x̃∗ ≈ 127 mm. This δ∗

1 = 1 mm is also used as the 
length scale for scaling the distances in the present computations, 
and therefore, the imposed Reynolds number in the simulations is 
Reδ∗

1
= ρ∗∞U∗∞δ∗

1/μ∗∞ = 12600. For the given unit Reynolds num-

ber of Reu = 12.6 ×106 (1/m), two particular Reinj , i.e., Reinj,1 and 
Reinj,2 are obtained corresponding to the leading edge of porous 
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Fig. 5. (a) shows the sphere packing arrangement for a unit cell. (b) shows two z-planes (with 50% translucency) in a smaller domain within the porous layer such that the 
maximum extent of the spheres in the outer layers (cyan) and staggered central layer (blue) is captured.
layer placed at x = 35 and x = 46 from the computational inflow 
plane, respectively, or x̃ = 127 + 35 = 162 and x̃ = 127 + 46 = 173
from the flat plate leading edge, respectively.

The spheres of the porous sample are packed in a body-centred 
cubic (BCC) arrangement in which the spheres do not touch each 
other. The sphere arrangement is selected based on a previous 
study by Cerminara et al. [15], where it was demonstrated that 
equivalent flow behaviour at different pore scales could be ob-
tained with sphere arrangement. The model was validated against 
Lee and Yang’s [31] computational model, which was also fur-
ther compared against the empirical model of Ergun [32] based 
on experimental results for granular porous media. There are three 
layers of the spheres forming a porous layer of thickness 0.7 mm 
(along y-axis between y = 0 and y = −0.7), width 8 mm (along 
z-axis between z = −4 and z = 4), and length 39 mm (two con-
figurations along x-axis between (a) x = 35 and x = 74, and (b) 
x = 46 and z = 85). A plenum chamber below the porous layer be-
tween −1.28 ≤ y ≤ −0.7 is created to hold the coolant at higher 
pressure. The non-dimensional radius of the spheres in the present 
arrangement is r = 0.14.

Fig. 5a shows the arrangement of spheres for a unit cell in the 
matrix. As the top and bottom of the sphere layer are between 
y = 0 and y = −0.7, the side of the cube is a = 0.7 − 2r = 0.42. 
The porosity of this structure is defined as ε and is the ratio of 
void volume to the total volume of the cell. This can be written 
mathematically as ε = [a3 − 2( 4

3 πr3)]/a3 or ε = 1 − 8
3 π(r/a)3. So, 

porosity for r = 0.14 and a = 0.42 is approximately 0.689 or 68.9%. 
Fig. 5b shows the staggered arrangement by plotting two different 
spanwise planes with 50% translucency such that the maximum 
extent of the spheres in the outer two layers is captured along 
with the staggered central layer of the spheres.

The local blowing ratio is the ratio of the vertical mass 
flux of the coolant at the exit of the porous layer (at y = 0) 
scaled with the free-stream mass flux and is defined as F =
(ρ∗v∗)injection/(ρ∗U∗)∞ = (ρv)injection , where ρ = ρ∗/ρ∗∞ and 
v = v∗/U∗∞ are the non-dimensional density and wall-normal 
component of velocity, respectively, at the injection location. For 
the no-blowing cases, a pressure ratio (P R) of one is maintained 
through the porous layer, i.e., P R = P plenum/P∞ = 1, resulting only 
in negligible blowing ratios (as seen in Figs. 11 and 21), whereas 
for the blowing cases, a value of P R greater than one is chosen 
which results in a significantly higher blowing ratios. For the blow-
ing cases, the pressure is initialised as constant in the plenum 
chamber (−1.28 ≤ y ≤ −0.7) at P plenum = P R × P∞ , with a linear 
pressure distribution inside the porous layer thickness, reaching 
the free-stream pressure value at the exit of the porous layer. A 
constant coolant temperature, T ∗

c = 290 K, and coolant concentra-
6

tion of unity (Y1 = 1) are imposed inside the plenum chamber and 
porous layer.

It is noted that the flow in the experiments is transitional 
and results in higher wall heat flux values than for laminar flow. 
Keeping this in mind, in the numerical simulations, time-harmonic 
streamwise and spanwise modulated disturbances are imposed in 
the v-component of velocity ahead of the porous layer between 
x = 10 and x = 30. The disturbances are partly derived from a pre-
vious study based on linear stability theory (LST) shown in [10], 
where three modes in the spanwise direction were used. In the 
present simulations, a non-dimensional disturbance function is de-
fined by

v ′(x, z, t) = A cos (β0z) cos [α0(x − x0) − ω0t] , (13)

where A is the amplitude of the imposed disturbances, β0 =
2π/λz ≈ 0.2387 is the spanwise wavenumber corresponding to the 
non-dimensional spanwise wavelength of 8/3, i.e., λz = 8/3 = 2.67
assuming three sinusoidal spanwise waves in the entire spanwise 
length of the domain, and α0 = 2π/λx ≈ 0.314 is the streamwise 
wavenumber for the non-dimensional streamwise wavelength of 
λx = (30-10) = 20. Also, x0 = 10 and a non-dimensional frequency 
of ω0 = 0.162 are used, with a non-dimensional time period of 
t0 = 38.8, which allows the disturbances to convect downstream 
with time. These time-harmonic blowing-suction disturbances are 
introduced at the wall in the v-component such that mass conser-
vation is not violated at any given time. A single spanwise mode of 
disturbances is chosen such that the coolant downstream is mixed 
in a uniform manner.

The amplitude of disturbances is chosen by performing a few 
initial computations to get results comparable to the experiments, 
bearing in mind the significant error bars on the measurements. 
Table 2 shows a comparison of heat fluxes from various no-
blowing cases. The heat fluxes are measured at the same distance 
downstream of the porous sample as in the experiments approxi-
mately 43 mm downstream of the porous sample. This translates 
to x = 117 and x = 128, for Reinj,1 and Reinj,2 cases, respectively, 
in the computational domain. It is apparent from the table that 
heat flux is mainly sensitive to the disturbance amplitude, with a 
secondary effect being the streamwise location of the placement of 
the porous sample. Nevertheless, slightly higher heat fluxes are ob-
served for the downstream injection location (Reinj,2) compared to 
the upstream injection location (Reinj,1) for similar amplitudes. It 
is also important to note to achieve similar levels of heat flux val-
ues as noted in the experiments, higher levels of disturbance am-
plitudes (A=5% and 10%) were required (the values of heat fluxes 
observed for the laminar cases without any perturbations are too 
low to start with). This is due to the fact that the domain used in 
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Table 2
Wall heat flux comparison with experiments.

Case Amplitude 
(%)

Simulation wall heat 
flux values (kW/m2)

Simulation exact 
values (kW/m2) at 
measurement location

Experimental wall heat 
flux values (kW/m2)

Laminar 0 ≈ 2 1.577 NA

Reinj,1
5 ≈ 5-6 5.223

5-10
10 ≈ 7-8 7.400

Reinj,2
5 ≈ 5-6 5.700

10-11
10 ≈ 7-8 7.650
Table 3
Cases considered for Reinj,1 = 2.04 × 106.

Case No. P R Disturbance Amplitude

1a 1 5%

2a 1.15 5%

3a 1.3 5%

4a 1.5 5%

the computations starts far downstream from the leading edge of 
the flat plate to save computational cost, whereas, in the experi-
ments where the setup has a sharp leading edge, the instabilities 
get a longer stretch for growth before reaching the porous sample.

4. Results and discussion

Two configurations were chosen for the detailed coolant injec-
tion study from Table 2, corresponding to the lowest (A = 5%) and 
highest (A = 10%) heat flux cases with no-blowing for Reinj,1 and 
Reinj,2, respectively. We begin by considering the case of lower dis-
turbance amplitude (A = 5%) and upstream location (Reinj,1), for 
which the various cases with/without coolant injection are listed 
in Table 3.

4.1. Overview of flow development and structure

The temporal development of three-dimensionality in the flow-
field is illustrated for Case-2a in Fig. 6, where the coolant con-
centration (Y1) contours are plotted on an x-z plane at y = 1, 
which is slightly away from the wall but still within the turbulent 
boundary layer during the flow development period. The streaky 
nature of the disturbances is apparent, with the streaks elongat-
ing and starting to show instability towards the leading front of 
the coolant motion as time increases. This leading front eventu-
ally breaks down and becomes turbulent with a clear transitional 
location at x ≈ 100. The flow before the transition location is dom-
inated by a few spanwise and streamwise wavenumbers, whereas 
for x ≥ 100, multiple scales are generated, resulting in multiple 
spanwise and streamwise wavenumbers, which is generally a char-
acteristic of turbulent flows. Here also, a more uniform mixing of 
coolant is noted. In the following discussion, only the fully de-
veloped flow is shown, and average quantities are computed after 
allowing for the initial transient to pass.

In Fig. 7, the developed (t = 456) coolant concentration (Y1) 
contours are plotted for Case-2a on y-z planes at different x lo-
cations. At x = 70, the coolant fills the porous layer section com-
pletely, and large peak and valley structures are observed outside 
the porous layer, which arise from the imposed disturbances up-
stream. As one moves downstream of the porous layer, the peaks 
and the valleys alternate, such that peaks appear at the valley 
locations and vice versa when tracked along fixed spanwise loca-
tions along the streamwise direction, as one moves from x = 70
to x = 80, and then to x = 90. As transition occurs, the structures 
become more diffuse, with lower concentration close to the wall.
7

The present mesoscale model represents a porous surface by a 
regular array of spheres which may be larger than those in a mate-
rial sample. It is, therefore, important to document the flow within 
the porous layer. This is demonstrated in Fig. 8, where the instan-
taneous v-component of velocity is presented on three x-z slices 
within the porous layer at y ≈ 0, y = −0.5, and y = −1.0 for Case-
4a. At y ≈ 0, we see the flow emerging from the porous layer into 
the boundary layer. The flow has strong variation, not only in the 
streamwise direction but also in the spanwise direction, due to the 
transitional nature of the flow over the porous layer. Further down 
in the layer at y = −0.5, we see a decreased amplitude of distur-
bances and a more uniform blowing profile. However, as seen at 
y = −1.0, some disturbances are present below the whole porous 
layer. Although beyond the scope of the present study, it would 
be of interest in future work to run cases with many more lay-
ers of spheres to see how far disturbances propagate before being 
damped out and also to check the accuracy of simplified boundary 
conditions for linearized stability calculations.

4.2. Effect of blowing ratio

The effect of blowing ratio is first considered for the same case 
as in the previous subsection, i.e., where the leading edge of the 
39 mm long porous layer is placed at x = 35, corresponding to 
Reinj,1 as presented in Table 3. Case-1a represents the no-blowing
case with P R = 1 across the porous layer, resulting in a blow-
ing ratio of zero. Case-2a, Case-3a, and Case-4a represent the case 
with coolant blowing with increasing P R and F . 3D views of the 
flow field are shown in Figs. 9 and 10 for Case-2a and Case-
4a, respectively, in a subset of the domain with 50 ≤ x ≤ 160, 
−1.28 ≤ y ≤ 5, and −4 ≤ z ≤ 4. In both the figures, the coolant 
concentration (Y1) is plotted on the x-z plane at y = 0.1 and on 
various y-z planes at different streamwise locations, i.e., x = 60, 
80, 100, 120, 140, 160. The u-component of velocity is plotted on 
the x-y plane at z = −4, which shows the corresponding devel-
opment of the boundary layer. The side plane at z = −4 in Fig. 9
shows a highly perturbed boundary layer, with evident distortion 
of the boundary layer edge, up to about x ≈ 100, and then, further 
downstream, it undergoes breakdown process with fragmentation 
and randomisation. Three distinct peaks are noted at x = 60 on the 
y-z plane which show a correlation with the imposed three-mode 
disturbances upstream. However, due to the transition starting at 
x ≈ 90, the coolant starts mixing and becomes more distributed 
in the flow domain, showing higher mixing at farther downstream 
locations. The coolant concentration is also seen to fade away due 
to mixing as one moves downstream. In contrast, for the high P R
Case-4a shown in Fig. 10, the boundary layer is already transitional 
from x = 50 itself, as noted from the side plane at z = −4, suggest-
ing that the boundary layer becomes transitional over the porous 
layer itself between 35 ≤ x ≤ 74. Also, the boundary layer for Case-
4a is much thicker compared to Case-2a due to a higher blowing 
ratio. As Case-4a is the case with highest blowing ratio, the coolant 
concentration is much higher than Case-2a and hence, has a higher 
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Fig. 6. Coolant movement with time (Y1 contours) at an x-z plane at y = 1 for Case-2a.

Fig. 7. Coolant distribution (Y1 contours) at different y-z planes at t ≈ 456 for Case-2a.
distribution in all three directions downstream of the porous layer 
compared to Case-2a.

The streamwise variations of the span- and time-averaged verti-
cal blowing ratios at the exit of the porous layer for different cases 
of Table 3 are shown in Fig. 11. As seen from the figure, the blow-
ing ratio is nearly zero for the no-blowing case, while the blowing 
ratio magnitude increases with increasing pressure ratios. The lo-
cal blowing ratios decrease slightly just downstream of the porous 
layer leading edge, with a higher decrease being noted for the in-
creasing P R . The largest departure from uniform blowing is seen 
towards the rear of the porous patch, where much larger injection 
velocities are observed.

To investigate this in more detail, Fig. 12 shows the normalised 
pressure (top frame) and streamtraces with v-component contours 
(bottom frame) for Case-4a on an x-y plane at z = −0.001. The top 
frame shows the weak oblique shock forming ahead of the porous 
layer leading edge, which increases the pressure and also deflects 
the flow vertically, as shown in the bottom frame with the help of 
streamtraces that are released from the inflow plane for 0 ≤ y ≤ 5. 
8

Also, towards the trailing edge of the porous layer, the pressure 
starts to drop and the v-component of velocity increases, resulting 
in the streamtraces, released from the plenum chamber, to pen-
etrate higher into the cross-flow. The streamtraces released from 
the inflow plane are also pushed slightly towards the wall, with a 
small negative v-component of velocity, as these pass through this 
expansion region. Here, a streamtrace defines the path traced by 
mass-less particles placed at an arbitrary location in a steady-state 
vector field, and constructed using the u- and v-velocity compo-
nents on the particular plane, ignoring the w-velocity component.

With this detailed picture in mind, we can now confirm that 
the reduced blowing ratios/velocities, seen over roughly the front 
three-quarters of the porous sample in Figs. 8 and 11, is explained 
by the formation of a weak oblique shock above the porous layer 
due to the interaction of the ejected coolant and the hypersonic 
cross-stream. As the amount of coolant ejected increases with in-
creasing P R , the porous layer leading shock becomes stronger. At 
the rear of the porous layer, there is an expansion caused by the 
external flow turning back over the injected fluid, which draws 
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Fig. 8. Disturbance penetration into the porous layer shown using the instantaneous v-component of velocity on three x-z slices at y ≈ 0, y = −0.5, and y = −1.0 for 
Case-4a.

Fig. 9. 3D view of flow field for Case-2a at t = 456.5, showing a) coolant concentration (Y1) on x-z plane at y = 0.1 and on various y-z planes along x-direction, b) u-velocity 
component on x-y plane at z = −4.
more fluid out of the porous layer, causing a large increase in the 
local blowing ratios/ velocities at the back of the porous sample.

For completeness, Fig. 13 shows the span-time averaged pres-
sure at the wall. The pressure starting at the inflow plane is ap-
proximately p∞ = 0.02857 and then rises to 1.5 × p∞ = 0.042855
over the porous sample. The start of the pressure rise is upstream 
of the porous layer where the boundary layer separates. This sep-
aration and a small region of reverse flow can also be seen in the 
streamtraces shown in Fig. 12. The drop in pressure towards the 
end of the porous sample can be clearly observed, leading to the 
locally increased blowing ratios.

Before finding the time- and span-averaged wall heat fluxes, 
it is important to check when the coolant reaches the exit of the 
9

domain and achieves a statistically stationary state. To demonstrate 
this, Fig. 14 is plotted, which shows the evolution of streamwise 
variation of coolant concentration at various times and also shows 
the time-averaged values for the data for t > 300. It is observed 
that the coolant reaches the exit at about t ≈ 250, and the coolant 
concentration oscillates about the time-averaged mean value when 
the averaging is done for t > 300. This demonstrates that the flow 
has reached statistical stationarity, and based on this, the wall heat 
fluxes are also averaged over time from t = 300 onwards.

The overall effect of increasing pressure ratio is shown in 
Fig. 15, comparing span-time averaged wall heat fluxes among var-
ious cases plotted downstream of the porous layer, from x = 74
onwards. It can be noted from the figure that the lowest pressure 
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Fig. 10. 3D view of flow field for Case-4a at t = 462.69, showing a) coolant concentration (Y1) on x-z plane at y = 0.1 and on various y-z planes along x-direction, b) 
u-velocity component on x-y plane at z = −4.
Fig. 11. Span-time averaged values of blowing ratio (F = ρv) for no-blowing and 
various blowing cases at the exit of the porous layer at y = 0.

ratio case, Case-2a, with P R = 1.15 giving the lowest blowing ratio 
F ≈ 0.002, shows the lowest heat flux values downstream of the 
porous layer up to x ≈ 105 among all the cases, but then increases 
to levels slightly above the no-blowing case for x ≥ 105. The in-
termediate pressure ratio case, Case-3a, with P R = 1.3 giving a 
blowing ratio F ≈ 0.003, shows the highest value in the vicin-
ity of the porous layer among all three blowing cases and is also 
higher than the no-blowing case between 90 ≤ x ≤ 130, and even-
tually matches the wall heat flux values of the no-blowing case for 
x ≥ 130, showing the worst overall performance among all three 
blowing cases. The heat fluxes for Case-4a, with P R = 1.5 giv-
ing a blowing ratio F ≈ 0.065, show slightly higher values than 
Case-2a downstream of the porous layer up to x ≈ 105, but after-
wards, show the lowest values of heat fluxes for x ≥ 105 among all 
the cases. This can also be noted from the corresponding plots in 
the bottom frame of Fig. 15 for effectiveness, which is defined as 
η = (1 −qw,c/qw,nc), where qw,c and qw,nc are the wall heat fluxes 
with and without coolant, respectively. It can be seen from the 
effectiveness plot that P R = 1.5 gives the best cooling effective-
ness over a longer stretch of flat plate downstream of the porous 
layer, while Case-2a gives the best performance up to x ≈ 105, but 
then worsens. Here also, Case-3a results in the overall worst per-
formance among all the blowing cases.

To further investigate the observed wall heat flux and effec-
tiveness behaviour, Fig. 16 shows the coolant concentration on an 
10
x-y plane at z = −0.001 for the three P R cases. It can be seen 
that Case-2a in the bottom frame shows a much smoother coolant 
film over and downstream of the porous layer trailing edge up to 
x ≈ 100. However, for both Case-3a and Case-4a, the coolant flow 
is already transitional over the porous layer, and hence a more 
chaotic coolant distribution is noted for these two cases, with mix-
ing starting to occur over the porous layer itself. Further, it can 
be noted that the highest P R case, Case-4a, leads to the highest 
mixing of the coolant within the boundary layer. Higher cooling 
is noted for Case-4a than Case-3a, starting from the trailing edge 
of the porous layer at x = 74. Case-4a also shows the lowest heat 
flux values after x ≈ 110 among all the presented cases. For the in-
termediate case of P R = 1.3, although the mixing does start early 
over the porous layer, the coolant content is far less (F ≈ 0.0030) 
compared to the F ≈ 0.0065 of Case-4a, and hence very high heat 
flux values are noted for Case-3a, even worse than the no-blowing
Case-1a. For the lowest P R case, Case-2a, the coolant forms a film 
immediately downstream of the porous layer up to x ≈ 100 and 
then starts to transition, resulting in very high heat fluxes beyond 
x ≈ 105 even higher than the no-blowing case, Case-1a, and also 
showing worse performance than the blowing case, Case-3a, far-
ther downstream beyond x ≈ 130. This point is further illustrated 
using Fig. 17, which shows the coolant concentration for the three 
blowing cases at the same y-z plane at x = 120. The leftmost 
frame shows the distribution of coolant for Case-4a, showing the 
largest content of coolant close to the wall, and also spreads to a 
higher extent in the wall-normal direction.

4.3. Effect of transition location

As noted previously (see Table 2), the transition point is 
strongly dependent on the amplitude of the disturbance and more 
weakly dependent on the streamwise location of the porous sur-
face. In this section, we report another series of runs carried out 
for the highest observed heat fluxes (A = 10%, Reinj,2). This series 
is denoted as the ‘b’ series, with details given in Table 4. Fig. 18
compares cases 1a and 1b, i.e., the no-blowing cases with the low-
est and highest heat transfer from Table 2, showing contours of 
the u-component of velocity on an x-y plane at z = −0.001. The 
values of u are cut-off at 0.99 to help demarcate the edge of the 
boundary layer. The boundary layer is seen to be transitioning after 
the porous sample around x = 100 for Case-1a (top frame), while 
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Fig. 12. Non-dimensional pressure contours further scaled with non-dimensional free-stream pressure (p∞ = 1/(γ M2∞) = 0.02857) (top frame) and streamtraces with con-
tours of v-component of velocity (bottom frame, stretched in y-direction) on x-y plane at z = −0.001 for Case-4a at t ≈ 462.

Fig. 13. Span-time averaged pressure (p) is plotted at the wall for Case-4a.

Fig. 14. Time evolution and time-averaged coolant concentration (Y1) are shown for Case-2a, extracted from x-y plane (z = −0.001) along the line at y = 0.1 for different 
times.
Table 4
Cases considered for Reinj,2 = 2.18 × 106.

Case No. P R Disturbance Amplitude

1b 1 10%

2b 1.15 10%

3b 1.3 10%

4b 1.4 10%

for Case-1b, the boundary layer is transitional over the porous 
sample itself.

To show the transitional nature of the boundary layer, and also 
to justify the use of the existing grid, the variation of �y+ is 
shown as a function of streamwise distance plotted downstream 
of the porous layer for the no-blowing cases in Fig. 19. The top 
and bottom frames show variations for Reinj,1 and Reinj,2, re-
spectively. Since in the existing simulations the cell length in the 
wall-normal direction is �y = 24/300 = 0.08 on level one mesh 
and �y = (24/300)/2 = 0.04 on the second level mesh with a re-
finement factor of two close to the wall, the first cell centre is 
located at y = �y/2 = 0.02 (or 20 ×10−6 m) from the wall. There-
fore, �y+ is evaluated at the first cell centre away from the wall, 
and its value varies from approximately 0.5 to 1 for Reinj,1 where 
the transition is noted to occur downstream of the porous layer 
11
around x ≈ 100 onwards as noted from the increase in the value 
of �y+ from the figure. However, as Reinj,2 case is already tran-
sitional over the porous layer itself, the �y+ starts with a slightly 
higher value than 1 just downstream of the porous layer and then 
approaches 1 towards the outflow boundary. These values of �y+
result in an adequate resolution of the viscous sub-layer. The cell 
lengths in x and z-directions on the second level mesh close to the 
wall are �x = (160/2000)/2 = 0.04 and �z = (8/100)/2 = 0.04; 
this implies the maximum values of �x+ , �z+ are twice of that 
in the y-direction for �y+ , i.e., approximately 2, i.e., the require-
ment to resolve the porous layer leads to an over-resolution of the 
downstream boundary layer. Altogether, these values of �x+ , �y+ , 
and �z+ demonstrate that the grid is sufficiently resolved in the 
present simulations to capture boundary layer properties and wall 
heat fluxes.

A comparison of time-averaged velocity profiles at x = 120 at 
mid-span is also shown in Fig. 20 for Reinj,1 (black line) and Reinj,2
(red line) as a function of y. This also demonstrates that for Reinj,2, 
the flow transition begins over the porous sample itself, and hence 
its profile looks fuller close to the wall and shows a higher gradient 
of u with y as compared to Reinj,1, which only begins to show 
signs of transition at x = 120, as also noted from Fig. 18.

Span- and time-averaged scaled vertical coolant mass flux (i.e., 
blowing ratio, F ) for the various cases from Table 4 is presented in 
Fig. 21 for Case-1b, Case-2b, Case-3b, and Case-4b. A similar pat-



P.K. Sharma, R. Deiterding, A. Cerminara et al. Aerospace Science and Technology 141 (2023) 108581

Fig. 15. Wall heat flux values for different cases in the top frame and cooling efficiencies in the bottom frame, plotted downstream of the porous layer from x = 74 onwards.

Fig. 16. Coolant concentration (Y1) shown for the three blowing cases at exact same x-y plane at z = −0.001. Top, middle, and bottom frames show Case-4a, Case-3a, and 
Case-2a, respectively.

Fig. 17. Coolant concentration (Y1) shown for the three blowing cases at exact same y-z plane at x = 120. The left, middle, and Right frames show Case-4a, Case-3a, and 
Case-2a, respectively.
12
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Fig. 18. u-component of velocity at an x-y plane at z = −0.001 for no-blowing cases, i.e., Case-1a for Reinj,1 (top frame) and Case-1b for Reinj,2 (bottom frame).

Fig. 19. Streamwise variation of �y+ for no-blowing cases, i.e., Case-1a for Reinj,1 (top frame) and Case-1b for Reinj,2 (bottom frame).

Fig. 20. Time-averaged u-component of velocity at x = 120 at mid-span for no-blowing cases, i.e., Case-1a for Reinj,1 (black line) and Case-1b for Reinj,2 (red line).
tern in the variation of blowing ratio is noted, as explained earlier 
in detail for the Reinj,1 cases. The velocities dip slightly next to the 
porous layer leading edge, and there is a large increase towards the 
trailing edge for the same reasons presented previously. There are 
also clearly strong variations along the porous surface due to the 
transition process.

In the top frame of Fig. 22, the wall heat flux variations down-
stream of the trailing edge of the porous layer, i.e., x ≥ 85 are 
plotted for all the cases from Table 4. Here, in general, the wall 
heat flux values are very high just downstream of the porous 
layer, as the location of the trailing edge of the porous layer is 
at x = 85, resulting in very-high turbulence levels compared to the 
Reinj,1 cases. Also, the values decrease nearly monotonically with 
increasing pressure ratios as one moves downstream, compared to 
the unusual variations seen in the case of Reinj,1. The wall heat 
flux values are substantially higher for the no-blowing case than 
the blowing cases, suggesting that the coolant addition is effec-
tively reducing the wall heat fluxes. A slight decrease compared to 
the no-blowing case is seen for Case-2b, which is the least pres-
sure/blowing ratio case. However, a significant drop in heat flux 
values is noted for Case-3b and Case-4b, where significantly higher 
13
blowing ratios are observed. Case-4b shows lowest values of heat 
fluxes just downstream of the trailing edge, however the values be-
come comparable with Case-3b as one moves further downstream.

The cooling effectivenesses are also shown in the bottom frame 
of Fig. 22. It can be clearly seen that among all the blowing cases, 
Case-4b gives the highest effectiveness, with Case-3b following it 
closely. However, Case-2b shows the lowest effectiveness among 
the blowing cases.

To explain these observed wall heat flux variations, Fig. 23
shows coolant concentration contours for the three blowing cases. 
It can be noted that for this slightly higher injection Reynolds 
number Reinj,2 = 2.18 × 106, the boundary layer is already tran-
sitional over the porous layer itself, even for the case of lowest 
blowing ratio, Case-2b. However, because Case-2b has the lowest 
blowing ratio and hence the lowest coolant content, it is seen to 
perform marginally better than the no-blowing case, Case-1b. As 
the blowing ratios for Case-3b and Case-4b are much higher and 
somewhat similar, the wall heat fluxes and the cooling effective-
ness in both cases are similar, giving the highest cooling perfor-
mance among all the cases. The higher amplitude of disturbances 
for the higher Reinj,2 cases introduce more vigorous mixing of the 
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Fig. 21. Span-time averaged values of blowing ratio (F = ρv) at the exit of the porous layer at y = 0.

Fig. 22. Wall heat flux values for different cases in the top frame and cooling efficiencies in the bottom frame, plotted downstream of the porous layer from x = 85 onwards.

Fig. 23. Coolant concentration (Y1) shown for the three blowing cases at exact same x-y plane at z = −0.001. The top, middle, and bottom frames show Case 4b, Case 3b, 
and Case 2b, respectively.
14
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coolant, and hence, the trend of lower wall heat fluxes is gener-
ally observed in all the blowing cases compared to the no-blowing
case, Case-1b.

5. Conclusions

In the present study, the transpiration cooling technique is ex-
plored at Mach number M∞ = 5 to mitigate the high wall heat flux 
loads experienced in very high speed regimes. Various cases, with 
and without coolant blowing, are simulated, presenting an over-
all picture of the flow conditions. Transition plays a critical role in 
terms of the observed wall heat fluxes and flow perturbations are 
seen to penetrate within the porous sample. In all the cases, the 
blowing distribution is non-uniform, with depressed blowing ra-
tios due to the pressure rise across the oblique shock that is caused 
by the injection, and an expansion fan at the trailing edge of the 
porous surface that increases the local blowing towards the rear of 
the sample.

For cases where flow transition occurs downstream of the sam-
ple when no coolant is blown, the cooling is far more effective im-
mediately downstream of the porous sample for the lowest blow-
ing ratio case due to the film formation. However, once transition 
is triggered downstream, the effectiveness quickly worsens. The in-
termediate blowing ratio case performs worst as it triggers the 
transition over the sample itself while the coolant concentration is 
still low. A significantly higher blowing ratio case, however, shows 
better performance for a longer stretch downstream of the porous 
sample, despite the transition happening over the porous sample. 
For the cases where transition occurs over the porous sample it-
self when no coolant is blown, the results are more consistent. 
The cooling effectiveness increases with increasing blowing ratios, 
showing best performance for the highest blowing ratio case.

Therefore, the study elucidates the importance of flow transi-
tion on the cooling performance for a single porous sample placed 
in a flow at a high unit Reynolds number and Mach M∞ = 5 at dif-
ferent injection locations of the porous layer and different blowing 
ratios. This study is also a culmination of the efforts started in [10]
and [15], and presents a detailed analysis of the mesoscopic sphere 
model proposed in [15] in the context of experimentally observed 
hypersonic boundary layer flows, where transpiration cooling is 
achieved using the coolant injection through actual porous ceram-
ics materials.

It is also important to note some of the limitations of the 
present study, e.g., the use of sphere model with high porosity 
to make it tractable for direct numerical simulation, which oth-
erwise becomes very expensive with very small grid spacings and 
time step requirements. Additionally, slightly higher levels of per-
turbations were used in a smaller computational domain with an 
inflow far downstream of the flat plate leading edge to mimic the 
behaviour seen in the experiments, where the setup has a sharp 
leading edge and a longer stretch for the instabilities to grow till 
they reach the porous layer. Also, only three layers of spheres are 
used for the thickness of the porous layer. Considering these limi-
tations, simulations for a flat plate with a leading edge along with 
a porous layer with less porosity and more sphere layers could be 
performed in the future.
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