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Abstract 

A rescaling methodology is developed for high-�delity, cost-e�cient direct 

numerical simulations (DNS) of ow through porous media, modelled at meso-

scopic scale, in a hypersonic freestream. The simulations consider a Mach 5 

hypersonic ow over a at plate with coolant injection from a porous layer with 

42 % porosity. The porous layer is designed using a con�guration studied in the 

literature, consisting of a staggered arrangement of cylinder/sphere elements. A 

characteristic Reynolds number Rec of the ow in a pore cell unit is �rst used 

to impose aerodynamic similarity between di�erent porous layers with the same 

porosity, �, but di�erent pore size. A relation between the pressure drop and the 

Reynolds number is derived to allow a controlled rescaling of the pore size from 

the realistic micrometre scales to higher and more a�ordable scales. Results of 

simulations carried out for higher cylinder diameters, namely 24 �m, 48 �m and 

96 �m, demonstrate that an equivalent Darcy-Forchheimer behaviour to the ref-

erence experimental microstructure is obtained at the di�erent pore sizes. The 

approach of a porous layer with staggered spheres is applied to a 3D domain 

case of porous injection in the Darcy limit over a at plate, to study the tran-

sition mechanism and the associated cooling performance, in comparison with 
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a reference case of slot injection. Results of the direct numerical simulations 

show that porous injection in an unstable boundary layer leads to a more rapid 

transition process, compared to slot injection. On the other hand, the mixing 

of coolant within the boundary layer is enhanced in the porous injection case, 

both in the immediate outer region of the porous layer and in the turbulent 

region. This has the bene�cial e�ect of increasing the cooling performance by 

reducing the temperature near the wall, which provides a higher cooling e�ec-

tiveness, compared to the slot injection case, even with an earlier transition to 

turbulence. 

Keywords: Hypersonic ow, boundary-layer stability, wall cooling 

1. Introduction 

In hypersonic ows, where aerodynamic heating compromises the vehicle 

structural integrity, the �lm cooling technique [1, 2] can suppress the surface 

heat ux. In this technique, coolant is injected into the hot boundary layer 

5 to form a thin �lm of cold uid adjacent to the wall. We can distinguish two 

di�erent injection strategies, namely e�usion cooling [3, 4], in which injection 

occurs through localised holes, and transpiration cooling [5, 6], in which coolant 

transpires more uniformly through the surface of a porous coating. Due to 

the enhanced heat exchange occurring between the coolant and the structure 

10 through the multiple pores of micrometre dimension [6], transpiration cooling 

systems are potentially an e�cient solution to overcome the aerodynamic heat-

ing. 

In a supersonic-hypersonic ow, however, the wall cooling requirement com-

bines with the requirement of increasing the laminar run of the boundary layer, 

15 i.e. delaying transition. For this reason, injection through two-dimensional slots 

is in general preferred, as it reduces the 3D e�ects associated with hole injection 

[7, 8, 9]. This suggests that in-depth investigation of the injection characteris-

tics from a porous surface is needed to assess the e�ect of transpiration cooling 

systems on the transition mechanism and their suitability for the hypersonic 
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20 ight. 

Direct numerical simulations (DNS) represent a very powerful tool for cap-

turing small-scale ow details that would be otherwise very di�cult to observe 

and measure experimentally. On the other hand, accurate resolution of the 

intricate ow details in the porous region is a key requirement for a reliable 

25 assessment of transpiration cooling systems. This requires numerical simula-

tions to be independent from simpli�ed theoretical or empirical models that 

account only for a limited number of parameters and are in general constrained 

to speci�c con�gurations and ow conditions. 

In the context of the classic theory of Darcy-Forchheimer ow through porous 

30 media, several models were developed, mostly over the �rst half of the twentieth 

century, providing a good correlation with experiments at relatively low granu-

lar Reynolds numbers (i.e. Red, the Reynolds number based on the particle size, 

lower than 150), hence in the laminar ow range. For example, among the mod-

els available in the literature describing the Darcy-Forchheimer drag imposed on 

35 the ow through a porous material, Ergun's empirical model [10], developed in 

1949, is known to provide good results for certain geometrical microstructures 

of the porous layer, i.e. for granular media as in the case of packed beds of 

spheres, and dependent on the range of porosities. The coe�cients de�ned in 

the model change, in general, when di�erent geometries are considered. Another 

40 factor inuencing the accuracy of the model is the roughness of the solid parti-

cles, as shown by Macdonald et al. [11], in their revision of Ergun's equation. 

Several correlations between pressure drop and ow rate have been developed 

by di�erent authors, which mostly di�er in terms of the coe�cients provided to 

weight the two contributes of the friction drag and the pressure drag, namely 

45 the Darcy and the Forchheimer drag respectively. A comprehensive list of the 

correlation models is provided by Erdim et al.[12], who also specify a Reynolds 

number range of application of Ergun's model [10]. Since the late 1970's, at-

tempts have been made to develop models suitable for turbulent ow, i.e. for 

high granular Reynolds numbers (e.g. Red > 300), based on space and time 

50 averaging of the governing equations. Some of these turbulent models and their 
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following optimisations can be found in [13, 14, 15, 16, 17, 18, 19]. 

The di�culty in deriving a universal model of the pressure drop - ow rate 

correlation stands mainly in the description of the permeability (K ) of the 

interior material structure. The well-known permeability model developed in 

55 1927 by Kozeny [20] correlates the permeability to the porosity (�) and to the 

speci�c surface area per unit volume of the pores (S) through a dimensionless 

constant (c0) called Kozeny constant. Even if the porosity is known for a given 

porous sample, an accurate estimation of the pore surface area is in general very 

di�cult, especially for complex pore geometries. Moreover, although a value of 

60 1/5 is generally considered for the Kozeny constant, it is not universal, and will 

change for pores with di�erent geometrical characteristics. A numerical study of 

the Kozeny constant for random packings of spheres as well as for a soil sample 

can be found in [21], in which it is shown that the Kozeny constant varies with 

the sphere radius. 

65 The Kozeny model was then modi�ed by Carman [22], who introduced the 

dependence on the average path length of the streamlines through the porous 

layer, i.e. the tortuosity. However, it is not simple to measure the tortuosity of 

a material and there is no universal law that gives the correct tortuosity given 

a material with certain properties. A numerical study aimed at evaluating the 

70 dependence of the tortuosity from the porosity was given by Matyka et al. [23], 

in which the authors �tted their numerically obtained data at di�erent porosities 

to four di�erent tortuosity-porosity models provided by other authors, each one 

dependent on an adjustable parameter. 

Hence the modelling of the pressure drop - ow rate relation through a porous 

75 structure is challenging and imposes important limitations on the applicability 

of studies using simpli�ed models. On the other hand, the main challenges 

associated with the direct simulation approach (i.e. resolving the ow through 

the porous layer) can be summarised as i) the di�culty of reproducing in the 

computational mesh the exact internal geometry, and ii) the computational cost 

80 associated to the small micrometer scales of the interior pores, in particular in 

the case of direct numerical simulations. 
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In the case of uniformly distributed internal porous structure, e.g. random 

packagings of spheres, a simpli�cation of the computational domain is possible 

by identifying a main geometrical pattern which can be repeated periodically 

85 within the domain. In this fashion, di�erent computational studies [24, 25, 26] 

have shown that an arrangement of staggered cylinders with constant radius in 

two-dimensional (2D) simulations provides in general good results in agreement 

with the empirical Ergun model over a wide range of porosities. In the work of 

Lee and Yang [25], in particular, the authors adopt a numerical model of a single 

90 pore cell in virtue of the periodicity of the ow inside a regular bank of staggered 

cylinders, and obtain results in a very good agreement with Ergun's model for a 

wide range of granular Reynolds numbers and for di�erent porosities. However, 

the challenge associated with the micrometer pore dimension with regards to the 

computational e�ciency still remains, in particular for system-level simulations 

95 aimed at representing a full-scale experimental con�guration or in-ight test. 

The objective of our study is to present and assess a methodology based 

on Lee and Yang's approach [25] which allows simulations of the ow through 

porous media, modelled at mesoscopic scale, in a hypersonic freestream. The 

aim of this mesoscopic modelling approach is to mimic the Darcy-Forchheimer 

100 behaviour of a real experimental porous material, characterised by very small 

pore length scales, by means of a porous layer with signi�cantly higher pore 

scales that develop an equivalent Darcy-Forchheimer drag. Our approach is 

based on the derivation of a simple relation for the pressure drop as a function 

of a characteristic Reynolds number, which enables a controlled rescaling of the 

105 pore size such to obtain an equivalent Darcy-Forchheimer behaviour. Firstly, 

the e�ect of di�erent pore sizes is assessed, in consideration of the internal 

Darcy-Forchheimer behaviour of the porous layer, through a comparative study 

between di�erent local con�gurations. Then, considering ow through layers of 

spheres in the Darcy limit, a simulation is carried out in a large con�guration, 

110 to investigate the boundary-layer transition patterns at a given blowing ratio, 

representative of a real experimental case. The results for the transition mech-

anism are then compared to a corresponding case of injection through slots, 
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to evaluate the di�erence in the transition mechanism and associated cooling 

performance between slot �lm cooling and transpiration cooling in hypersonic 

ow. 

2. Numerical method 

2.1. Governing equations 

The system of the three-dimensional dimensionless governing equations for 

compressible multispecies ows, written in conservation form, under the as-

sumption of constant speci�c heats, is given in Cartesian coordinates as 

@� @�uj+ = 0 ; (1)
@t @xj 

@�ui @�ui uj @p 1 @�ij+ = � + ; (2)
@t @xj @xi Re @xj 

� � 
p � �@ �E + uj@�E � 1 @ @T 

+ = � 
@t @xj ( � 1)RePrM 2 @xj @xj! (3)

X1 @ @ck 1 @�ij ui + �D cp;k T + ;
 ReScM2 @xj @xj Re @xjk 

� � 
@�Yk @ @Yk + �Y k uj � �D = 0 : (4)

@t @xj @xj 

The terms �, �u , �v , �w and �E and �Y k are the conservative variables of 

the system of equations, where � is the density, u, v and w are the velocity 

components respectively in the x-, y- and z-directions, E is the total energy per 

unit mass, Yk is the mass fraction of the k-species, and the terms p, T , � ij , and 

� are respectively the pressure, temperature, viscous stress tensor components 

and dynamic viscosity. The physical variables are normalised through their 

freestream reference values, except for the pressure, which is normalised with 

the term � �
1 , and the energy, which is normalised with U�2 The superscript 1 U�2 

1 . 

(� ) is used to denote dimensional values. The characteristic length is taken 

as the boundary-layer displacement thickness (� � ) of the similarity solution at 
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the inow. The characteristic uid dynamic time is � � =U� The terms Re, 1 ). 

Pr, Sc, M , and  are respectively the Reynolds, Prandtl, Schmidt and Mach 
�numbers, and the ratio of speci�c heats ( = cp;1 =cv;

�
1 ) in the freestream, i.e. 

the dimensionless parameters of the ow. The Reynolds number is de�ned as 

Re = (� �
1 � � )=� � 

1 U�
1 ; the Prandtl number is set to 0.72, and  is equal to 1.4, 

as the freestream gas is air. The Schmidt number is de�ned in terms of the mass 
� 

1 D �di�usivity as Sc = � 1 =(� �
1 ). Wilke's rule is used to express the dynamic 

viscosity of the mixture, as described in [27], and a power law is used to evaluate 

the single species viscosity. The thermal conductivity is then expressed in terms 

of the species viscosity, Prandtl number, speci�c heat and mole fraction of the 

k-species (X k ) through the following formula, 

� k cp;kX X k 
� = P Pr k ; (5) 

l X l � kl k 

with the term � kl de�ned as in [27]. All the transport properties used in the 

present work are relative to a binary mixture and can be found in [8, 27, 28]. 

120 The system of the governing equations is closed by the relation for the total 

energy, 

1 1 � �2 2 2E = cv T + u + v + w ; (6)
M 2 2 

and by the equation of state, 

1 
p = �RT : (7)

 M2 

The speci�c heats at constant volume and pressure, namely cv and cp respec-

tively, as well as the gas constant R, represent mixture properties, which are 

125 given as [8] 

cv = Y1cv;1 + Y2cv;2 ; (8) 

cp = Y1cp;1 + Y2cp;2 ; (9) 
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and 

R = cp � cv : (10) 

It should be mentioned that the normalisation factor for the mixture gas con-

stant and speci�c heats is the freestream reference value, i.e. the air gas con-

stant, R� 
1 = 287:058 J/(Kg K). The method was validated against the numerical 

results of Keller et al. [8] for air-into-air injection and CO2-into-air injection 

130 over a slotted at plate at Mach 2, obtaining a very good agreement for both 

cases, as reported in [37]. 

2.2. Numerical scheme 

The �nite-volume method used to solve numerically the governing equa-

tions consists of a 6th -order central di�erencing (CD) scheme in space for both 

135 inviscid and viscous uxes, combined with a 6th -order weighted-essentially-non-

oscillatory (WENO) scheme for shock capturing, along with a 3rd -order Runge-

Kutta method for time integration. The so-called WENO-CD scheme is pro-

vided with a switch function that turns on/o� the shock-capturing scheme at 

discontinuities and in smooth ow regions, respectively, and has been validated 

140 over the past years for several types of compressible high speed ow con�gura-

tions [29, 30, 31, 32, 33, 34]. 

The switch function is based on the approximate solution of the left and 

right states of a Riemann problem at each cell interface through Roe's averaged 

state, in order to locally detect the presence and orientation of shocks or steep 

rarefaction waves. Then, in the points where such a strong wave is found, 

the WENO scheme is applied, which provides numerical stability. In order to 

select only strong waves, while neglecting the weak ones, the method applies a 

threshold value to Liu's entropy condition, which is used to recognise the type of 

waves associated with the characteristic speeds of the left and right states [31]. 

In particular, the di�erence of the eigenvalues u � a between the left and the 

right states needs to be higher than the imposed threshold value (� Liu =a) for a 

wave to be considered strong enough to require the WENO method. Moreover, 

to increase the e�ciency of the switching function, namely to minimise the use 
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of the more computationally expensive WENO scheme (compared to the base 

central scheme), another threshold value is applied on a function based on the 

pressure gradient between two adjacent points, de�ned as 

2� i�(� i ) = ; (11)
(1 + � i )2 

with 
jpi+1 � pi j� i = ; (12)
jpi+1 + pi j 

through which the WENO method is allowed only in the high pressure gradient 

regions, where the function �(� i ) is above the threshold value. 

The code is also provided with a structured adaptive mesh re�nement (SAMR) 

145 method, which enables high-resolution in the small length scales of the pore re-

gion. This technique, described in [35], allows consecutive higher grid re�nement 

levels to be dynamically added in the high-gradient ow regions in a patch-wise 

fashion, thus providing higher numerical stability and solution accuracy in the 

ow�eld as well as minimising the computational cost. 

150 3. Flow conditions, settings and grid study 

The freestream conditions correspond to M = 5, Re = 12600, T � 1 = 76:6 K, 
�and the wall temperature is �xed to the room temperature, T = 290 K. These w 

conditions replicate the freestream conditions of the experimental campaign 

carried out at Oxford University on Ultra High Temperature Ceramic (UHTC) 

155 porous samples [36]. These samples have an inner pore scale within 1 � 4 �m, 

which is computationally una�ordable to be resolved with DNS. For this reason, 

a meso-scale approach, based on spherical elements, is used for the simulation 

of the porous structure. 

An initial local 2D at-plate domain is used to perform preliminary simu-

160 lations aimed at verifying the grid requirements within the porous layer. The 

computational domain and the corresponding mesh are shown in �gure 1, with 

the initial streamwise velocity �eld plotted in �gure 1a. As can be seen, the 

porous layer is simulated with a nondimensional thickness of 1.2 and a length of 

9 



1. It consists of equally-spaced circular elements (2D cylinders) with a radius of 

165 r = 0:078 (corresponding to 78 �m), representing the solid particles, regularly 

distributed in a staggered arrangement. A 45� inclination angle is formed be-

tween two adjacent staggered cylinder centres at two di�erent y locations. This 

con�guration corresponds to a porosity of 42 %, which is representative of the 

real material porosity in the experiments of [36]. 

170 The base grid size is Nx � Ny = 50� 126, and the domain sizes in the stream-

wise and vertical directions are L x = 5 and L y = 10:5, respectively, including the 

porous layer thickness. These grid and domain size settings provide cell sizes in 

the coarse (base) grid level of �x = 0 :1 and � y = 0:083. The ow is initialised 

with the laminar boundary layer from the similarity solution. At the inow 

175 boundary, an extrapolation boundary condition is used in the subsonic region 

of the boundary layer, in which the physical quantities are updated through the 

value of the pressure taken in the next interior cell, to account for subsonic feed-

back from the ow downstream. At the outlet, an outow boundary condition 

(of zero-gradient) is applied, in which the quantities in the last interior cells are 

180 copied in the adjacent ghost cells. This is also used at the top boundary. A 

no-slip adiabatic condition is imposed at the plate wall, and a plenum condition 

at the bottom boundary (y = �2). The plenum boundary condition consists in 

imposing the stagnation pressure (p0) and stagnation temperature (T0) at the 

bottom boundary, to simulate the presence of a underneath plenum chamber 

185 that drives vertical uid motion in the porous layer. For the present test case, 

the plenum pressure and temperature were set to p0 = 1:5p1 , and T0 = Tw . 

Thus, a pressure ratio of 1.5 is imposed between the plenum chamber and the 

wall to generate the injection ow. 

10 
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(a) u �eld at time t = 0 (b) mesh: domain view (left), and details 

around the cylinders (right) 

Figure 1: Computational domain, streamwise velocity u plotted (a), and corresponding mesh 

(b) 

In �gure 1b the di�erent AMR levels and their localised position within 

the domain can be seen. Five overall levels are present, with the �ner being 

concentrated in the region of the pores. Each �ner level is embedded in the 

next coarser one. This arrangement of the AMR levels allow the ow features 

within the porous layer to be captured with optimised computational cost. 

(a) pressure �eld (b) vertical velocity (v) �eld 

Figure 2: Instantaneous pressure �eld (a), and vertical velocity �eld (b) 
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In �gure 2 qualitative instantaneous results for the pressure �eld and the 

195 vertical velocity �eld in the porous layer are shown at the simulation time t = 

20. The pressure in all the volume underneath the porous layer (representing 

the plenum chamber) reaches a uniform constant value equal to p0, whereas a 

linear pressure drop (� p = p0 � p1 ) forms across the porous layer thickness. 

The vertical velocity �eld shows local peaks of the vertical velocity at the pore 

200 contractions, i.e. at the points of minimum distance between two adjacent solid 

particles. 

Figure 3 shows the solution sensitivity of the blowing ratio (i.e. F = �v jinj ) 

at the porous layer surface (y = 0) to di�erent AMR levels, namely four, �ve 

and six levels. Results show that a good agreement between the di�erent grid 

205 levels is obtained for the blowing ratio. The grid with six levels, however, shows 

better details at the curve inection points located at �v = 0 in the shear layer 

of the vertical velocity formed just downstream of each injection jet. 

Figure 3: Grid study, on a small porous layer sample, for di�erent AMR levels based on the 

blowing ratio at the surface of the porous layer (y = 0) 

4. Mesoscopic modelling of porous material 

The aim of this section is to design a porous structure that mimics the 

Darcy-Forchheimer behaviour of the real material, but at considerably higher 

interior length scales. In order to achieve this we �rst follow the computational 

approach described by [25] for a bed of staggered cylinders, then we derive a 

12 
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relation for the pressure drop that allows rescaling of the pore length scale while 

maintaining the same Darcy-Forchheimer behaviour. 

215 4.1. Assessment of Lee and Yang's computational approach 

The relation that provides the ow rate through a porous medium given a 

certain pressure drop across its thickness is the so called Darcy-Forchheimer 

relation, 

�p � 
= U + C�U 2 ; (13)

� K 

in which � is the thickness of the porous layer, K is the material permeability, 

220 U is the super�cial velocity averaged through the porous layer, and C is a 

constant known as Forchheimer constant. Equation 13 can be applied over the 

full thickness of a porous layer, as well as on a single pore cell, provided we use 

the pressure drop across a pore-cell unit thickness. 

Let us consider a 2D porous layer with periodic cell elements modelled as a 

225 regular distribution of equal-radius cylinders in a staggered position, as the face 

centred structure sketched in �gure 4a. As suggested by Lee and Yang[25], due 

to the geometrical periodicity, the dimensionless steady state solution of the 

ow�eld between two adjacent particles along the diagonal (normalised with 

the pressure drop between the cylinders) in the face centred structure is the 

230 same for the other square quarters. Hence, the reference periodic uid-dynamic 

domain reduces to a single quarter of the face-centred structure, as shown in 

�gure 4b, which can be de�ned as a pore cell unit. 

13 



(a) face centred arrange- (b) periodic pore cell unit 

ment 

Figure 4: Face centred cylinder arrangement (a), and pore cell unit (b) 

In �gure 4b the reference periodic ow pattern is sketched, where L is the 

distance between the two staggered cylinder centres, D is the cylinder diameter, 

235 and � pL is the pressure drop across the unit cell. The latter, in turn, is equal for 

all the unit cells, as the pressure drop across the whole thickness of the porous 

layer is linear. The unit-cell pressure drop �p L can then be used as characteristic 

quantity to normalise the system of governing equations. Such a con�guration, 

along with the 3D corresponding con�guration of staggered spheres in a 3D 

240 domain, has been demonstrated [25, 24, 26] to provide consistent results with 

experiments and empirical models [10] of ow through porous samples for a wide 

range of Reynolds numbers. 

The characteristic length in the reference system of the unit pore cell is L . 

The force per unit area that drives the ow through the pore cell is the pressure 

245 drop �p L . We can then de�ne a characteristic uid-dynamic velocity Uc for 

this ow, which is linked to the pressure drop as 

s 
�p LUc = ; (14)

� 

where � is the density of the ow in the pore cell. In the same way, we de�ne 

the Reynolds number based on the characteristic velocity as 

�U cL 
Rec = ; (15) 

� 
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where � is the ow viscosity in the pore cell. When assigning a porosity level (�), 

250 the ratio D=L is automatically de�ned. Hence, the two main nondimensional 

parameters of the ow are Rec and the ratio D=L (i.e. the porosity �). 

Let us consider now equation 13, which we rewrite for a single pore cell as 

follows, 

�p L � 
= U + C�U 2 : (16)

L K 

Note that U is not equal to Uc, as Uc represents a characteristic velocity, whereas 

255 U is the average of the velocity over the cell outlet plane. By introducing the 

Reynolds number based on the cylinder diameter, 

�UD 
Red = ; (17) 

� 

and the Forchheimer coe�cient, F = CD, equation 16 can be rearranged as, 

� � 
�p L D 2 �U 

= + F Red : (18)
L K D 2 

In the above equation, D 2=K represents the Darcy drag, and F Red represents 

the Forchheimer drag. By following Lee and Yang's [25] approach, the sum 

260 between the Darcy and the Forchheimer drag, i.e. the Darcy-Forchheimer drag 

(D � F ), can be expressed as, 

� � � � 2 � � 2D 2 D Uc D 1 
+ F Red = Rec = Rec ; (19)

K L U L q 

in which the term q represents the average velocity along the cell outlet plane 

normalised with the characteristic velocity (q = U=Uc), which can also be ex-

pressed in terms of the local velocity v(x) at a generic location x along the 

265 surface as, 

Z L1 1 
q = vdx : (20)

UC L 0 

A sketch of the velocity pro�le v(x) on the pore surface can be seen in �gure 5. 
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Figure 5: Sketch of the v(x) velocity pro�le on the pore surface 

The normalised velocity on the pore cell surface, q, represents an output 

from the numerical simulations, for each imposed Rec at a �xed porosity �. 

Then, from each computed value of q, the corresponding value of Red can be 

270 computed through the relation 

� � 
D 

Red = Rec q : (21)
L 

By performing simulations in the above described dimensionless system of 

the pore cell unit computational domain, Lee and Yang [25] reported results in 

a good agreement with Ergun's [10] empirical model for the Darcy-Forchheimer 

drag (D � F ) at several values of the Reynolds number Red, over an extended 

275 range of porosities. 

We want to compare results from our simulations with the results given 

in [25] at the same porosity (42 %), and at di�erent Reynolds numbers. We 

consider a small periodic at-plate domain (L x = 4 and L y = 14) with a porous 

layer made of �ve rows of staggered cylinders in the absence of a hypersonic 

280 crossow. The ow is initialised at rest in atmospheric conditions above the 
�surface (replicating room conditions in [36], with T = 290 K). The pressure 1 

drop imposed through the porous layer is obtained as the product between the 

pressure drop through a pore-cell unit (�p L ) and the overall number of cells 

across the thickness. The unit cell pressure drop is, in turn, obtained from 

285 the experimental value measured in [36], i.e. = (�p � =p� = 148:5, 

assuming a linear decrease of the pressure from the plenum condition p0 to the 

� pexp 1 )exp 
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surface condition p1 , and applying the relation 

L � 

�p L = �p exp : (22)
� � 

In equation 22, L � = 9:9 �m is the pore-cell unit length and the reference 
�length in the simulations, corresponding to a cylinder radius of r = 6 �m, and 

290 � � = 5 mm is the thickness of the porous layer in the experiment [36]. A cell unit 

pressure drop of �p L = 0:29 is obtained from equation 22. A ratio D=L = 1:2 

corresponds to the considered 42 % porosity. The dimensional reference values 
�for pressure and density are � �
1 = 1:013 � 105 Pa. The 1 = 1 :225 kg/m 3, and p 

corresponding dimensional characteristic velocity at the outlet of the porous 
p

295 layer is then U� = �p � =� � = 154:85 m/s. The velocity components arec 1 

normalised with this value. 

The Reynolds number Rec is varied from Rec = 5 to Rec = 200, to cover a 

relatively wide range of conditions. For each Rec, the Darcy-Forchheimer drag is 

evaluated from the solution and applying equations 19, 20, and 21. Simulations 

300 are performed on a grid size Nx � Ny = 210 � 700 with one grid level. 

Figure 6 shows results for the vertical velocity �eld at di�erent values of Rec. 

As can be seen, at Rec = 200 an unsteady solution is obtained, as a result of the 

Forchheimer e�ect being dominant at these high values of the Reynolds number. 

The results of the validation study are shown in �gure 7, where the trend of 

305 the computed D � F drag is plotted against di�erent values of the Reynolds 

number Red. As can be seen, our numerical results are in a good agreement 

with the computational results of Lee and Yang [25] over about the whole range 

of Reynolds numbers. 
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(a) Rec = 25 (b) Rec = 100 (c) Rec = 200 

Figure 6: Instantaneous vertical velocity �eld for the case without surface crossow, at di�er-

ent Reynolds numbers 

Figure 7: Result for the D � F drag at di�erent Red 

4.2. Equivalent D-F behaviour at di�erent pore scales 

310 We carried out di�erent simulations with di�erent cylinder diameters, namely 

D = 12; 24; 48; 96�m, corresponding to increasing sizes of the pore-cell unit, 

with porosity �xed to 42 % (i.e. D=L = 1:2). We consider the ow conditions 

described in section 3 for a hypersonic crossow above the porous surface. Fig-

ures 8 and 9 show computational domain and streamwise velocity �eld for the 

315 smallest pore-cell case and the larger cases respectively. 
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Figure 8: Streamwise velocity �eld (left) and close-up of y-momentum �eld in the porous layer 

(right), for the case D � = 12�m 

(a) D � = (b) D � = (c) D � = 

24 �m 48 �m 96 �m 

Figure 9: Periodic at plate domains with underneath porous layer of di�erent particle diam-

eters. Streamwise velocity �eld plotted 

For the smallest pore-cell case (shown in �gure 8), representative of the real 

sample pore length scale, the pressure drop was assigned from the experimental 

value [36] as described in section 4.1. A blowing ratio of 0.0019 was computed 

at the outlet edge of the pore cells, which is very similar to the experimental 
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320 value of 0.002 in [36], which demonstrates the validity of our numerical solution. 

Moreover, from the ow conditions at the wall (i.e. at the outlet of the pore 

cell), a characteristic velocity of Uc = 156:79 m/s and a characteristic Reynolds 

number of Rec = 1 :67 are obtained. For the larger pore-cell cases, the pressure 

drop was rescaled using a relation derived from equations 14 and 15, which can 

325 be expressed as 

� � 2Rec�
�p L = � : (23)

�L 

In equation 23, the pressure drop changes with the pore-cell size L , while the 

characteristic Reynolds number is maintained constant and equal to the value 

obtained for the smallest pore-cell case, i.e. Rec = 1:67, thus imposing dynamic 

similarity between the di�erent cases. The aim of the present simulations is to 

330 demonstrate that, by imposing dynamic similarity between cases with di�erent 

pore-cell sizes through equation 23, an equivalent Darcy-Forchheimer drag can 

be obtained for all the cases. This, in turn, is equivalent to obtaining the same 

solution q for all the cases, according to equation 19. 

From the numerical solution for each case, we compute q through equation 

335 20. The obtained values of q are shown in table 1 for all the cases. As can 

be seen, a good agreement is obtained between the computed values of q for 

the di�erent pore-cell sizes. This is consistent with porous layers of di�erent 

pore scales showing the same Darcy-Forchheimer behaviour at the considered 

Reynolds number, according to equation 19, and assesses the capabilities of our 

340 mesoscopic modelling approach on the basis of equation 23. 

D � = 12� m 

q = 3:8 � 10�3 

D � = 24�m 

q = 3:7 � 10�3 

D � = 48� m 

q = 3:6 � 10�3 

D � = 96� m 

q = 3:8 � 10�3 

Table 1: Obtained numerical values for the velocity q 

20 



345 

5. Application to a spatially-developing ow with transition 

We performed a large domain simulation representative of the UHTC exper-

imental case of Hermann et al. [36] carried out at the lowest non-zero blowing 

ratio (i.e. F = 0:002). The simulations are intended to replicate the ow condi-

tions in the experiments to study transpiration cooling capabilities in hypersonic 

ows, which were described in Section 3. The wall temperature is �xed to the 

room temperature, T � = 290 K. The freestream conditions are reported in table w 

2. 

M 

5 

Re� (1/m)1;=m 

12:6 � 106 

T � 1 (K) 

76:6 

� � 
1 (kg/m 3) 

0:07979 

� p1 (Pa) 

1:75 � 103 

Table 2: Obtained numerical values for the velocity q 

The computational domain (shown in �gure 10) is a 3D rectangular box of 

350 dimensions L x = 160, L y = 24, L z = 8, with all the length scales normalised 

with the displacement thickness of the inow similar boundary layer (� � = 10 

mm). A grid size of Nx � Ny � Nz = 2000 � 300 � 100 is used for the coarsest 

level. Two overall grid levels are used, with the �nest one active within the 
p

�porous layer. From the simulation results, � y+ = (� y � � =� � )=� � is equal w w w 

355 to 1.28 at x = 60, then increases as transition occurs up to approximately 3 

downstream of x = 110. Since our focus is not resolving the fully developed 

turbulent �eld (further downstream of the domain outow boundary), but the 

early nonlinear growth and transition region, these values of �y + suggest that 

the grid resolution is acceptable for our purposes. The porous layer is designed 

360 as a volume underneath the plate surface of thickness 0.5, streamwise length 

of 10 and extending through the whole domain size in the spanwise direction. 

It is formed by three rows of spheres across the thickness with nondimensional 

radius r = 0:14, in a staggered arrangement in both the x and z directions 

creating a cubic-centred structure. The entry section of the porous layer is 

365 placed at x = 55 from the inow. From the lower surface of the porous layer 
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the computational domain extends further down up to y = �1:28 to simulate 

the presence of an underneath plenum chamber. 

Figure 10: Sketch of computational domain 

The plenum pressure imposed at the bottom boundary is p0 = 1 :3p1 , which 

allows matching the reference experimental blowing ratio of 0.002. It should be 

370 mentioned that this condition is no longer equivalent to matching the same char-

acteristic Reynolds number Rec, hence the same Darcy-Forchheimer behaviour 

of the porous layer in the real experimental case, which was the objective of 

section 4.2. This is evident by considering equation 21, and noting that when 

the objective is matching, for a given porosity D=L , the characteristic Reynolds 

375 number Rec, hence the Darcy-Forchheimer drag by an equivalent solution q, as 

was shown in section 4.2, the granular Reynolds number Red will also be main-

tained constant between two con�gurations with di�erent pore sizes. Hence, 

from the de�nition of granular Reynolds number (equation 17), the following 

relation holds between two cases with di�erent particle diameters when match-

380 ing the Darcy-Forchheimer behaviour, 

�UD jsmall = �UD jlarge : (24) 

In other words, obtaining the same Darcy-Forchheimer behaviour between cases 

with di�erent pore size and same porosity is equivalent to maintain the total 

mass ow discharge per pore-cell unit constant. On the other hand, from equa-

tion 24 it immediately results that the blowing ratio �U will be di�erent between 

385 the di�erent pore-scale cases, i.e. mimicking the interior Darcy-Forchheimer be-

haviour of the porous layer does not provide the same aerodynamic e�ect on 
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the external surface of the porous layer. 

In contrast, the objective of the present section is to simulate the blowing 

ratio of the experimental condition, through a con�guration with a larger pore 

390 size and same porosity, which results in di�erent values of both granular and 

characteristic Reynolds numbers between our simulated case and the real ex-

perimental case, i.e. a di�erent total mass ow discharge per pore-cell unit. 

The Reynolds number e�ect of the porous layer on the external solution can, in 

turn, be assumed as negligible for the considered case, as we are in the Darcy 

395 ow limit. 

Transition to turbulence is induced by imposing local boundary-layer dis-

turbances corresponding to the most unstable oblique �rst modes for the con-

sidered laminar boundary layer, found from a previous linear stability study 

(LST) shown in [37]. In particular, the most unstable �rst mode has streamwise 

400 wavenumber � = 0:2, spanwise wavenumber � = 0:78, and frequency f � = 12:5 

kHz. The waves are introduced through a blowing-suction model for the vertical 

velocity on the wall, at the upstream streamwise location x = 10, as follows 

MX 
v 0(x; z; t) = A cos (� m z + � m ) cos [� (x � x0) � !t +  ] ; (25) 

m=1 

where m is the integer number representing the spanwise wave mode, M = 3 

is the total number of oblique waves, A is the disturbance amplitude, ! is the 

405 angular frequency, and the phase angles are set as � m =   = 0. The most 

unstable oblique �rst mode corresponds to m = 1. An amplitude of A = 

2 � 10�2 is imposed to simulate noisy wind-tunnel conditions. The insertion of 

the instability waves allow to observe the sensitivity of the cooling performance 

to the growth of the perturbations. 

410 The results analysis is focussed on the transition patterns and inuence of the 

porous injection on transition, as well as on the e�ects on cooling performance. 

Results are also compared with a corresponding case of slot injection, which are 

shown in [37], in which a region of four equally-spaced injecting slots in inserted 

in place of the porous layer region at the same streamwise position. 
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415 5.1. Transition patterns and inuence of porous injection 

We start by observing the transition patterns in the near-wall vertical veloc-

ity �eld shown in �gure 11. The surface of the porous region is located between 

x = 55 and x = 65, and can be easily recognised from the higher values of the 

vertical velocity. A streaky structure is observed in the ow�eld, which evolves 

420 rapidly as passing through the porous layer initiating the transition process. 

This, in turn, proceeds downstream until turbulence is reached. 

The details of the porous injection are shown in the close-up in �gures 12a 

and 12b. As can be seen, the vertical velocity �eld clearly shows the geo-

metrical patterns of the porous surface in the injection region. Moreover, this 

425 �gure reveals that smooth, gradually growing streaks are present upstream of 

the porous injection region, whereas just downstream of the porous region the 

streaks appear distorted and with higher amplitude, with evidence of formation 

of secondary structures inducing the breakdown process. This is more evident 

in �gures 12b and 12c, which show vertical velocity within a smaller scale range 

430 and the streamwise velocity, both in grey-scale in order to highlight details of 

the smaller wavelength structures. In particular, �gure 12b shows the presence 

of small-wavelength oscillations in the transversal direction of the side streaks, 

in the region x = 65 � 70, thus suggesting generation of secondary instabilities, 

as well as formation of a large structure at the midspan, whereas �gure 12c 

435 shows evidence of streak bifurcation downstream of x = 70 with formation of 

secondary streaks. 

Figure 11: Near-wall vertical velocity. Top view 
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(a) v - porous injection pattern details 

(b) v - details of downstream secondary structures 

(c) u - details of downstream streak bifurcation 

Figure 12: Close-up of near-wall vertical (a) and streamwise velocity (b) around the porous 

region. Top view. Grey-scale contours are used to highlight small-scale patterns 

Thus, results show that a rapid nonlinear breakdown process is initiated 

from the porous injection region, whose source can be found by observing the 

associated features of the pressure �eld within the porous region, as shown in 

440 �gure 13. First, the start of the injection region corresponds to a pronounced 

increase of pressure, as a result of the viscous interaction e�ect associated with 

the thickening of the boundary layer due to injection. Furthermore, the streaks 

in the porous region appear to be a�ected by narrow inclined disturbances. 

These disturbances appear to be associated to a system of small-wavelength 

445 pressure waves (as evident from the close-up in �gure 13b) originating along 
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the midspan axis, which travel both towards the positive and the negative z 

coordinates at the local Mach angle. 

The system of pressure waves, which appear to be responsible for the rapid 

nonlinear growth of the streaks, may have di�erent causes. One possibility may 

450 be represented by an early excitation of an unstable mode along the porous 

injection surface. However, the potential e�ect associated with the solid spheres 

of the porous layer should be taken into consideration. In particular, the size 

of the spheres can have an important inuence on the local ow features above 

the porous surface, and, in the present case, might have played a role in the 

455 nonlinear growth of the unstable disturbances. If this is the case, it would 

represent an important limit on the multi-scale approach, however we note that 

the wavelength of the pressure waves is approximately 1 mm (for example, it is 

0.954 mm if we consider the �rst two wave fronts from the left in �gure 13b), 

whereas the pore spacing/wavelength is 0.48 mm (taken as the distance between 

460 two adjacent sphere centres), which is half the wavelength of the pressure waves. 

This suggests that the pressure waves are an excited feature associated with 

a subharmonic of the pore spacing, rather than a direct consequence of the 

individual pores. These waves do not appear to be local �rst or second unstable 

mode waves. The streamwise wavelength of the most unstable mode at this 

465 location (imposed as forcing within the boundary layer), which was found to be 

a 3D �rst mode, is about 31 mm, whereas the wavelength of the least stable 

local 2D second mode was found approximately equal to 6 mm, hence still much 

higher than the wavelength of the observed pressure waves. 

26 



(a) pressure �eld 

(b) Close-up on porous surface 

Figure 13: Pressure �eld (a) and close-up on the porous surface with grey-scale (b). Top view 

Figure 14 shows the near-wall streamwise-velocity streaky structures formed 

470 in the downstream transition region, whereas �gure 15 shows patterns of the 

transition process at the height y = 1 within the boundary layer, for streamwise 

velocity, temperature and Schlieren image. A violent and rapid transition pro-

cess is observed, which occurs through nonlinear breakdown of the side streaks 

�rst (downstream of x = 70), followed by breakdown and �nal fragmentation of 

475 the main mushroom-structure along the midspan axis, downstream of x = 100. 

Figure 16 shows a Schlieren 3D view, on di�erent cross-sections along the 

streamwise direction. The streamwise evolution of the early vortical structures 

and the main mushroom structure can be observed, along with their downstream 

fragmentation and randomisation leading to a turbulent state. 

Figure 14: Near-wall streamwise velocity. Top view 
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(a) u 

(b) T 

(c) Schlieren 

Figure 15: Streamwise velocity (a), temperature (b), and Schlieren at y = 1. Top view 

Figure 16: 3D view of Schlieren 

5.2. E�ect on cooling performance and comparison with slot injection 

We analyse the cooling performance in terms of the coolant distribution 

within the boundary layer, the near-wall temperature and the cooling e�ective-

ness on the wall. Figure 17 shows the coolant concentration on the xy-plane 

at z = 0, i.e. at the midspan location. As can be seen, the coolant concen-
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485 tration is maximum within the porous layer and in the immediate outer region 

downstream. Then, the coolant concentration reduces locally, and simultaneous 

mixing occurs between coolant and boundary-layer uid, which is enhanced in 

the turbulent region. Downstream of x = 100 the coolant is seen to spread 

rapidly across the boundary-layer thickness due to the turbulent mixing, dis-

490 tributing in the smaller-scale vortical structures further downstream. 

Figure 17: Coolant concentration in the xy -plane at z = 0 

Figure 18 shows a comparison between the porous injection and the slot in-

jection case shown in [37], corresponding to the lowest experimental slot blowing 

ratio (Fslots = 0:045) considered in [36], relative to the coolant concentration at 

the height y = 1 within the boundary layer. 

495 In [37] numerical results for the wall heat ux were compared to the corre-

sponding experimental data at a speci�c sensor location for di�erent blowing 

ratios. The comparison showed a good agreement between numerical and ex-

perimental results for all the blowing ratios when disturbances of moderate am-

plitude (order of 10�3 ) are introduced within the boundary layer, corresponding 

500 to a perturbed state (not yet transitional) of the boundary layer. In the present 

work, in contrast, we are considering higher amplitude disturbances, which in-

duce early transition to turbulence, in order to predict the e�ect of porous 

injection on the transition process and the resulting cooling performance. 

The simulated slot injection and porous injection cases have a di�erent blow-

505 ing ratio condition, but are, in contrast, comparable with respect to the total 

mass discharge rate over the entire injecting area (d = �UA inj ). The latter 

is obtained from the simulations as the product between the average blowing 

ratio over the blowing surface and the e�ective injecting area. Similar values of 

the mass ow discharge, namely dslots = 0:173 and dporous = 0:144, have been 
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510 obtained for the slot and porous injection cases respectively. 

The same disturbance �eld is imposed for the porous and the slot injection 

cases. As mentioned in section 5.1, the porous injection, even if at a low blowing 

ratio, provides a more rapid transition mechanism, which can be observed from 

the higher degree of fragmentation and randomisation shown by the patterns of 

515 the coolant concentration for the porous injection. In addition, as a result of 

an enhanced turbulent mixing, a higher concentration of coolant is observed for 

the porous injection case along the whole domain (�gure 18), which shows the 

imprint of the ow structures generated downstream of the injection location. 

(a) porous injection 

(b) slot injection 

Figure 18: Coolant concentration at the height y = 1 for porous (a) and slot (b) injection. 

Top view 

The signi�cant e�ect of porous injection on the transition mechanism is 

represented in �gure 19, in which the Stanton number pro�les, averaged in 

both the spanwise direction and time, are shown for the di�erent cases of no 

injection, slot injection and porous injection. The Stanton number, i.e. the 

nondimensional surface heat ux, is de�ned as 

� qwSt = ; (26)
� � � (T � � T � 1 U� )1 cp aw w

� �in which q is the dimensional wall heat ux and T is the adiabatic wall tem-w aw 

perature. The Stanton number pro�les in �gure 19 have been plotted together 

with the reference model pro�les for a laminar and a turbulent boundary layer 

(represented by the blue and red dashed lines, respectively), which have been 
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computed using Van Driest's correlations [27, 38]. 

We can observe di�erent interesting features in three separate regions, namely 

525 an early region just downstream of the injection location, x > 65, an intermedi-

ate region between x = 80 and x = 110, and a downstream region for x > 110. 

In the early region, the trends for the injection cases show a lower heat ux 

with a much sharper rate of increase, compared to the case without injection. 

This is consistent with the fact that this is the immediate region downstream of 

530 the cooling injection, hence the cooling e�ect is a maximum, resulting in a sup-

pression of the heat transfer rate. The sharper increase of the wall heat ux is 

representative of a faster early transition process associated with boundary-layer 

injection. In particular, the porous injection case shows the highest gradient of 

the Stanton number, which crosses the laminar model at approximately x = 70 

535 and reaches a peak higher than the other cases at x = 80, hence demonstrating 

that porous injection enhances the transition process. 

In the intermediate region, we can observe that all the curves collapse ap-

proximately to the same value, and increase with a similar rate, meaning that 

transition is proceeding at about the same rate for all the cases. This, in turn, 

540 suggests that the transition process determines the wall heat transfer rate in 

this region, rather than the presence of coolant within the boundary layer. 

Finally, in the downstream region, we observe that the curve for the porous 

injection case separates from the other cases, and shows a much sharper decrease 

rate until it approaches the laminar model just downstream of x = 150. This is 

545 representative of the fact that turbulent mixing dominates in this region, and 

is enhanced for the porous injection case, thus resulting in a signi�cant increase 

of the wall cooling performance, compared to the other cases. Hence, these 

results demonstrate that an enhanced turbulent mixing, in the boundary layer 

with porous injection, provides a suppression of the wall heat ux following 

550 transition. 
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555 

Figure 19: Stanton number along the streamwise direction, averaged both in time and in the 

spanwise direction 

Finally, to quantify the bene�cial e�ects of porous injection with respect to 

slot injection on the cooling performance, the curves of the spanwise-averaged 

and time-averaged cooling e�ectiveness along the midspan axis are shown in 

�gure 20 for the above mentioned cases. The cooling e�ectiveness is computed 

through the formula relative to the case of an isothermal wall, 

qw;c � = 1 � ; (27) 
qw;nc 

where qw;c and qw;nc represent the wall heat ux with and without cooling 

respectively. 

As can be seen from �gure 20, the porous injection case provide values of 

the cooling e�ectiveness signi�cantly higher than the slot injection case in the 
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560 turbulent mixing region, consistent with the results for the Stanton number. 

In particular, it can be seen that the overall trend of the cooling e�ectiveness, 

for both cases, is �rst decreasing, starting from the inital values of 0.3 and 

0.4 (for porous and slot injection, respectively) reached just downstream of 

the injection location, and then increasing further downstream. This is due 

565 to the transition process, which is nullifying the cooling e�ects in the early 

region, consistent with the increase of the Stanton number trends shown in 

�gure 19. The cooling e�ectiveness, for both cases, crosses the zero value and 

assumes negative values in the above-mentioned intermediate region (with a 

minimum of approximately -0.1), where the transition process determines the 

570 wall heat transfer rate, producing the aeroheating e�ect (hence negative cooling 

e�ectiveness). Then, in the downstream region, where the turbulent mixing 

e�ect dominates, the cooling e�ectiveness shows a sharp increase for both cases, 

with the highest rate and maximum value (� � 0:6) observed for the porous 

injection case. 
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Figure 20: Cooling e�ectiveness along the streamwise direction, averaged both in time and in 

the spanwise direction 

575 In conclusion, we have seen that inserting high-amplitude disturbances asso-

ciated with the most unstable 3D �rst mode waves into the boundary layer with 

porous injection has a strong e�ect on both the transition process and the wall 

cooling performance. A rapid transition process of the �rst mode, with evidence 

of nonlinear secondary instabilities and streak breakdown, has been observed, 

580 which results in a higher cooling e�ectiveness, associated with a more e�cient 

turbulent mixing in the downstream region. However, it should be mentioned 

that these results are associated with a high amplitude (order of 10�2 ) of the 

imposed boundary-layer disturbances, hence to the presence of nonlinear e�ects. 

In order to assess the e�ect of porous injection on the growth of boundary-layer 

585 instabilities and the resulting cooling performance on the plate surface in a lin-

ear regime, it would be necessary to simulate disturbance amplitudes of lower 

order of magnitude. Future studies based on di�erent amplitudes of the forcing 

disturbances, carried out over a broad range of blowing ratios, would provide a 
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full spectrum of the e�ect of porous injection on boundary-layer stability and 

590 transition, as well as on the associated cooling performance, which is very im-

portant for the assessment of transpiration cooling systems in hypersonic ows. 

6. Conclusion 

The present work has presented and assessed a mesoscopic modelling ap-

proach designed for the prediction of an equivalent Darcy-Forchheimer behaviour, 

595 in the context of the ow through a porous medium, that mimics a real porous 

material sample through a porous layer with higher inner pore length scales. The 

aim of this methodology is to enable cost-e�cient direct numerical simulations 

of injection through a porous structure in a hypersonic ow for transpiration 

cooling applications. The simulations have been based on experiments carried 

600 out in a hypersonic wind tunnel at Mach 5, with air injection through a sample 

of porous UHTC material, with a porosity of 42 %, and an inner pore length 

scale of the order of 1 to 4 �m. 

The methodology, based on former computational studies, has been extended 

to incorporate a rescaling of the pore size from the realistic micrometer length 

605 scales to higher and more a�ordable length scales, imposing the aerodynamic 

similarity between di�erent cases with the same porosity and the same char-

acteristic Reynolds number Rec. Results of simulations carried out for higher 

cylinder diameters, namely 24 �m, 48 �m and 96 �m, have shown that, by 

keeping constant the characteristic Reynolds number Rec, and by opportunely 

610 rescaling the pressure drop with the imposed pore size L through a derived for-

mula, an equivalent Darcy-Forchheimer behaviour to the reference experimental 

microstructure can be obtained. 

The porous layer approach with staggered spheres has been applied to a 3D 

large domain case of porous injection over a at plate, to study the transition 

615 mechanism and the cooling performance in comparison with a reference case 

of slot injection. Results of the direct numerical simulations have shown that 

porous injection leads to a more rapid transition to turbulence, compared to 
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slot injection. These pressure waves, which are of larger scale than the spheres 

representing the porous surface, promote nonlinear breakdown of the streaks via 

620 generation of secondary instabilities. The more rapid transition process observed 

for the porous injection case, in turn, enhances the turbulent mixing and a higher 

distribution of the coolant within the boundary layer. This has the bene�cial 

e�ect of increasing the cooling performance by reducing the temperature near 

the wall, which provides a higher cooling e�ectiveness, compared to the slot 

625 injection case. 
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