Sheffield
Hallam
University

"oy
$H%% & ' &' '&(%)*+,-%
& & $ & &
$& | &0
11212"
$ 3 $$ & &
& & $ 00 $ 3 48

5& 5 0 6+#*26,)1'

$H%N% & ' & '&(%

SH%% & ' &' '&(



http://shura.shu.ac.uk/
http://shura.shu.ac.uk/information.html

A MesoscopidModelling Approach for Direct Numerical
Simulations of Transition to Turbulence in Hypersonic
Flow with Transpiration Cooling

Adriano Cerminara?, Ralf Deiterding®, Neil Sandhan?

aFaculty of Science and Engineering, Telford Innovation Campus, University of
Wolverhampton Telford TF2 9NT, United Kingdom

bAerodynamic and Flight mechanics Research Group, University of Southampton,
Southampton, Hampshire, SO17 1BJ, United Kingdom

Abstract

A rescaling methodology is developedfor high- delity, cost-e cient direct
numerical simulations (DNS) of ow through porous media, modelled at meso-
scopic scale, in a hypersonic freestream. The simulations consider a Mach 5
hypersonic ow overa at plate with coolant injection from a porous layer with
42 % porosity. The porouslayer is designedusing a con guration studied in the
literature, consisting of a staggeredarrangementof cylinder/sphere elements. A
characteristic Reynolds number Re; of the ow in a pore cell unit is rst used
to imposeaerodynamicsimilarity betweendi erent porouslayerswith the same
porosity, , but di erent poresize. A relation betweenthe pressuredrop and the
Reynolds number is derived to allow a controlled rescalingof the pore sizefrom
the realistic micrometre scalesto higher and more a ordable scales.Results of
simulations carried out for higher cylinder diameters, namely 24 m, 48 m and
96 m, demonstratethat an equivalent Darcy-Forchheimer behaviour to the ref-
erenceexperimental microstructure is obtained at the di erent pore sizes. The
approach of a porous layer with staggeredspheresis applied to a 3D domain
caseof porous injection in the Darcy limit over a at plate, to study the tran-

sition mechanismand the associatedcooling performance,in comparison with
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a referencecaseof slot injection. Results of the direct numerical simulations
showthat porousinjection in an unstable boundary layer leadsto a more rapid
transition process,comparedto slot injection. On the other hand, the mixing
of coolant within the boundary layer is enhancedin the porous injection case,
both in the immediate outer region of the porous layer and in the turbulent
region. This hasthe bene cial e ect of increasingthe cooling performance by
reducing the temperature near the wall, which provides a higher cooling e ec-
tiveness, comparedto the slot injection case,evenwith an earlier transition to
turbulence.

Keywords: Hypersonic ow, boundary-layer stability, wall cooling

1. Introduction

In hypersonic ows, where aerodynamic heating compromisesthe vehicle
structural integrity, the Im cooling technique [Z, (2] can suppressthe surface
heat ux. In this technique, coolant is injected into the hot boundary layer
to form a thin Im of cold uid adjacent to the wall. We can distinguish two
di erent injection strategies, namely e usion cooling [3, [4], in which injection
occursthrough localisedholes,and transpiration cooling [5,[6], in which coolant
transpires more uniformly through the surface of a porous coating. Due to
the enhancedheat exchangeoccurring between the coolant and the structure
through the multiple poresof micrometre dimension [6], transpiration cooling
systemsare potentially an e cient solution to overcomethe aerodynamic heat-
ing.

In a supersonic-hypersonicow, however,the wall cooling requirement com-
bineswith the requirement of increasingthe laminar run of the boundary layer,
i.e. delaying transition. For this reason,injection through two-dimensional slots
is in generalpreferred, asit reducesthe 3D e ects associatedwith hole injection
[7,18,19]. This suggeststhat in-depth investigation of the injection characteris-
tics from a porous surfaceis neededto assesghe e ect of transpiration cooling

systemson the transition mechanismand their suitability for the hypersonic
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ight.

Direct numerical simulations (DNS) representa very powerful tool for cap-
turing small-scale ow details that would be otherwise very di cult to observe
and measure experimentally. On the other hand, accurate resolution of the
intricate ow details in the porous region is a key requirement for a reliable
assessmenbf transpiration cooling systems. This requires numerical simula-
tions to be independent from simplied theoretical or empirical models that
accountonly for a limited number of parametersand are in generalconstrained
to speci ¢ con gurations and ow conditions.

In the context of the classictheory of Darcy-Forchheimer ow through porous
media, severalmodelswere developed,mostly overthe rst half of the twentieth
century, providing a good correlation with experiments at relatively low granu-
lar Reynoldsnumbers(i.e. Rey, the Reynoldsnumber basedon the particle size,
lower than 150), hencein the laminar ow range. For example,amongthe mod-
elsavailable in the literature describingthe Darcy-Forchheimer drag imposedon
the ow through a porous material, Ergun's empirical model [10], developedin
1949, is known to provide good results for certain geometrical microstructures
of the porous layer, i.e. for granular media as in the caseof packed beds of
spheres,and dependenton the range of porosities. The coe cients de ned in
the model change,in general,whendi erent geometriesare considered. Another
factor in uencing the accuracy of the model is the roughnessof the solid parti-
cles, as shown by Macdonald et al. [11], in their revision of Ergun's equation.
Several correlations between pressuredrop and ow rate have beendeveloped
by di erent authors, which mostly di er in terms of the coe cients provided to
weight the two contributes of the friction drag and the pressuredrag, namely
the Darcy and the Forchheimer drag respectively. A comprehensivelist of the
correlation modelsis provided by Erdim et al.[12], who also specify a Reynolds
number range of application of Ergun's model [I0]. Sincethe late 1970's, at-
tempts have been made to develop models suitable for turbulent ow, i.e. for
high granular Reynolds numbers (e.g. Reyq > 300), basedon spaceand time

averaging of the governing equations. Someof theseturbulent modelsand their
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following optimisations can be found in [13,[14,/15,[186,17,18,19].

The diculty in deriving a universal model of the pressuredrop - ow rate
correlation stands mainly in the description of the permeability (K) of the
interior material structure. The well-known permeability model developedin
1927 by Kozeny [20] correlates the permeability to the porosity () and to the
speci ¢ surfacearea per unit volume of the pores(S) through a dimensionless
constant (¢p) called Kozeny constant. Even if the porosity is known for a given
porous sample,an accurate estimation of the pore surfaceareais in generalvery
di cult, especiallyfor complex pore geometries. Moreover, although a value of
1/5 is generally consideredfor the Kozeny constant, it is not universal, and will
changefor poreswith di erent geometricalcharacteristics. A numerical study of
the Kozeny constant for random packings of spheresas well asfor a soil sample
can be found in [21], in which it is shownthat the Kozeny constant varies with
the sphereradius.

The Kozeny model was then modi ed by Carman [22], who introduced the
dependenceon the averagepath length of the streamlinesthrough the porous
layer, i.e. the tortuosity. However, it is not simple to measurethe tortuosity of
a material and there is no universal law that givesthe correct tortuosity given
a material with certain properties. A numerical study aimed at evaluating the
dependenceof the tortuosity from the porosity was given by Matyka et al. [23],
in which the authors tted their numerically obtained data at di erent porosities
to four di erent tortuosity-porosity modelsprovided by other authors, eachone
dependenton an adjustable parameter.

Hencethe modelling of the pressuredrop - ow rate relation through a porous
structure is challenging and imposesimportant limitations on the applicability
of studies using simplied models. On the other hand, the main challenges
associatedwith the direct simulation approach (i.e. resolvingthe ow through
the porous layer) can be summarisedasi) the diculty of reproducing in the
computational meshthe exactinternal geometry, and ii) the computational cost
associatedto the small micrometer scalesof the interior pores,in particular in

the caseof direct numerical simulations.
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In the caseof uniformly distributed internal porous structure, e.g. random
packagingsof spheres,a simpli cation of the computational domain is possible
by identifying a main geometrical pattern which can be repeated periodically
within the domain. In this fashion, di erent computational studies [24, 25, [26]
have shownthat an arrangement of staggeredcylinders with constant radius in
two-dimensional (2D) simulations providesin generalgoodresults in agreement
with the empirical Ergun model over a wide range of porosities. In the work of
Leeand Yang [25], in particular, the authors adopt a numerical model of a single
pore cellin virtue of the periodicity of the ow inside a regular bank of staggered
cylinders, and obtain results in a very good agreementwith Ergun's model for a
wide range of granular Reynolds numbers and for di erent porosities. However,
the challengeassociatedwith the micrometer pore dimensionwith regardsto the
computational e ciency still remains,in particular for system-levelsimulations
aimed at representing a full-scale experimental con guration or in-ight test.

The objective of our study is to present and assessa methodology based
on Lee and Yang's approach [25] which allows simulations of the ow through
porous media, modelled at mesoscopicscale,in a hypersonic freestream. The
aim of this mesoscopianodelling approachis to mimic the Darcy-Forchheimer
behaviour of a real experimental porous material, characterisedby very small
pore length scales,by means of a porous layer with signi cantly higher pore
scalesthat develop an equivalent Darcy-Forchheimer drag. Our approach is
basedon the derivation of a simple relation for the pressuredrop as a function
of a characteristic Reynolds number, which enablesa controlled rescalingof the
pore size such to obtain an equivalent Darcy-Forchheimer behaviour. Firstly,
the e ect of dierent pore sizesis assessedjn consideration of the internal
Darcy-Forchheimer behaviour of the porouslayer, through a comparative study
betweendi erent local con gurations. Then, considering ow through layers of
spheresin the Darcy limit, a simulation is carried out in a large con guration,
to investigate the boundary-layer transition patterns at a given blowing ratio,
representative of a real experimental case. The results for the transition mech-

anism are then comparedto a corresponding case of injection through slots,
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to evaluate the di erence in the transition mechanismand associatedcooling
performance betweenslot Im cooling and transpiration cooling in hypersonic

ow.

2. Numerical method

2.1. Governing equations
The system of the three-dimensional dimensionlessgoverning equations for
compressible multispecies ows, written in conservation form, under the as-

sumption of constant speci ¢ heats, is given in Cartesian coordinatesas

@, @y _,.
0+ S0, (1)
@u,@uy_ @p 10 )
@ E+ @E +¢t U _ 1 Q @
1 @ X @¢ . 1 @ju |
"Ressex © . @x®' Re @
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Theterms , u, v, w and E and Y are the conservative variables of
the system of equations, where is the density, u, v and w are the velocity
componentsrespectivelyin the x-, y- and z-directions, E is the total energyper
unit mass, Yy is the massfraction of the k-species,and the terms p, T, j , and
are respectively the pressure,temperature, viscous stresstensor components
and dynamic viscosity. The physical variables are normalised through their
freestream referencevalues, except for the pressure,which is normalised with
the term ; U2, and the energy,which is normalisedwith U;?> . The superscript
() is usedto denote dimensional values. The characteristic length is taken

as the boundary-layer displacementthickness ( ) of the similarity solution at
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the inow. The characteristic uid dynamic time is =U; ). The terms Re,
Pr, Sc, M, and are respectively the Reynolds, Prandtl, Schmidt and Mach
numbers, and the ratio of specic heats( = ¢,; =G.; ) in the freestream,i.e.
the dimensionlessparameters of the ow. The Reynolds number is de ned as
Re= (4 U; )= 4 ;the Prandtl numberis setto 0.72,and is equalto 1.4,
asthe freestreamgasis air. The Schmidt number is de ned in terms of the mass
diusivity asSc= 4 =(, D; ). Wilke's rule is usedto expressthe dynamic
viscosity of the mixture, asdescribedin [27], and a power law is usedto evaluate
the single speciesviscosity. The thermal conductivity is then expressedn terms
of the speciesviscosity, Prandtl number, speci ¢ heat and mole fraction of the

k-species(X ) through the following formula,

X Xk k Cpik
- P Prg . (5)

‘ Xk

with the term |, de ned asin [27]. All the transport properties usedin the
presentwork are relative to a binary mixture and can be found in [8, [27, 28].

The system of the governing equations is closed by the relation for the total

energy,
1 1 5. .2 2
= + = + + :
E v SC T 5 us+ v+ we (6)
and by the equation of state,
1
p= M2 RT : (7

The speci ¢ heats at constant volume and pressure,namely ¢, and ¢, respec-
tively, aswell asthe gasconstant R, represent mixture properties, which are

given as [8]

Cv = YiCy1 + YaCy2 (8)

Cp = Y1Cp1 + Y2Cp2 ; 9)
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and
R=¢ o: (20)

It should be mentioned that the normalisation factor for the mixture gascon-
stant and speci c heats is the freestreamreferencevalue, i.e. the air gascon-
stant, R; = 287:058J/(Kg K). The method wasvalidated againstthe numerical
results of Keller et al. [8] for air-into-air injection and CO,-into-air injection
over a slotted at plate at Mach 2, obtaining a very good agreementfor both

casesasreported in [37].

2.2. Numerical scheme

The nite-volume method used to solve numerically the governing equa-
tions consistsof a 6™ -order central di erencing (CD) schemein spacefor both
inviscid and viscous uxes, combinedwith a 6" -order weighted-essentially-non-
oscillatory (WENO) schemefor shock capturing, alongwith a 3" -order Runge-
Kutta method for time integration. The so-called WENO-CD schemeis pro-
vided with a switch function that turns on/o the shock-capturing schemeat
discontinuities and in smooth ow regions, respectively, and has beenvalidated
over the past yearsfor severaltypes of compressiblehigh speed ow con gura-
tions [29,130,131, 132,33, 34].

The switch function is basedon the approximate solution of the left and
right statesof a Riemann problem at eachcell interface through Roe'saveraged
state, in order to locally detect the presenceand orientation of shocksor steep
rarefaction waves. Then, in the points where such a strong wave is found,
the WENO schemeis applied, which provides numerical stability. In order to
selectonly strong waves, while neglecting the weak ones,the method applies a
threshold value to Liu's entropy condition, which is usedto recognisethe type of
wavesassociatedwith the characteristic speedsof the left and right states [31].
In particular, the dierence of the eigenvaluesu a betweenthe left and the
right states needsto be higher than the imposedthreshold value ( i, =a) for a
wave to be consideredstrong enoughto require the WENO method. Moreover,

to increasethe e ciency of the switching function, namely to minimise the use
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of the more computationally expensive WENO scheme(compared to the base
central scheme),another threshold value is applied on a function basedon the

pressuregradient betweentwo adjacent points, de ned as

2
( i)_ (1+ i)21 (11)
with
;= Pus Bl (12)
JPi+x1 + Pi)

through which the WENO method is allowed only in the high pressuregradient
regions, where the function ( ;) is abovethe threshold value.

The codeis alsoprovided with a structured adaptive meshre nement (SAMR)
method, which enableshigh-resolution in the small length scalesof the pore re-
gion. This technique, describedin [35], allows consecutivehigher grid re nement
levelsto be dynamically addedin the high-gradient ow regionsin a patch-wise
fashion, thus providing higher numerical stability and solution accuracyin the

ow eld aswell as minimising the computational cost.

3. Flow conditions, settings and grid study

The freestreamconditions correspondto M = 5, Re= 12600,T, = 76:6K,
and the wall temperature is xed to the room temperature, T,, = 290K. These
conditions replicate the freestream conditions of the experimental campaign
carried out at Oxford University on Ultra High Temperature Ceramic (UHTC)
porous samples|[36]. These sampleshave an inner pore scalewithin 1 4 m,
which is computationally una ordable to be resolvedwith DNS. For this reason,
a meso-scaleapproach, basedon spherical elements, is used for the simulation
of the porous structure.

An initial local 2D at-plate domain is usedto perform preliminary simu-
lations aimed at verifying the grid requirements within the porous layer. The
computational domain and the correspondingmeshare shownin gure [1, with
the initial streamwise velocity eld plotted in gure [fa. As can be seen,the

porouslayer is simulated with a nondimensionalthicknessof 1.2 and a length of
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1. It consistsof equally-spacedcircular elements(2D cylinders) with a radius of
r = 0:078(correspondingto 78 m), representingthe solid particles, regularly
distributed in a staggeredarrangement. A 45 inclination angle is formed be-
tween two adjacent staggeredcylinder centresat two di erent y locations. This
con guration correspondsto a porosity of 42 %, which is representative of the
real material porosity in the experiments of [36].

The basegrid sizeisNy Ny = 50 126,and the domain sizesin the stream-
wiseand vertical directionsareLy = 5and Ly = 10:5,respectively,including the
porous layer thickness. Thesegrid and domain size settings provide cell sizesin
the coarse(base) grid levelof x =0:1and y =0:083. The ow is initialised
with the laminar boundary layer from the similarity solution. At the in ow
boundary, an extrapolation boundary condition is usedin the subsonicregion
of the boundary layer, in which the physical quantities are updated through the
value of the pressuretaken in the next interior cell, to accountfor subsonicfeed-
back from the ow downstream. At the outlet, an out ow boundary condition
(of zero-gradient) is applied, in which the quantities in the last interior cellsare
copied in the adjacent ghost cells. This is also used at the top boundary. A
no-slip adiabatic condition is imposedat the plate wall, and a plenum condition
at the bottom boundary (y = 2). The plenum boundary condition consistsin
imposing the stagnation pressure(pp) and stagnation temperature (Tp) at the
bottom boundary, to simulate the presenceof a underneath plenum chamber
that drives vertical uid motion in the porous layer. For the presenttest case,
the plenum pressureand temperature were setto pp = 1:5p; , and To = Ty.
Thus, a pressureratio of 1.5 is imposed betweenthe plenum chamber and the

wall to generatethe injection ow.

10
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Figure 1: Computational domain, streamwise velocity u plotted (a), and corresponding mesh

(b)

In gure [Ib the dierent AMR levels and their localised position within
the domain can be seen. Five overall levels are present, with the ner being
concentrated in the region of the pores. Each ner level is embeddedin the
next coarserone. This arrangement of the AMR levels allow the ow features

within the porous layer to be captured with optimised computational cost.

1520 x 2.5 3.0 35 15 20X25 30 35

(a) pressure eld (b) vertical velocity (v) eld

Figure 2: Instantaneous pressure eld (a), and vertical velocity eld (b)

11
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In gure [2 qualitative instantaneous results for the pressure eld and the
vertical velocity eld in the porous layer are shown at the simulation time t =
20. The pressurein all the volume underneath the porous layer (representing
the plenum chamber) reachesa uniform constant value equal to py, whereasa
linear pressuredrop ( p= po p1 ) forms acrossthe porous layer thickness.
The vertical velocity eld showslocal peaksof the vertical velocity at the pore
contractions, i.e. at the points of minimum distance betweentwo adjacent solid
particles.

Figureshowsthe solution sensitivity of the blowing ratio (i.e. F = V jiy )
at the porous layer surface (y = 0) to dierent AMR levels, namely four, ve
and six levels. Results show that a good agreementbetweenthe di erent grid
levelsis obtained for the blowing ratio. The grid with six levels, however, shows
better details at the curve in ection points locatedat v = 0 in the shearlayer

of the vertical velocity formed just downstream of eachinjection jet.
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Figure 3: Grid study, on a small porous layer sample, for dierent AMR levels based on the
blowing ratio at the surface of the porous layer (y = 0)

4. Mesoscopic modelling of porous material

The aim of this section is to design a porous structure that mimics the
Darcy-Forchheimer behaviour of the real material, but at considerably higher
interior length scales.In order to achievethis we rst follow the computational

approach described by [25] for a bed of staggeredcylinders, then we derive a

12
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relation for the pressuredrop that allows rescalingof the pore length scalewhile

maintaining the sameDarcy-Forchheimer behaviour.

4.1. Assessmentof Lee and Yang's computational approach

The relation that providesthe ow rate through a porous medium given a
certain pressuredrop acrossits thickness is the so called Darcy-Forchheimer

relation,

L=(u+cuz; (13)

in which is the thickness of the porous layer, K is the material permeability,
U is the super cial velocity averagedthrough the porous layer, and C is a
constant known as Forchheimer constant. Equation [13 can be applied over the
full thicknessof a porous layer, aswell as on a single pore cell, provided we use
the pressuredrop acrossa pore-cell unit thickness.

Let us considera 2D porous layer with periodic cell elementsmodelled as a
regular distribution of equal-radiuscylinders in a staggeredposition, asthe face
centred structure sketchedin gure [4g. As suggestedby Lee and Yang[25], due
to the geometrical periodicity, the dimensionlesssteady state solution of the
ow eld betweentwo adjacent particles along the diagonal (normalised with
the pressuredrop betweenthe cylinders) in the face centred structure is the
samefor the other squarequarters. Hence,the referenceperiodic uid-dynamic
domain reducesto a single quarter of the face-centredstructure, as shown in

gure [4b], which can be de ned as a pore cell unit.

13
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(a) face centred arrange- (b) periodic pore cell unit

ment

Figure 4: Face centred cylinder arrangement (a), and pore cell unit (b)

In gure [4b the referenceperiodic ow pattern is sketched,where L is the
distance betweenthe two staggeredcylinder centres,D is the cylinder diameter,
and p_ isthe pressuredrop acrossthe unit cell. The latter, in turn, is equalfor
all the unit cells, asthe pressuredrop acrossthe whole thickness of the porous
layerislinear. The unit-cell pressuredrop p | canthen be usedascharacteristic
guantity to normalise the system of governing equations. Such a con guration,
along with the 3D corresponding con guration of staggeredspheresin a 3D
domain, has been demonstrated [25, 24, [26] to provide consistent results with
experimentsand empirical models[10] of ow through poroussamplesfor a wide
range of Reynolds numbers.

The characteristic length in the referencesystem of the unit pore cell is L.
The force per unit areathat drivesthe ow through the pore cell is the pressure
drop p L. We can then de ne a characteristic uid-dynamic velocity U, for
this ow, which is linked to the pressuredrop as

S

U= PL. (14)

where is the density of the ow in the pore cell. In the sameway, we de ne

the Reynolds number basedon the characteristic velocity as

Rec = el ; (15)

14
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where isthe ow viscosity in the pore cell. When assigninga porosity level (),
the ratio D=L is automatically de ned. Hence,the two main nondimensional
parametersof the ow are Re. and the ratio D=L (i.e. the porosity ).

Let us consider now equation[13, which we rewrite for a single pore cell as

follows,

P L
L

Note that U is not equalto U, asU, representsa characteristic velocity, whereas

= _-U+CcU?: 16
< (16)
U is the averageof the velocity over the cell outlet plane. By introducing the
Reynolds number basedon the cylinder diameter,

D
Rey = v ; (17)

and the Forchheimer coe cient, F = CD, equation[1§ can be rearrangedas,

P L D2
— = —+ FRey —:
L K 4 D2

In the above equation, D?=K representsthe Darcy drag, and F Req represents

(18)

the Forchheimer drag. By following Lee and Yang's [25] approach, the sum
betweenthe Darcy and the Forchheimer drag, i.e. the Darcy-Forchheimer drag
(D F), canbe expressedas,
D2 ~ D 2U. _ D %1
?"' FRed —Rec f U—Rec f a,
in which the term q representsthe averagevelocity along the cell outlet plane

(19)

normalised with the characteristic velocity (g = U=U;), which can also be ex-
pressedin terms of the local velocity v(x) at a generic location x along the
surfaceas,
Z
117"
= —— vdx : 20
9= 0l (20)
A sketch of the velocity prole v(x) on the pore surfacecan be seenin gure [

15
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Figure 5: Sketch of the v(x) velocity prole on the pore surface

The normalised velocity on the pore cell surface, g, representsan output
from the numerical simulations, for each imposed Re; at a xed porosity .
Then, from each computed value of g, the correspondingvalue of Req can be

computed through the relation

D
L

By performing simulations in the above described dimensionlesssystem of

Rey = Re, q: (21)

the pore cell unit computational domain, Lee and Yang [25] reported results in
a good agreementwith Ergun's [10] empirical model for the Darcy-Forchheimer
drag (D F) at severalvalues of the Reynolds number Rey, over an extended
range of porosities.

We want to compare results from our simulations with the results given
in [25] at the same porosity (42 %), and at di erent Reynolds numbers. We
considera small periodic at-plate domain (Lx = 4 and Ly = 14) with a porous
layer made of ve rows of staggeredcylinders in the absenceof a hypersonic
crossow. The ow is initialised at rest in atmospheric conditions above the
surface (replicating room conditions in [36], with T; = 290K). The pressure
drop imposedthrough the porous layer is obtained asthe product betweenthe
pressuredrop through a pore-cellunit (p ) and the overall number of cells
acrossthe thickness. The unit cell pressuredrop is, in turn, obtained from
the experimental value measuredin [36], i.e. Pexp = (P =Py Jexp = 148:5,

assuminga linear decreaseof the pressurefrom the plenum condition pg to the

16
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surfacecondition p; , and applying the relation

L
PL=P exp— - (22)

In equation 22, L = 9:9 m is the pore-cell unit length and the reference
length in the simulations, correspondingto a cylinder radius of r =6 m, and

= 5mm is the thicknessof the porouslayer in the experiment [36]. A cell unit
pressuredrop of p | = 0:29 is obtained from equation . A ratio D=L =1:2
correspondsto the considered42 % porosity. The dimensional referencevalues
for pressureand density are ; =1:225kg/m3, andp; =1:013 10° Pa. The
corresponding dimensional characteristic velocity at the outlet of the porous
layer is then U, = P p =, = 154:85m/s. The velocity components are
normalised with this value.

The Reynolds number Re; is varied from Re; =5 to Re; = 200, to covera
relatively wide rangeof conditions. For eachReg, the Darcy-Forchheimerdrag is
evaluated from the solution and applying equations[19,[20, and [21. Simulations
are performed on a grid sizeN, Ny = 210 700with onegrid level.

Figure[6 showsresults for the vertical velocity eld at di erent valuesof Rec.
As can be seen,at Re. = 200an unsteady solution is obtained, asa result of the
Forchheimere ect being dominant at thesehigh valuesof the Reynoldsnumber.
The results of the validation study are shown in gure [7, where the trend of
the computed D F drag is plotted against di erent values of the Reynolds
number Rey. As can be seen,our numerical results are in a good agreement
with the computational results of Lee and Yang [25] over about the whole range

of Reynolds numbers.

17
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Figure 6: Instantaneous vertical velocity eld for the casewithout surface crossow, at dier-

ent Reynolds numbers
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Figure 7: Result for the D F drag at dierent Req

4.2. Equivalent D-F behaviourat di erent pore scales

310 We carried out di erent simulations with di erent cylinder diameters,namely
D = 12;24;48;96 m, correspondingto increasing sizesof the pore-cell unit,
with porosity xed to 42 % (i.e. D=L = 1:2). We considerthe ow conditions
describedin section[3 for a hypersoniccross ow abovethe porous surface. Fig-
ures[§ and [9 show computational domain and streamwisevelocity eld for the

a5 smallest pore-cell caseand the larger casesrespectively.
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Figure 8: Streamwise velocity eld (left) and close-up of y-momentum eld in the porous layer
(right), for the caseD = 12m

@b = (D = (¢ Db =
24 m 48 m 96 m

Figure 9: Periodic at plate domains with underneath porous layer of di erent particle diam-
eters. Streamwise velocity eld plotted

For the smallest pore-cell case(shownin gure , representative of the real
samplepore length scale,the pressuredrop was assignedfrom the experimental
value [36] as describedin section. A blowing ratio of 0.0019was computed

at the outlet edgeof the pore cells, which is very similar to the experimental
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value of 0.002in [36], which demonstratesthe validity of our numerical solution.
Moreover, from the ow conditions at the wall (i.e. at the outlet of the pore
cell), a characteristic velocity of U = 156:79m/s and a characteristic Reynolds
number of Re. = 1:67 are obtained. For the larger pore-cell casesthe pressure
drop wasrescaledusing a relation derived from equations[I4 and[15, which can

be expressedas

Re. 2

L

In equation[23, the pressuredrop changeswith the pore-cellsizeL, while the

pL= (23)

characteristic Reynolds number is maintained constant and equal to the value
obtained for the smallest pore-cellcase,i.e. Re; = 1:67, thus imposing dynamic
similarity betweenthe di erent cases.The aim of the present simulations is to
demonstrate that, by imposing dynamic similarity betweencaseswith di erent

pore-cell sizesthrough equation[23, an equivalent Darcy-Forchheimer drag can
be obtained for all the cases.This, in turn, is equivalent to obtaining the same
solution q for all the cases,accordingto equation[19.

From the numerical solution for each case,we compute q through equation
[20. The obtained values of q are shown in table [1 for all the cases. As can
be seen,a good agreementis obtained between the computed values of q for
the di erent pore-cell sizes. This is consistent with porous layers of di erent
pore scalesshowing the same Darcy-Forchheimer behaviour at the considered
Reynolds number, accordingto equation[19, and assessethe capabilities of our

mesoscopianodelling approach on the basis of equation [23.

D =12 m D =24m D =48 m D =96 m
q=38 10%® | =37 10°® |g=36 10° |g=3:8 10°

Table 1: Obtained numerical values for the velocity q
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5. Application to a spatially-developing ow with transition

We performed a large domain simulation representative of the UHTC exper-
imental caseof Hermann et al. [36] carried out at the lowest non-zero blowing
ratio (i.e. F =0:002). The simulations are intended to replicate the ow condi-
tions in the experimentsto study transpiration cooling capabilities in hypersonic
ows, which were describedin Section[3. The wall temperature is xed to the
room temperature, T,, = 290K. The freestreamconditions are reported in table
2.

M | Re_, (@/m) Ty (K) | ; (kg/m?) | p; (Pa)
5| 126 10° 76:6 0:07979 | 1:75 10°

Table 2: Obtained numerical values for the velocity q

The computational domain (shown in gure [10) is a 3D rectangular box of
dimensionsL, = 160,L, = 24, L, = 8, with all the length scalesnormalised
with the displacement thickness of the in ow similar boundary layer ( , = 1
mm). A grid sizeof Ny Ny, N, = 2000 300 100is usedfor the coarsest
level. Two overall grid levels are used, with the nest one active within the
porous layer. From the simulation results, y+ = ( vy P W= w)=w IS equal
to 1.28 at x = 60, then increasesas transition occurs up to approximately 3
downstream of x = 110. Since our focusis not resolving the fully developed
turbulent eld (further downstream of the domain out ow boundary), but the
early nonlinear growth and transition region, thesevaluesof y + suggestthat
the grid resolution is acceptablefor our purposes. The porous layer is designed
as a volume underneath the plate surface of thickness 0.5, streamwise length
of 10 and extending through the whole domain size in the spanwisedirection.
It is formed by three rows of spheresacrossthe thicknesswith nondimensional
radius r = 0:14, in a staggeredarrangement in both the x and z directions
creating a cubic-centred structure. The entry section of the porous layer is

placed at x = 55 from the inow. From the lower surface of the porous layer
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the computational domain extends further down up to y = 1:28 to simulate

the presenceof an underneath plenum chamber.

Figure 10: Sketch of computational domain

The plenum pressureimposedat the bottom boundary is pp = 1:3p; , which
allows matching the referenceexperimental blowing ratio of 0.002. It should be
mentionedthat this condition is no longer equivalent to matching the samechar-
acteristic Reynolds number Re., hencethe sameDarcy-Forchheimer behaviour
of the porous layer in the real experimental case,which was the objective of
section[4.3. This is evident by considering equation [21], and noting that when
the objective is matching, for a given porosity D=L, the characteristic Reynolds
number Re;, hencethe Darcy-Forchheimer drag by an equivalent solution g, as
was shownin section4.7, the granular Reynolds number Rey will also be main-
tained constant between two con gurations with dierent pore sizes. Hence,
from the de nition of granular Reynolds number (equation [17), the following
relation holds betweentwo caseswith di erent particle diameters when match-

ing the Darcy-Forchheimer behaviour,

UD jsman = UD jlarge . (24)

In other words, obtaining the sameDarcy-Forchheimer behaviour betweencases
with dierent pore size and same porosity is equivalent to maintain the total

mass ow dischargeper pore-cellunit constant. On the other hand, from equa-
tion [24it immediately resultsthat the blowing ratio U will bedi erent between
the di erent pore-scalecasesj.e. mimicking the interior Darcy-Forchheimer be-

haviour of the porous layer doesnot provide the same aerodynamic e ect on
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the external surfaceof the porous layer.

In contrast, the objective of the present sectionis to simulate the blowing
ratio of the experimental condition, through a con guration with a larger pore
size and same porosity, which results in di erent values of both granular and
characteristic Reynolds numbers between our simulated caseand the real ex-
perimental case,i.e. a dierent total mass ow discharge per pore-cell unit.
The Reynoldsnumber e ect of the porous layer on the external solution can, in
turn, be assumedas negligible for the consideredcase,as we are in the Darcy
ow limit.

Transition to turbulence is induced by imposing local boundary-layer dis-
turbances correspondingto the most unstable oblique rst modesfor the con-
sidered laminar boundary layer, found from a previous linear stability study
(LST) shownin [37]. In particular, the most unstable rst mode hasstreamwise
wavenumber = 0:2, spanwisewavenumber =0:78, and frequencyf = 12:5
kHz. The wavesare introduced through a blowing-suction model for the vertical

velocity on the wall, at the upstream streamwiselocation x = 10, as follows

vx; z;t) = Acos( mz+ m)cos[ (x Xo) 't + ], (25)
m=1

where m is the integer number representing the spanwisewave mode, M = 3
is the total number of oblique waves, A is the disturbance amplitude, ! is the
angular frequency, and the phaseanglesare setas , = = 0. The most
unstable obligue rst mode correspondsto m = 1. An amplitude of A =
2 10? isimposedto simulate noisy wind-tunnel conditions. The insertion of
the instability wavesallow to observethe sensitivity of the cooling performance
to the growth of the perturbations.

The results analysisis focussedon the transition patterns and in uence of the
porousinjection on transition, aswell ason the e ects on cooling performance.
Results are also comparedwith a correspondingcaseof slot injection, which are
shownin [37], in which a region of four equally-spacedinjecting slots in inserted

in place of the porous layer region at the samestreamwise position.
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5.1. Transition patterns and in uence of porous injection

We start by observingthe transition patterns in the near-wall vertical veloc-
ity eld shownin gure [I1. The surfaceof the porousregionis located between
x = 55and x = 65, and can be easily recognisedfrom the higher values of the
vertical velocity. A streaky structure is observedin the ow eld, which evolves
rapidly as passingthrough the porous layer initiating the transition process.
This, in turn, proceedsdownstream until turbulence is reached.

The details of the porous injection are shownin the close-upin gures [124
and [I26. As can be seen, the vertical velocity eld clearly shows the geo-
metrical patterns of the porous surfacein the injection region. Moreover, this
gure revealsthat smooth, gradually growing streaks are present upstream of
the porous injection region, whereasjust downstream of the porous region the
streaksappeardistorted and with higher amplitude, with evidenceof formation
of secondarystructures inducing the breakdown process. This is more evident
in gures [I2H and[124, which showvertical velocity within a smaller scalerange
and the streamwisevelocity, both in grey-scalein order to highlight details of
the smaller wavelength structures. In particular, gure [128 showsthe presence
of small-wavelength oscillations in the transversal direction of the side streaks,
in the regionx = 65 70, thus suggestinggeneration of secondaryinstabilities,
as well as formation of a large structure at the midspan, whereas gure
shows evidenceof streak bifurcation downstream of x = 70 with formation of

secondarystreaks.

Figure 11: Near-wall vertical velocity. Top view
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(a) v - porous injection pattern details

(b) v - details of downstream secondary structures

(c) u - details of downstream streak bifurcation

Figure 12: Close-up of near-wall vertical (a) and streamwise velocity (b) around the porous

region. Top view. Grey-scale contours are used to highlight small-scale patterns

Thus, results show that a rapid nonlinear breakdown processis initiated
from the porous injection region, whose sourcecan be found by observing the
associatedfeatures of the pressure eld within the porous region, as shown in

wo gure [I3. First, the start of the injection region correspondsto a pronounced
increaseof pressure,as a result of the viscousinteraction e ect associatedwith
the thickening of the boundary layer due to injection. Furthermore, the streaks
in the porous region appear to be a ected by narrow inclined disturbances.
These disturbances appear to be associatedto a system of small-wavelength

a5 pressurewaves (as evident from the close-upin gure ) originating along
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the midspan axis, which travel both towards the positive and the negative z
coordinatesat the local Mach angle.

The system of pressurewaves, which appearto be responsiblefor the rapid
nonlinear growth of the streaks, may have di erent causes.One possibility may
be representedby an early excitation of an unstable mode along the porous
injection surface. However,the potential e ect associatedwith the solid spheres
of the porous layer should be taken into consideration. In particular, the size
of the spherescan have an important in uence on the local ow featuresabove
the porous surface, and, in the present case, might have played a role in the
nonlinear growth of the unstable disturbances. If this is the case,it would
representan important limit on the multi-scale approach, howeverwe note that
the wavelength of the pressurewavesis approximately 1 mm (for example, it is
0.954mm if we considerthe rst two wave fronts from the left in gure ),
whereasthe pore spacing/wavelengthis 0.48mm (taken asthe distance between
two adjacent spherecentres), which is half the wavelength of the pressurewaves.
This suggeststhat the pressurewaves are an excited feature associatedwith
a subharmonic of the pore spacing, rather than a direct consequenceof the
individual pores. Thesewavesdo not appearto belocal rst or secondunstable
mode waves. The streamwise wavelength of the most unstable mode at this
location (imposed as forcing within the boundary layer), which wasfound to be
a 3D rst mode, is about 31 mm, whereasthe wavelength of the least stable
local 2D secondmodewasfound approximately equalto 6 mm, hencestill much

higher than the wavelength of the observedpressurewaves.
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(a) pressure eld

(b) Close-up on porous surface

Figure 13: Pressure eld (a) and close-up on the porous surface with grey-scale (b). Top view

Figure [14 showsthe near-wall streamwise-velocity streaky structures formed
in the downstream transition region, whereas gure [I§ shows patterns of the
transition processat the height y = 1 within the boundary layer, for streamwise
velocity, temperature and Schlierenimage. A violent and rapid transition pro-
cessis observed,which occursthrough nonlinear breakdown of the side streaks
rst (downstream of x = 70), followed by breakdownand nal fragmentation of
the main mushroom-structure along the midspan axis, downstream of x = 100.

Figure [1§ showsa Schlieren 3D view, on di erent cross-sectionsalong the
streamwisedirection. The streamwiseevolution of the early vortical structures
and the main mushroomstructure canbe observed,alongwith their downstream

fragmentation and randomisation leading to a turbulent state.

Figure 14: Near-wall streamwise velocity. Top view
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(c) Schlieren

Figure 15: Streamwise velocity (a), temperature (b), and Schlieren at y = 1. Top view

Figure 16: 3D view of Schlieren

5.2. E ect on cooling performance and comparison with slot injection

We analyse the cooling performance in terms of the coolant distribution
within the boundary layer, the near-wall temperature and the cooling e ective-
nesson the wall. Figure [I7 showsthe coolant concentration on the xy-plane

at z = 0, i.e. at the midspan location. As can be seen,the coolant concen-
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tration is maximum within the porous layer and in the immediate outer region
downstream. Then, the coolant concentration reduceslocally, and simultaneous
mixing occurs between coolant and boundary-layer uid, which is enhancedin
the turbulent region. Downstream of x = 100 the coolant is seento spread
rapidly acrossthe boundary-layer thickness due to the turbulent mixing, dis-

tributing in the smaller-scalevortical structures further downstream.

Figure 17: Coolant concentration in the xy-plane at z =0

Figure [I§ showsa comparisonbetweenthe porousinjection and the slot in-
jection caseshownin [37], correspondingto the lowest experimental slot blowing
ratio (Fsots = 0:045) consideredin [36], relative to the coolant concentration at
the height y = 1 within the boundary layer.

In [37] numerical results for the wall heat ux were comparedto the corre-
sponding experimental data at a speci ¢ sensorlocation for di erent blowing
ratios. The comparison showeda good agreementbetween numerical and ex-
perimental results for all the blowing ratios when disturbancesof moderate am-
plitude (order of 10° ) areintroduced within the boundary layer, corresponding
to a perturbed state (not yet transitional) of the boundary layer. In the present
work, in contrast, we are considering higher amplitude disturbances, which in-
duce early transition to turbulence, in order to predict the e ect of porous
injection on the transition processand the resulting cooling performance.

The simulated slot injection and porousinjection caseshavea di erent blow-
ing ratio condition, but are, in contrast, comparable with respectto the total
mass discharge rate over the entire injecting area (d = UAy ). The latter
is obtained from the simulations as the product between the averageblowing
ratio over the blowing surfaceand the e ective injecting area. Similar values of

the mass ow discharge,namely dgsjots = 0:173 and dporous = 0:144, have been
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obtained for the slot and porousinjection casesrespectively.

The samedisturbance eld is imposedfor the porous and the slot injection
cases.As mentioned in section5.1], the porousinjection, evenif at a low blowing
ratio, provides a more rapid transition mechanism,which can be observedfrom
the higher degreeof fragmentation and randomisation shown by the patterns of
the coolant concentration for the porous injection. In addition, as a result of
an enhancedturbulent mixing, a higher concentration of coolant is observedfor
the porous injection casealong the whole domain ( gure ), which showsthe

imprint of the ow structures generateddownstream of the injection location.

(a) porous injection

(b) slot injection

Figure 18: Coolant concentration at the height y = 1 for porous (a) and slot (b) injection.

Top view

The signicant e ect of porous injection on the transition mechanismis
representedin gure [19, in which the Stanton number pro les, averagedin
both the spanwisedirection and time, are shown for the di erent casesof no
injection, slot injection and porous injection. The Stanton number, i.e. the

nondimensional surfaceheat ux, is de ned as

_ Qv :
St= ; 26
1 Ul Cp (Taw Tw) ( )

in which g, is the dimensionalwall heat ux and T, is the adiabatic wall tem-
perature. The Stanton number pro les in gure [I9 have beenplotted together
with the referencemodel pro les for a laminar and a turbulent boundary layer

(represented by the blue and red dashedlines, respectively), which have been
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computed using Van Driest's correlations [27,38].

We canobservedi erent interesting featuresin three separateregions,namely
an early region just downstream of the injection location, x > 65, an intermedi-
ate region betweenx = 80 and x = 110, and a downstream region for x > 110.
In the early region, the trends for the injection casesshow a lower heat ux
with a much sharper rate of increase,comparedto the casewithout injection.
This is consistentwith the fact that this is the immediate region downstream of
the cooling injection, hencethe cooling e ect is a maximum, resulting in a sup-
pressionof the heat transfer rate. The sharperincreaseof the wall heat ux is
representative of a faster early transition processassociatedwith boundary-layer
injection. In particular, the porousinjection caseshowsthe highest gradient of
the Stanton number, which crosseghe laminar model at approximately x = 70
and reachesa peak higher than the other casesat x = 80, hencedemonstrating
that porousinjection enhancesthe transition process.

In the intermediate region, we can observethat all the curves collapse ap-
proximately to the samevalue, and increasewith a similar rate, meaning that
transition is proceedingat about the samerate for all the cases.This, in turn,
suggeststhat the transition processdeterminesthe wall heat transfer rate in
this region, rather than the presenceof coolant within the boundary layer.

Finally, in the downstream region, we observethat the curve for the porous
injection caseseparatesfrom the other casesand showsa much sharperdecrease
rate until it approachesthe laminar model just downstream of x = 150. This is
representative of the fact that turbulent mixing dominates in this region, and
is enhancedfor the porousinjection case,thus resulting in a signi cant increase
of the wall cooling performance, compared to the other cases. Hence, these
results demonstrate that an enhancedturbulent mixing, in the boundary layer
with porous injection, provides a suppressionof the wall heat ux following

transition.
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Figure 19: Stanton number along the streamwise direction, averaged both in time and in the

spanwise direction

Finally, to quantify the bene cial e ects of porousinjection with respectto
slot injection on the cooling performance, the curves of the spanwise-averaged
and time-averaged cooling e ectiveness along the midspan axis are shown in
gure [20 for the above mentioned cases.The cooling e ectivenessis computed

through the formula relative to the caseof an isothermal wall,

Ow;c
qN;nc
where gy.c and gunc represent the wall heat ux with and without cooling

=1 ; (27)

respectively.
As can be seenfrom gure [20, the porous injection caseprovide values of

the cooling e ectiveness signi cantly higher than the slot injection casein the
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turbulent mixing region, consistent with the results for the Stanton number.
In particular, it can be seenthat the overall trend of the cooling e ectiveness,
for both cases,is rst decreasing,starting from the inital values of 0.3 and
0.4 (for porous and slot injection, respectively) reached just downstream of
the injection location, and then increasing further downstream. This is due
to the transition process,which is nullifying the cooling e ects in the early
region, consistent with the increase of the Stanton number trends shown in
gure [I9. The cooling e ectiveness, for both cases,crossesthe zero value and
assumesnegative values in the above-mentioned intermediate region (with a
minimum of approximately -0.1), where the transition processdetermines the
wall heat transfer rate, producing the aeroheatinge ect (hencenegative cooling
e ectiveness). Then, in the downstream region, where the turbulent mixing
e ect dominates, the cooling e ectivenessshowsa sharp increasefor both cases,
with the highest rate and maximum value ( 0:6) observedfor the porous

injection case.
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Figure 20: Cooling e ectiveness along the streamwise direction, averaged both in time and in

the spanwise direction

In conclusion,we have seenthat inserting high-amplitude disturbancesasso-
ciated with the most unstable 3D rst modewavesinto the boundary layer with
porousinjection hasa strong e ect on both the transition processand the wall
cooling performance. A rapid transition processof the rst mode,with evidence
of nonlinear secondaryinstabilities and streak breakdown, has been observed,
which results in a higher cooling e ectiveness, associatedwith a more e cient
turbulent mixing in the downstream region. However, it should be mentioned
that these results are associatedwith a high amplitude (order of 102 ) of the
imposedboundary-layer disturbances, henceto the presenceof nonlinear e ects.
In order to assesghe e ect of porousinjection on the growth of boundary-layer
instabilities and the resulting cooling performanceon the plate surfacein a lin-
ear regime, it would be necessaryto simulate disturbance amplitudes of lower
order of magnitude. Future studies basedon di erent amplitudes of the forcing

disturbances, carried out over a broad range of blowing ratios, would provide a
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full spectrum of the e ect of porous injection on boundary-layer stability and
transition, aswell as on the associatedcooling performance, which is very im-

portant for the assessmenbf transpiration cooling systemsin hypersonic ows.

6. Conclusion

The present work has presented and assessech mesoscopicmodelling ap-
proach designedfor the prediction of an equivalent Darcy-Forchheimerbehaviour,
in the context of the ow through a porous medium, that mimics a real porous
material samplethrough a porouslayer with higher inner pore length scales.The
aim of this methodology is to enable cost-e cient direct numerical simulations
of injection through a porous structure in a hypersonic ow for transpiration
cooling applications. The simulations have beenbasedon experiments carried
out in a hypersonicwind tunnel at Mach 5, with air injection through a sample
of porous UHTC material, with a porosity of 42 %, and an inner pore length
scaleof the order of 1to 4 m.

The methodology, basedon former computational studies, hasbeenextended
to incorporate a rescaling of the pore size from the realistic micrometer length
scalesto higher and more a ordable length scales,imposing the aerodynamic
similarity between di erent caseswith the same porosity and the same char-
acteristic Reynolds number Re;. Results of simulations carried out for higher
cylinder diameters, namely 24 m, 48 m and 96 m, have shown that, by
keeping constant the characteristic Reynolds number Re., and by opportunely
rescalingthe pressuredrop with the imposedpore sizeL through a derived for-
mula, an equivalent Darcy-Forchheimer behaviour to the referenceexperimental
microstructure can be obtained.

The porous layer approach with staggeredsphereshasbeenapplied to a 3D
large domain caseof porous injection over a at plate, to study the transition
mechanismand the cooling performance in comparison with a referencecase
of slot injection. Results of the direct numerical simulations have shown that

porous injection leadsto a more rapid transition to turbulence, compared to
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slot injection. These pressurewaves,which are of larger scalethan the spheres
representingthe porous surface,promote nonlinear breakdown of the streaksvia

generationof secondaryinstabilities. The morerapid transition processobserved
for the porousinjection case,in turn, enhanceghe turbulent mixing and a higher
distribution of the coolant within the boundary layer. This has the bene cial

e ect of increasingthe cooling performanceby reducing the temperature near
the wall, which provides a higher cooling e ectiveness, comparedto the slot

injection case.
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