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Abstract. 

Purpose: The purpose of this study is to analyze text documents from Twitter about public policies in handling COVID-
19 that are currently or have been determined. The text documents are classified into positive and negative sentiments 

by using Multinomial Naive Bayes. 

Methods: In this research, CRISP-DM is used as a method for conducting sentiment analysis, starting from the business 

understanding process, data understanding, data preparation, modelling, and evaluation. Multinomial Naive Bayes has 
been applied in building classification based on text documents. The results of this study made a model that can be used 

in classifying texts with maximum accuracy. 

Result: The results of this research are focused on the model or pattern generated by the Multinomial Naive Bayes 

Algorithm. The classification results of social media users' tweets against the new normal policy obtained good results 
with an accuracy value of 90.25%. After classifying the tweets of social media users regarding the new normal policy, 

the results show that more than 70% agreed and supported the new normal policy.  

Novelty: This study resulted in how classification can be done with Multinomial Naive Bayes and this algorithm can 

work well in recognizing text sentiments that generate positive or negative opinions regarding public policies handling 
COVID-19.  So, the research provided conclusions about the views of people around the world on new normal public 

policy. 
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INTRODUCTION 
The new normal is a program policy taken by various countries in the face of the COVID-19 pandemic. 

This program is implemented as a new order to adapt to COVID-19 or can also be said as a new way of life 

during the coronavirus pandemic whose recovery rate is increasing. One of the considerations for 

implementing the new normal is related to the impact of the pandemic on the economy which is considered 

difficult to worry about. All countries in the world are affected by this pandemic. In living in the new normal 

era, we learn to carry out activities according to the COVID-19 Health protocol. This situation gave birth 

to new policies in this era, including the policy of working from home [1]–[5]. 

  

Currently, most people in the world are busy talking about things related to this global pandemic on social 

media. The new normal was one of the things that came up in conversation. People express their thoughts 

in writing; both positive and negative opinions predominate [6]. It is undeniable that many people are still 

living a new normal life because the number of positive cases of COVID-19 is still increasing. Based on 

observations on social media, "new normal", "work from home" and "remote work" are some of the topics 

that often become trending topics in social media [7]–[9]. 

 

A large amount of data is very supportive to search for information through one study, namely sentiment 

analysis. Sentiment analysis is a computational study that is taken from people's opinions, sentiments and 

emotions through the entities and attributes they have which are represented in the form of text [10]–[17]. 

Sentiment analysis will classify the polarity of the text in a sentence or document to find out whether the 
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opinions expressed in the sentence or document are positive or negative. Therefore, the urgency of this 

research is how to classify public opinion around the world against the new normal policy into positive and 

negative opinions. The results of this study can instantly provide conclusions about the views of people 

around the world on public policy [8]. 

 

Multinomial Naive Bayes which is a development of the Naive Bayes algorithm used in this study. Several 

related studies have used this method on classification models with text documents. As was done in previous 

research, which is about Emotion Detection among Facebook Diabetes Community with 75.7% for average 

F-score from 800 documents [18]. In other works, Multinomial Naïve Bayes was implemented to classify 

text document bases such as email filtering, actor specification of software development process with dial 

or multi label classification [19]–[21]. These results indicate that the multinomial naive bayes algorithm 

can work well in classifying data in the form of text [22]–[26]. 

 

METHODS 

Business Understanding 

In this study, business understanding refers to public opinion regarding the new normal policy. At this stage, 

it is necessary to understand the background and objectives of business processes related to public policy 

regarding the new normal. The business purpose of this sentiment analysis is to determine whether the new 

normal policy should be implemented based on public opinion on Twitter. 

This research is related to the atmosphere or trending topic on twitter. This program is a program created 

to classify documents regarding the new normal. In this program, the processed data is related to someone's 

twitter data or tweets containing opinions that refer to the new normal policy. The purpose of this study is 

to provide conclusions about people's responses or reactions to public policies based on social media. This 

is done by grouping documents based on data interest in sample data or training data on public opinion 

regarding the new normal policy by crawling using the hashtags "newnormal", the hashtags "remotework", 

and "workfromhome". 

 

Data Preparation 

Initial data collection was carried out by crawling public opinion on social media related to research. These 

documents are used to obtain initial data that supports research related to the new normal policy. Crawling 

is done by using several related keywords, namely the new normal hashtag and other hashtags related to 

the policy, namely the hashtags "work from home" and "remote work". 

Table 1. Sample of dataset 

No Document 

1 1 = welcome, ay 2020-2021!         

with its commitment to provide quality education in any ways possible, lpu-batangas college of nursing aims to innovate 

learning while staying at home as we face the #newnormal.            happy first day of school!      

#stayconnected https://t.co/ifrjwhxctw 

2 my uncle passed away (non-covid). but so many people are visiting my aunt (in oklahoma), i fear someone will inflict 

covid on her #newnormal 

straight outta balbriggan 

#newnormal 

#balbriggan https://t.co/pagg4sfaqb 

3 welcome, ay 2020-2021!         

with its commitment to provide quality education in any ways possible, lpu-batangas college of nursing aims to innovate 

learning while staying at home as we face the #newnormal.            happy first day of school!      

#stayconnected https://t.co/ifrjwhxctw 

4 full face mack anti-droplets anti-fog dust-proof face shield protective cover transparent face eyes protector safety 

accessories https://t.co/1aatwvupos  

#faceshield #newnormal  #newnormal2020  #faceshield  #facemask #facemasks #rlynedition 

5 #timtalks - how to create inspired, high performance employees with jonas hansen https://t.co/yrogvwxoj3 via @dlaignite 

@bladt77 #socialselling #digitalselling #employeeexperience #internalcomms #leadership #newnormal 

https://t.co/xzrpzfrfc6 

6 “we should not go back to normal, 

because normal was the problem.” 

#covid19 #newnormal #pandemicoutbreak 🇵🇭🇵🇭🇵🇭 

7 school shopping 2020 style! #newnormal #covidsucks #letsgotoschool https://t.co/89jpxlcmtk 

https://t.co/ifrjwhxctw
https://t.co/pagg4sfaqb
https://t.co/ifrjwhxctw
https://t.co/1aatwvupos
https://t.co/yrogvwxoj3
https://t.co/xzrpzfrfc6
https://t.co/89jpxlcmtk
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No Document 

8 wear your mask and wear it properly. read this. #covid19 #newnormal #who #wearamask #coronavirus  

source: world health organization https://t.co/st4evttwf2 

9     ✌🏻 @krystledsouza instagram story       

@smritiiraniofficial   

.#krystledsouza #coronatime #newnormal #covid19 #love #life https://t.co/ufm0r3ccdz 

10 dear health workers 

   remember‼️ even when you’re not treating patients, the risk for #covid19 continues.  

 

 

This stage includes all activities that build the final dataset (data to be included in the modelling) from the 

initial raw data. Data preparation includes all activities to build data sets that will be entered into modelling 

tools from initial raw data or create new data for data mining setups. Data preparation includes all activities 

to build data sets that will be processed in the modelling process using the Multinomial Naïve Bayes 

algorithm to classify opinions. 

The documents explored to determine the relation between its meaning and the purpose of this research. 

After that, before entering the classification method, the document preprocessing stage must first be carried 

out. The purpose of this stage is to eliminate noise, uniform word form and reduce vocabulary volume. As 

in Figure 1, this preprocessing consists of various stages, namely case folding, tokenizing, stopword and 

stemming. 

 

Figure 1. Text preprocessing 

 

The initial stage is to clean the document from numbers, usernames, websites, and hashtags. Case folding 

is the stage of changing capital letters to lowercase letters. The letters in question are from a-z. Characters 

other than letters are cleared and considered as delimiters. In the tokenizing process, all words in each 

document are separated and punctuation is removed, and if there are symbols or anything that is not letters. 

Tokenizing is the process of trimming the input string based on each word that composes it and 

distinguishing special characters that are considered as word separators or not. Furthermore, the description 

of the training data is separated into chapters, paragraphs, sentences, and into words by trimming the strings 

of the constituent words. There are several process rules so that the results are as desired. On stopword 

removing, irrelevant words will be removed. In addition, words that do not have their own meaning when 

separated from other words and are not related to adjectives related to sentiment. Words that are included 

in the special stopwords list of words contained in the list of English stopwords that often appear but have 

no meaning are removed at this stage. Stemming is the process of searching for basic words by removing 

affixes [27]–[30]. In this process the words will be grouped into several groups that have the same root 

word, such as inaugurate, inaugurate, and inaugurate where the root words of all of them are lantik 

words[27], [31]–[33]. Stemming is the stage of removing word suffixes [34]. 

 

Modelling 

At the modelling stage, there are several things to do, among others, choosing a modelling technique, 

building a model, and assessing the model. Modelling is a phase that directly involves Data Mining 

techniques, namely by selecting Data Mining techniques and determining the algorithms that will be used 

according to running business processes. In this study using the Multinomial Naïve Bayes algorithm 

classification method. The process in implementing this system will use the term frequency to find the 

https://t.co/st4evttwf2
https://t.co/ufm0r3ccdz
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pattern of the algorithm by performing the Multinomial Naïve Bayes algorithm calculation flow according 

to Figure 2 so that the expected results to compare document predictions are more accurate by using a 

dataset that has been prepared in the form of a classified document. 

 

Figure 2. Multinomial naïve bayes 

 

The data mining technique chosen is classification using the Multinomial Naïve Bayes algorithm. The 

Multinomial Naive Bayes algorithm is very appropriate to be used to achieve the initial goal of this study, 

namely to classify data based on data interest in sample data or training data on public opinion regarding 

the new normal policy. Data mining modelling begins with document labelling to be used as data with 

certain classes. 

 

The Naïve Bayes Classifier algorithm is an algorithm used to find the highest probability value and then 

classify the test data in the most appropriate category [35]–[37]. In this study, the test data are documents 

that come from social media. There are two stages in classifying documents. The initial stage is training on 

documents that have been labelled class or category. While the next stage is the process of classifying 

documents whose class is not yet known. This system accepts input in the form of raw document data which 

is still a lot of noise and then preprocessing will be carried out first before working on the next stage. 

 

In Figure 2, the raw document is a document that has not been preprocessed which consists of parsing, case 

folding, deletion of stopwords and stemming. Example: "What hard just keeping your fucking mask, the 

new normal get the F**K over—". Furthermore, a collection of documents is processed before being 

analyzed. This process is called preprocessing text which aims to reduce vocabulary volume, equalize 

words and eliminate noise. A clean document is a collection of documents that have been cleaned of noise, 

non-uniform words, for example: “scared the new normal living”. 

 

Multinomial Naive Bayes classification is an algorithm that classifies whether the document that is the test 

data includes a positive or negative sentiment document. The total of each positive and negative document 

is the final result of the classification. The Multinomial Naive Bayes algorithm is a classification method 

with probability, which predicts future opportunities based on previous experience so it is known as Bayes 

theorem. 

 

Data that has gone through the text processing stage can then proceed to the next stage, namely 

classification with the Multinomial Naïve Bayes Classifier algorithm. Data in the form of text will appear 

in two text classification results containing positive and negative. The following is the calculation of the 

Naïve Bayes Classifier algorithm:  

1. The initial stage in the Multinomial Naïve Bayes Classifier process is to calculate the probability of 

each class from the entire training data. 

2. Testing process. This process is to determine the accuracy of the model built in the training process, 

generally using data called a test set to predict labels. The Multinomial Naïve Bayes Classifier method 

consists of two stages in the text classification process, the training stage and the classification stage. 

At the training stage, an analysis process is carried out on sample documents in the form of vocabulary 

selection, namely words that are possible to appear in a collection of sample documents that become 
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document representations. The next step is to determine the probabilities for each category based on a 

sample of documents. 

The model built in this research has two aspects, namely document as x and label or class as y. These two 

aspects are called attributes. Attributes have values called instances. Then to facilitate the research, the 

classification model that we have trained is stored in memory serialized into a file in the form of a pickle. 

This pickle is made using Python's cPickle module, so if we want to use a model that has been trained with 

the same training data as before. 

Modelling is done by testing the test data with training data that has been previously processed using the 

multinomial Naive Bayes algorithm based on predetermined rules. Labelling is done automatically by the 

program based on the calculation of the multinomial Naive Bayes algorithm with reference to the model 

that has been created. Table 2 shows an example of manual calculation of algorithms and classification. 

Table 2. Sample of data training 

Set Document  ID Document Class 

Training set D1 scared new normal living Negative 

D2 already new normal peace Positive 

D3 new normal wild shit Negative 

D4 hate new normal living  Negative 

Test set D5 hate new normal bull shit ? 

 

Based on the training data, the important appearance features include scared, peace, shit, and hate. After 

obtaining the required features, the classification process is carried out using the Naive Bayes algorithm. 

Below are the calculation results for the test data on Equation (1): 

𝛾(𝛽) =
𝛾(𝛼)∗𝛾(𝛽|𝛼)

𝛾(𝛽)
                (1) 

The process of calculating prior probabilities of positive and negative classes is as follows: 

y(pos) = ¼ 

y(neg) = ¾ 

 

Then calculate the maximum likelihood value using Equation (2): 

𝛾(𝛼) =
𝑐𝑜𝑢𝑛𝑡(𝜔,𝛼)+1

𝑐𝑜𝑢𝑛𝑡(𝛼)+|𝑉|
                 (2) 

 

Table 3. Multinomial naïve bayes calculation (2) 

Category 
Document 

Scared Shit Hate Peace 

Positive 
(0 + 1)

(4 + 4)
 

(0 + 1)

(4 + 4)
 

(0 + 1)

(4 + 4)
 

(1 + 1)

(4 + 4)
 

𝛾(𝛼) 
1

8
 

1

8
 

1

8
 

1

4
 

Negative 
(1 + 1)

(12 + 4)
 

(1 + 1)

(12 + 4)
 

(0 + 1)

(4 + 4)
 

(0 + 1)

(12 + 4)
 

𝛾(𝛼) 1/8 1/8 1/8 1/16 

 

After getting the value of the training data, the occurrence of words in the test data will be seen in the 

probability model to look for possibilities in each category as in Table 4. The results of the calculation show 

that the negative class in D5 has the highest value, so the D5 class has a negative class. 

Table 4. Classification Result 

Document 
Class 

Positive Negative 

D5 
3

4
×
1

8
×
1

8
 

1

4
×
1

8
×
1

8
 

Result 0.00390625 0.01171857 
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RESULT AND DISCUSSION 
The evaluation in this study is more focused on the model or pattern generated by the Multinomial Naive 

Bayes algorithm. The resulting model is analyzed to determine whether the resulting pattern is in 

accordance with the classification standards on the training data. If the resulting pattern is not appropriate, 

then further analysis of the resulting pattern needs to be carried out so that it can produce recommendations 

for implementing public policies, which are expected to help the government's success in implementing 

further policies. This study conducted 5 test scenarios based on the percentage of training data and testing 

data. In addition, a confusion matrix which uses 4 indicators as a reference namely precision, recall, F1-

score, and accuracy is applied to each test scenario. The results of the testing process are shown in detail in 

Table 5. 

Table 5. Evaluation results 
Training Data Testing Data Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Accuracy 

% Data % Data 0 1 0 1 0 1 % 

90 910 10 102 71 82 73 80 72 81 77 

80 809 20 203 77 86 84 79 80 82 81 

70 708 30 304 77 70 66 79 71 74 73 

60 607 40 405 73 73 67 78 70 75 73 

50 506 50 506 67 75 73 70 70 73 71 

Mean of Accuracy 73 77,2 89,9 77,2 72,6 77 75 

 

There are several things that can be described from Table 5 including: there is an interesting fact that when 

viewed from row 2 to row 5 it appears that the more training data, the higher the accuracy. The higher the 

percentage of training data, the higher it is, but in line 1 where the highest amount or percentage of training 

data is 90%, it actually produces a lower accuracy value than line 2 which produces an accuracy value of 

81%. Based on Table 5, row 2 with the composition of training data and testing data of 80% and 20% is 

used to conduct sentiment analysis on 964 shrunken documents on social media related to one of the 

policies, namely the new normal. The results of the classification process are represented in the form of a 

confusion matrix as described in Figure 3. 

 
Figure 3. Visualization of confusion matrix result 

 

Figure 3 explains that there are 4 conditions regarding the classification results which are detailed as 

follows: 

1. True Positive, namely tweets from social media users with positive sentiments and were declared 

positive by the classification results of 677 documents. 
2. True Negative, namely tweets from social media users with negative sentiments and declared negative 

by the classification results of 193 documents. 
3. False positive, namely tweets from social media users with negative sentiments but were declared 

positive by the classification results of 64 documents. 
4. False negative, namely tweets from social media users who have positive sentiments but are declared 

negative in the classification results of 30 documents. 
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Based on the true positive, true negative, false positive, and false negative values, it can be calculated to 

calculate the performance aspects of the classification model, namely accuracy, precision, and recall as 

follows: 

1. Accuracy is the ratio of correct predictions (positive and negative) to the overall data of 90.25% as 

detailed in the formula below: 

 

Accuracy  = 
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁)
 

 = 
(677+193)

(677+64+30+193)
 

   = 0.9025 

2. Precision is the ability of the classification model to identify only the relevant data points. Precision is 

the ratio of correct positive predictions to the overall positive predicted outcome. The precision obtained 

is 91.36% with the following calculation. 

Precision  = 
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 

  = 
677

(677+64)
 

  = 0.9136 

3. Recall is the ability of the classification model to identify all relevant data points in the dataset. Recall 

or sensitivity is the ratio of true positive predictions compared to the overall true positive data. The 

recall obtained is 95.76% with the following calculation.  

Recall  = 
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 

  = 
677

(677+30)
 

  = 0.9676 

Recall is the ability of the classification model to identify all relevant data points in the dataset. Recall or 

sensitivity is the ratio of true positive predictions compared to the overall true positive data. The recall 

obtained is 95.76% with the following calculation. 

According to data collected from social media, the data collection includes 964 records. Figure 4 shows 

that 73,3% of respondents concur that the government's actions to address COVID-19 have a good impact 

on public perception. During this time, 26.7% disapproved of or had a poor impression of the measures 

adopted in response to the COVID-19 epidemic. 

 
Figure 4. Visualization of the sentiment of social media users to the new normal policy 
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Based on the experimental results, the Multinomial Naïve Bayes algorithm can achieve a good result for 

the classification of social media users' tweets against the new normal policy. This classification started 

with four text preprocessing stages such as case folding, tokenizing, stop word removing and stemming 

[34]. The results showed a 90.25% accuracy, a 91.36% precision, and a 96.76% recall value. When 

compared to similar studies, the findings of this investigation provided quite positive outcomes [22]. After 

classifying the tweets of social media users regarding the new normal policy, the results show that 73.3% 

of 964 people tend to agree and support the new normal policy. However, there are an obstacles where 

recognizing sentences to be processed in the sentiment classification process are when they encounter the 

initial sentence which gives the perception that the sentence is a positive sentence then at the end of the 

sentence gives the perception that the sentence is a negative sentence. So, the high probability of term that 

exist in the training data has an impact on the classification outcomes. This can be overcome with finding 

semantic relationship between the words [38]. 

 
CONCLUSION 

The classification results of social media users' tweets against the new normal policy have reached an 

accuracy value of 90.25%. Those outcomes were tested using 964 documents. Additionally, 73.3% of 

people support the government's recommended policies, demonstrating how effective the Multinomial 

Naïve Bayes algorithm to recognize sentiment classification towards the Covid-19 epidemic. There are 

challenges where both positive and negative terms are present in one sentence as in the following document 

the document “This policy is good to implement but there are still many concerns because the number of 

patients with COVID-19 is still increasing”. In manual data classification, the sentence is included in the 

category of negative sentiment, but when the classification uses the system, the sentence is included in the 

category of positive sentiment because at the beginning of the sentence there are words that contain positive 

sentiment. In this case, the results of the classification are impacted by the high likelihood of terms that are 

available on social media text. To solve this problem, the research can be improved by finding semantic 

relationship between the words. The findings of this study can also serve as one of the arguments for why 

the new normal policies that various nations will be implementing or already have implemented are 

successful. For further research, it is recommended to add classes such as very negative, negative, neutral, 

positive and very positive so that more categories can be used as assessment parameters to achieve the goal 

of a better business understanding. 
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