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ABSTRACT

Shock waves and granular vacua are important phenomena for studying the behavior of granular materials due to the dramatic change in
flow properties across shock wave and the particle-free feature at the boundary of granular vacuum. In this paper, we use experiment and
numerical simulation to study the granular free-surface flow past a cylindrical obstacle in an inclined chute, where the time-dependent devel-
opment of the granular flow impacting the obstacle is analyzed at both microscopic and macroscopic scales using the discrete element
method (DEM) and the depth-averaged granular model, respectively. Using high-speed camera results as a benchmark solution, the shock
solutions are compared between experiment and simulation. The DEM simulation shows better agreement for its shock formation as it is
capable of capturing solid, liquid, and gas behaviors for the shock region, while the depth-averaged model provides closer and simpler agree-
ment for the jump solution across the shock. It is shown from the experiment and simulation that the granular shock wave can give rise to a
solid–liquid–gas behavior following the propagation of the flow around the obstacle, where, at the front of the obstacle, the shock region can
be regarded as a solid regime as the flow becomes stationary during the primary course of the granular flow. With the flow propagating to
the downstream, the shock region extends significantly and exhibits strong liquid and gas behavior. Another mixed liquid and gas behavior
of granular flow is also observed following the appearance of the granular vacuum, where a localized lðIÞ-rheology is shown to be effective
in resolving the vacuum boundary in the numerical simulation.

VC 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0101694

I. INTRODUCTION

Granular flows are among the most commonly encountered pro-
cesses in industry and nature, but understanding the granular media
behavior still remains a very challenging task.1–3 It is understood that a
process involved with granular media can be characterized by solid,
liquid, or gas regimes;4 however, the transition between different
regimes often depends on a complex set of conditions associated with
both microstructural and macroscopic behaviors of granular materi-
als.5,6 While a friction criterion is valid for describing the transition
between solid and liquid regimes in a sand pile, it is also subject to
conditions arising from the initiation and deformation of the flow7,8 to
the size of the system in a rotating drum.3,9 The transition between liq-
uid and gas regimes, on the other hand, may depend on a combination
of macroscopic parameters (e.g., volume fraction) with microscopic
parameters such as the coefficient of restitution.1,10–13

Following the continuum modeling of granular materials by
Savage and Hutter,14 simulations based on depth-averaged granular

models (e.g., Ref. 15) allow us to gain a deep insight into the bulk flow
behavior of granular materials at fast-moving regions.16–19 With the
further understanding of the constitutive and rheological laws of gran-
ular materials,5,20–25 continuum simulations of granular flows con-
tinue to provide reliable solutions to more complex problems. In
recent work by Tregaskis et al.,26 for example, they successfully simu-
lated the granular flow at both subcritical and supercritical speeds on a
rough slope using a continuum model. In the study of a granular flow
around multiple triangular wedges by Khan et al.,27 however, the
“dynamic instability” induced in their shock–shock interactions sug-
gests that even for a fast-moving granular avalanche, a single set of
parametric conditions may not be sufficient for modeling this more
complex phenomenon.

With the introduction of the discrete element method (DEM) by
Cundall and Strack,28 DEM-based simulations have become increas-
ingly important for its direct understanding of the granular media
behavior incorporating microstructural details.2,23,29–34 Moreover, the
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coupling of the computational fluid dynamics (CFD) calculation of the
fluid phase with the DEM computation of the granular phase has
offered an enhanced platform to understand mixed solid–liquid–gas
behavior under more realistic conditions such as granular materials
immersed in an ambient fluid.13,35,36 For the collapse of a granular col-
umn, for example, its run-out may behave very differently, depending
on whether the use of coarse or fine grains is immersed partially in
water.37,38 On the other hand, the coupled CFD-DEM simulation has
made it possible to adopt a much larger time step in computation
through the “unresolved” or “resolved” approach,39 where a resolved
time step is based on a length-scale smaller than the particle diameter,
while an unresolved step can use a much bigger value based on a
“parcel,” i.e., a cloud of particles sharing similar properties.

In this paper, we will investigate both the microscopic behavior
of particle’s using DEM simulation and the bulk flow behavior of gran-
ular material using a depth-averaged granular model (hence called the
“continuum simulation”). The particle flow will be assessed during its
propagation around a cylindrical obstacle down an incline and will be
compared with a chute flow experiment of 100’s and 1000’s granular
sprinkles (or nonpareils, of a spherical shape and a nominal diameter
of 1mm) of the same conditions. Figure 1 shows an example of such
granular material impacting a cylindrical obstacle, where three differ-
ent regimes of the flow, solid (quasi-static), liquid (dense flow), and
gas (dilute flow),1,2 are captured during the flowing process. In Sec. II,
we will explain the setup of the chute flow experiment, and the deter-
mination of the key parameters and conditions used for the DEM and
continuum simulations. In Sec. III, we will introduce a method for
obtaining the coefficient of friction for particle–boundary and inter-
particle interactions by matching the analytical solution of the contin-
uummodel with the flow velocity measured by particle image velocim-
etry (PIV). In Sec. IV, we will investigate the details of the granular
flow past the obstacle from onset to run-up and then to the steady
state, where the solutions of shock wave and granular vacuum will
be compared and analyzed between experimental data, DEM and
continuum simulations, and the granular shock theory. A further
comparison is made in Sec. VI for the run-out of the flow, of which
time-dependent patterns of the flow will be discussed. To show a full
development of the granular flow impacting the obstacle, relevant
video and animations have been attached as integral multimedia in
Figs. 7, 29, and 30.

II. THE SIMULATION METHOD AND EXPERIMENTAL
SETUP
A. Setup of the chute flow experiment

The set-up of the experiment is shown in Fig. 2, where the chute
has a downslope length of 1000mm and a cross-slope width of
300mm, inclined at an angle f to the horizontal. The sidewall of the
chute has a normal height of 100mm formed from a transparent plex-
iglass to enable a high-speed camera to capture the motion of granular
particles along the sidewall. The bed of the chute is a flat plywood sur-
face, and a hopper is placed at the top of the chute to allow the granu-
lar material, the “100’s and 1000’s sprinkles,” to flow down the chute
with the release of a gate, controlled to a defined height.

Also shown in this figure is the notation of the Cartesian coordi-
nate system,O–xyz, with the origin O being at the top left-hand corner
of the chute, the x-axis following the downslope direction, the y-axis
along the cross-slope direction, and the z-axis pointing upward in
the normal direction. We can, thus, define the flow velocity as
u ¼ ðu; v;wÞ, where u; v; andw are the components in the x, y, and z
directions, respectively. A cylindrical obstacle, which is made of trans-
parent acrylic tube with an outer diameter of 28mm and a height of
100mm, can be placed on the bed. For this paper’s work, the chute is
inclined at an angle f ¼ 40� with a gate height of 40mm, and the cen-
ter of the cylinder is placed at x¼ 300mm in the middle of the chute,
where the flow captured in a downslope range of x 2 ½150; 480� mm
will be the focus of the study.

B. The DEM simulation

The DEM simulation of chute flow is conducted through a
coupled CFD-DEMmethod (e.g., Refs. 40–42) on a STAR-CCMþ plat-
form, where the discrete element method is used to model the granular
particle system, and the volume-averaged Navier–Stokes equation is
used to solve the fluid flow through a multiphase-Lagrangian frame-
work; the modeling details are described in Appendixes A and B.

In our DEM simulation, the computational domain is chosen to
cover the same downslope distance of 330mm as used in the experi-
ment, but to save computational time, we adopt a lateral width of
200mm for the cross-slope dimension. This is because the cylinder
only has a diameter of 28mm, such a cross-slope dimension is

FIG. 1. An illustration of the solid (quasi-static), liquid (dense), and gas (dilute)
regimes upon a granular material, 100’s and 1000’s sprinkles, impacting a cylindri-
cal obstacle down a chute inclined at 40� to the horizontal.

FIG. 2. Schematic of the chute flow experiment, where a downslope distance of
330mm around the cylindrical obstacle is used for the study in experiment and
simulation.
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sufficiently wide to treat the sidewall as a far field boundary without
affecting the flow around the cylinder. Correspondingly, the inlet con-
dition is defined at x¼ 150mm, which is not the same as the gate con-
dition obtained at x¼ 0mm. This treatment has the advantage of
simplifying the simulation while avoiding the complexity of the gate
flow that can often be subcritical. For convenience, the key physical
and control parameters used for the DEM simulation are summarized
in Table I.

Since the simulation is operated through a coupling between the
CFD and DEM calculation, the control of the time step in the simulation
is based on an interactive assessment to both fluid phase and solid phase,
in which the time step of the Lagrangian solid phase is based on the size
of parcels in an unresolved approach. As shown in Table I, a time step,
Dt ¼ 0:001 s, is used in the implicit unsteady solver in our simulation.
For the Lagrangian multiphase calculation, a local time step dtp is further
calculated by allowing the Courant number Co to vary, say, from 0.05 to
0.35 here, which suggests a local time step to be in a range of

Co;minDx
maxðjV j; jVpjÞ

� dtp �
Co;maxDx

maxðjV j; jVpjÞ
; (1)

where Dx represents a characteristic length scale of the cell containing
the parcel. For example, if assuming that Dx is five times the particle
diameter, i.e., Dx ¼ 5 mm, and the maximum speed of the flow
field is maxðjV j; jVpjÞ ¼ 2 m/s, we may get dtp in a range of
1:25� 10�4–8:75� 10�4 s. To further improve the accuracy of the
DEM calculation, a sub stepping, say with a maximum of 2� 104

steps, is used to the Lagrangian phase, suggesting that a local time step
can be as small as around 10�8 s when resolving the particle details at
the microstructural level.

C. Computation of the depth-averaged model
of granular flow

The governing equations used for the continuum simulation are
based on the depth-averaged model for free-surface granular flows,18,19,26

where the flow velocity has been averaged over the flow thickness in the
normal z direction by assuming the shallowness of the flow. Therefore,
the normal component of velocity w is not considered, and to reflect the
depth-averaged treatment, we use notation, �u ¼ ð�u;�vÞ, to denote
the velocity and its components in the x and y directions, respectively. The
continuity equation and the momentum equation can be then given as

@h
@t
þr � h�uð Þ ¼ 0; (2)

@

@t
ðh�uÞ þ r � h�u � �uð Þ þ r 1

2
gh2 cos f

� �
¼ S; (3)

where � and � are the dot product and dyadic product, respectively,
of the gradient operator r ¼ ð@=@x; @=@yÞ. The source term
S ¼ ðSx; SyÞ on the right-hand side takes into account of the effect of
the gravitational force and the frictional resistance exerted on the basal
surface and is given by

S ¼ gh i sin f� l �u=j�ujð Þcos fð Þ; (4)

where l is the coefficient of friction, j�uj ¼ ð�u2 þ �v2Þ
1
2, and i is the unit

vector in the x� direction.
With the use of the conservative variables h, m ¼ h�u, and

n ¼ h�v, we can re-write the system of Eqs. (2) and (3) into a non-
strict hyperbolic form

@U
@t
þ @E
@x
þ @F
@y
¼ S; (5)

where U ¼ ðh;m; nÞT with the superscript T denoting the transpose
to a row vector, and the respective fluxes and source term vector are

E ¼ m;m2=hþ 1
2
gh2 cos f;mn=h

� �T

;

F ¼ n;mn=h; n2=hþ 1
2
gh2 cos f

� �T

;

S ¼ ð0; Sx; SyÞT :

(6)

For the finite difference computation of the flow around an
obstacle, a body fitted coordinate system,43 namely, n ¼ nðx; yÞ and
g ¼ gðx; yÞ as shown in Fig. 3, is required to represent the physical
generation of a computational grid around the obstacle. Accordingly,
the governing equation (5) can be converted to

@Û
@s
þ @Ê
@n
þ @F̂
@g
¼ Ŝ; (7)

with s ¼ t. The transformed variable, fluxes, and source term are

Û ¼ J�1U ;

Ê ¼ J�1ðnxE þ nyFÞ;
F̂ ¼ J�1ðgxE þ gyFÞ;

Ŝ ¼ ð0; J�1Sx; J�1SyÞT ;

(8)

TABLE I. Parameters and conditions used in the DEM simulation of chute flow.

Chute condition Down-slope length (mm) 330
Cross-slope widthW (mm) 200

Inclination f 40�

Basal friction coefficient 0.3939a

Obstacle Cylindrical, diameter (mm) 28
Distance from inlet (mm) 150

Particles Spherical diameter dp (mm) 1
Density qs (kg/m

3) 811.54
Poisson ratio 0.25

Young’s modulus (MPa) 5.17
Number of particles 458 300

Particle–particle Restitution coefficient 0.55
Friction coefficient 0.487 7a

Rolling friction coefficient 0.005
Inlet conditions Flow thickness h0 (mm) 15

Average velocity u0 (m/s) 1.152 1
Mass flow rate _m0 (kg/s) 2.804 9

Solvers Time step (s) 0.001
Lagrangian max. sub-step 2� 104

Multiphase Courant number 0:05 	 0:35
CFL number 50

aItem will be explained further in Sec. III.
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where the unbracketed subscripts denote differentiation with
respect to that subscript and the Jacobian coefficient J ¼ nxgy � nygx
¼ ðxnyg � xgynÞ�1.

The governing equation (7) is solved numerically in an O-grid,
where the orthogonality of transformation from the physical domain
O – xy to the computational domain O0 � ng is maintained. As shown
in Fig. 3, since the study of the flow is focused on a rectangular region
of 330 (downslope) by 200 (cross-slope) mm for both experiment and
simulation, we set the radius of the outer boundary of the O-grid to
R¼ 245mm around a circular obstacle of radius r¼ 28mm. In the
continuum simulation, a shock capturing method based on the non-
oscillatory central (NOC) scheme44 is used for improving the shock
resolution with the use of a “min-mod” limiter.45

The set-up of the boundary conditions is as follows. A uniform
inlet condition of h0 ¼ 15 mm, �u0 ¼ 1:152 1 m/s, and �v0 ¼ 0 m/s is
given to the upstream region for x � x1 ¼ 150 mm when t> 0 s. For
the part of the outer boundary where 150 < x < 300 mm, at the same
time, a one-dimensional flow without obstacle is calculated when t> 0
to provide a time-dependent solution of h(x, t) and �uðx; tÞ, following
the propagation of the flow. By doing this, the flow upstream of the
shock can be kept as one-dimensional with the use of an O-type grid.
For the downstream part of the outer boundary, an outflow condition
is applied. To the surface wall of the circular cylinder, the slip condi-
tion, n � �u ¼ 0, is used, where n represents a unit vector normal to the
wall. Moreover, a symmetrical condition can be used to the central
streamline if a half of the O-grid is used for simulation. As the numeri-
cal method is explicit, the time step is automatically given according to
the CFL (Courant–Friedrichs–Lewy) stability condition.43,45,46

III. DETERMINATION OF THE COEFFICIENT
OF FRICTION
A. Measurement of the velocity field

The velocity field of the granular flow along the chute is obtained
by the following method. In the experiment, the 100’s and 1000’s
sprinkles were released from the hopper and flowed down the chute,

and a series of high-speed video clips, at a time interval of 1 ms (i.e.,
1000 fps), were taken from different viewing angles to capture as
much detail as possible for the post-experiment examination of the
flow. The high-speed footage was then processed by a PIVLab pack-
age,47,48 where the experimental images taken from both overhead and
sideview angles were analyzed to achieve a more correlated solution.

As shown in Fig. 4, a sideview image of the flow, over a down-
slope distance from 70mm to 400mm, has been processed and veloci-
ties calculated, where a mean velocity field is obtained over 100 frames
of video to minimize any randomness from the experiment. We then
used a similar method to process the overhead footage taken for the
same flowing condition, where velocity shows a robust consistency
and repeatability. For the flow upstream of the shock, the lateral veloc-
ity component, v, is at least two orders of magnitude smaller than the
downslope velocity u and, thus, can be neglected. The measurement of
the overhead velocity provides a free-surface distribution of u with the
downslope distance, which can also be used to calibrate the velocity
field obtained from the sideview measurement.

Shown in Fig. 5 are such velocities obtained accordingly, where
the overhead measurement is for a downslope range of 0 to 250mm

FIG. 4. Measurement of the flow velocity using the PIVLab, where the 100’s and
1000’s material flows from left to right along the chute inclination. The top panel
shows a high-speed snapshot of the flow around a 28 mm-diameter cylindrical
obstacle, and the bottom shows its velocity field obtained by averaging over one
hundred frames of video.

FIG. 5. Velocity distributions along the downslop direction, where the circle symbols
are the PIV measurement obtained from the overhead experiment, overlapped by
the free-surface velocity measured from the sideview experiment.

FIG. 3. Schematic of the computational set-up for the continuum simulation, where an
O-grid, with a piece of mesh illustrated at the top, is prescribed in the computational
domain, inside which a rectangular region of x 2 ½150; 480� and y 2 ½0; 200� is speci-
fied according to that used in the DEM simulation. An O-grid, 241� 481, with intensified
gridpoints close to the obstacle, is used here.
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(circular symbols), and the sideview measurement covers a range of 70
to 400mm along the downslope. To obtain a free-surface velocity
from the sideview measurement, e.g., in Fig. 4, a series of markers were
first made to denote the thickness of the free-surface of the flow at var-
ious downslope locations (top panel), which were then used to extract
the velocity distribution accordingly from the PIVLab data (bottom
panel). By comparing this velocity distribution (square symbols) with
the overhead result, we can reach a matched distribution over a total
range of 0–400mm in the downslope direction, where the values for
x 2 ½70; 250� mm agree precisely between the two measurements.
With such a free-surface velocity as a benchmark, we can further obtain
the velocity distribution at the basal surface (diamond symbols), which
can be used to determine the coefficient of friction for the particle–wall
contact. Also shown in Fig. 5 is an averaged velocity distribution based
on the free-surface and basal surface results, denoted in delta symbols.
It is equivalent to the depth-averaged velocity used in the continuum
simulation and can also be used to calculate the height of a granular
shock (see Sec. IVC).

B. Determination of the coefficient of friction

With the velocity profile obtained along the sidewall, it is possible
to determine the coefficient of friction based on the continuity equa-
tion (2) and the momentum equation (3) by assuming that the flow is
steady-state and one-dimensional. Therefore, we can let the cross-
slope velocity �v ¼ 0 and simplify Eqs. (2) and (3) into18

@

@x
ðh�uÞ ¼ 0; (9)

@

@x
h�u2 þ 1

2
gh2 cos f

� �
¼ ghS1; (10)

where S1 is given by

S1 ¼ sin f� tan d cos f ¼ sec d sinb; (11)

with the angle, b ¼ f� d, measuring the difference between the chute
inclination and the basal angle of friction. Let �u0 be the flow velocity,
h0 is the flow thickness at the inlet boundary, and the continuity equa-
tion (9) can be integrated directly to give a relation that

h�u ¼ h0�u0: (12)

The momentum balance equation (10) can be simplified by expanding
out the derivatives, using Eq. (9) and then dividing through by h to
give

�u
@�u
@x
þ g cos f

@h
@x
¼ gS1: (13)

Using (12) to substitute for the flow thickness, Eq. (13) can be inte-
grated to give a cubic equation for the flow velocity,

�u3 � 2gS1ðx � x0Þ þ �u2
0 þ 2gh0 cos f

� �
�u þ 2gh0�u0 cos f ¼ 0; (14)

which can be numerically solved for �u ¼ �uðxÞ, of which only the posi-
tive root of the solution is valid.

For given inlet velocity �u0, flow thickness h0, and inclination
angle f, the matching of the calculated velocity using (14) with the
measured velocity can be conducted by adjusting the angle of friction
d until the �u 	 x distributions agree completely. Since the cylindrical

obstacle is placed at x¼ 300mm down the slope from the gate of the
chute here, we only performed the fitting for a downslope range of
150 � x � 400 mm for the requirements of our DEM and continuum
simulations.

With such an approach, we can obtain the corresponding values
of d for the velocities at the basal surface, the free-surface, and the
averaged depth of the flow, as shown in Fig. 6. For the velocity at the
basal surface, an angle of d ¼ 21:5� is obtained and shall be used to
model the friction between the particle and basal surface in our DEM
simulation, and, hence, l ¼ tan 21:5� ¼ 0:393 9, as previously shown
in Table I. With the fitting for the averaged velocity, an angle of
d ¼ 18� is obtained and can be used in the continuum simulation of
Eq. (7). Similarly, an angle of d ¼ 13� is achieved for matching with
the free-surface velocity. If assuming that the flow is of a “laminar”
form within its thickness, we may say that the dynamic friction angle
of inter-particles can vary from 13� from the free-surface layer to
21:5� at the bottom layer. From our static experiment, however, we
found that the static inter-particle friction angle for the 100’s and
1000’s is equal to 26�, and we shall discuss the effect of this angle later
in the simulation.

Finally, since the flow is initiated by the inlet condition defined at
a downslope distance of x¼ 150mm, we get the inlet thickness of the
flow h0 ¼ 15 mm, and the depth-averaged inlet velocity �u0 ¼ 1:152 1
m/s according to the profile given in Fig. 6. On the other hand, the
mass flow rate used in the DEM simulation is calculated as follows:

_m0 ¼ h0W�u0qs; (15)

where W denotes the cross-slope width of the flow and qs is the particle
density, as shown in Table I. In our case,W¼ 200mm and qs ¼ 811:54
kg/m3, we, hence, have an inlet mass flow rate _m0 ¼ 2:804 9 kg/s.

IV. DEVELOPMENT OF THE GRANULAR FLOW PAST
THE CYLINDER
A. Calibration between experiment and simulation

As the experiment and simulation were conducted indepen-
dently, it is necessary to calibrate both operations to a comparable

FIG. 6. Fitting of the coefficient of friction according to the experimental velocity dis-
tributions over a downslope range of 150–400mm. The square symbols represent
the free-surface velocity, where a friction angle of 13� is obtained and shown in
solid line. The delta symbols represent the mean velocity distribution, matched by a
friction angle of 18�. The diamond symbols correspond to the velocity distribution
on the basal surface, matched by a friction angle of 21:5�.
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timescale. To do this, we first matched the high-speed footage with the
simulation result to a temporal instant at which the front of the granu-
lar flow is about to impact the leading edge of the cylinder. As shown
in the top panel of Fig. 7 (Multimedia view), this temporal node corre-
sponds to a numerical time of 0.088 s. For the result in the second
panel for t¼ 0.188 s, therefore, we then use the same time interval,

0.1 s, to extract the experiment snapshot or simulation data. Since the
time interval of the high-speed footage is 1 ms, we shall use the next
100th snapshot in the experiment to compare with the simulation
solution at t¼ 0.188 s.

For convenience of discussion, we introduce an average particle
velocity,

FIG. 7. Time-dependent development of
the 100’ and 1000’s sprinkles impacting
a circular cylinder between experiment
and DEM simulation. Multimedia view:
https://doi.org/10.1063/5.0101694.1
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Vp;a ¼
XNp

i¼1
Vp;i; (16)

where Vp;i is the resultant velocity of particle i andNp is the total num-
ber of the particles when a DEM simulation approaches a steady-state,
for example, Np ¼ 458 300 at 1.0 s in the current case. Accordingly, a
time-dependent history of Vp;a, as shown in Fig. 8, can be used to fol-
low the development of the flow from run-up to approaching a steady
state and then to the run-out upon the stop of the injection of the inlet
flow. Also shown in the figure is the history developed through the
continuum simulation, where its Vp;a is averaged by the total number
of gridpoints. It is seen that the run-up stage of the continuum simula-
tion is much shorter than that of the DEM simulation and the experi-
ment. A one-dimension solution for the flow without cylinder is also
shown in the figure, where a uniform rectangular mesh, with
166� 101 gridpoints, is applied to the continuum simulation for a
region of 330� 200mm under the same h0 and �u0.

It is seen from Fig. 8 that the primary stage of the run-up is up to a
time of around 0.3 s for the experiment and DEM simulation. For the
results at 0.188 and 0.274 s shown in Fig. 7, there are a few distinctive
features worth noting. First, upon impacting the cylinder, the flow thick-
ness becomes much higher than that of a later developed shock wave,
for example, at 0.388 s. This could be of practical importance, for exam-
ple, to the design for a snow avalanche defense as it may provide a more
accurate approximation to the height of an effective defensive infrastruc-
ture.49,51,52 Second, a particle-free region, i.e., granular vacuum, starts to
develop at the downstream of the cylinder. Following the shock wave, a
significant amount of granular material flies freely alongside the shock
tail, indicating a strong mixing of liquid (dense) and gas (dilute) behav-
iors in the flow.1,2 The result at 0.388 s is close to a steady-state forma-
tion where both the bow shock and the granular vacuum have
developed sufficiently. Such a formation can be clearly observed in the
experiment, but the corresponding simulation solution at this point
seems to take a longer time to settle to a similar steadily state (e.g., as
shown in the Multimedia view and in Fig. 28 in the Appendix).

B. The bow shock and granular vacuum

The shock waves developed in both DEM and continuum simu-
lations are shown in the sideview solutions in Fig. 9. For the DEM

solutions on the left-hand side, it is seen that an early impact of the
flow against the obstacle, namely, at t¼ 0.188 s, can produce a much
higher jump of the flow thickness up from 80 to 95mm. Figure 10
shows the corresponding development of the flow thickness for these
temporal nodes, where the flow upstream of the shock (i.e., jump) has
fully developed at 0.274 s, but the downstream flow undergoes particle-
level changes throughout the later times. For the continuum solutions
on the right-hand side in Fig. 9, however, the shock wave is shown to
be sufficiently developed at t¼ 0.188 s, which remains nearly identical
to other later-time solutions, resulting in a faster run-up rate in the sim-
ulation (e.g., as shown in Fig. 8). Another important difference between
the DEM and continuum simulations is that the DEM solution has a
more extended shock region to the downstream, while the shock region
is largely confined near the obstacle in the continuum simulation. This
leads to a marked difference for the formation of the granular vacuum.

Corresponding to the t¼ 0.188 s solution, as shown in Fig. 11,
the granular vacuum region is shown widely open as the front of the
flow sweeps to the downstream. In the DEM solution, a “low speed
region” emerges on the lee-side of the granular vacuum and continues
to extend downstream with the increase in time, for example, from
t¼ 0.274 to 0.388 s. Compared with the solutions at 0.688 and 1.0 s,
we can see that the shape of the granular vacuum undergoes interest-
ing changes including contraction from 0.188 to 0.388 s and expansion
from 0.388 to 1 s, where the particle velocity on the vacuum’s lee side
accelerates (further details can be seen in the attached animation).
This phenomenon may be interpreted as a “hysteresis” between
modeling the microscopic dynamics of the particles and exhibiting the
bulk flow behavior at the macroscopic level, which becomes more
obvious when simulating a shock wave, across which the velocity of
the granular particles has been greatly reduced. However, such a hys-
teresis effect is neither difficult to observe in the experiment nor identi-
fied in the continuum simulation where the vacuum develops
continuously with its lee-side having the fastest velocity.

For the DEM solutions of 0.188–1.0 s in Fig. 11, a region of
“upstream influence” is observed at the front of the shock wave, within
which the velocity of the flow becomes substantially lower than the rest
of the upstream flow. By extracting the DEM data along the central
streamline of y¼ 100mm, we can obtain an u–w velocity field follow-
ing the flow thickness. From Fig. 12, we can see that the velocity starts
to decrease around x¼ 270mm at the free surface, but the velocity at
the basal surface undergoes a more dramatic change toward the leading
edge of the obstacle. For the region confined between the free surface,
the basal surface, and the forward side of the obstacle, a “channelized”
flow is, thus, formed by pushing the particles to a maximum height at
the front of the obstacle. The appearance of this upstream influence
region is an interesting result captured in the DEM simulation because,
usually, a shock wave only imposes a downstream influence through
its characteristics. With the increase in the roughness of basal surface,
such an influence can become stronger and, hence, extended further to
the upstream.26 The time-dependent development of the flow velocity
is also given in Fig. 13, where the velocity at the free surface experiences
a more dramatic change across the shock, but the velocity at the basal
surface takes a longer time to be fully developed.

C. Comparison for the granular shock and vacuum

Figure 14 compares the flow thickness obtained in the experi-
ment, DEM simulation, and continuum simulation. With comparison

FIG. 8. Evolution history of the average particle velocity Vp;a developed through the
DEM simulation and continuum simulation, where the run-out of the flow is triggered
at 1.0 s by setting the inlet condition with the zero mass flow rate and zero velocity.
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to the experimental shock height of 726 2mm, it is seen that the con-
tinuum solution overshoots the shock with a height of 82mm, while
the DEM simulation undershoots the shock with a height of only
62mm. Furthermore, we can calculate the shock condition along the
central streamline using the normal shock theory.49 By ignoring the
effect of the source term in the momentum equation (10), and with
the continuity equation (9), we can obtain the jump condition across a
normal shock by

h1�u1 ¼ h2�u2; (17)

h1�u
2
1 þ

1
2
gh21 cos f ¼ h2�u

2
2 þ

1
2
gh22 cos f; (18)

where the subscripts “1” and “2” represent the value on the forward
and rearward sides of the shock, respectively. By substituting �u2 in
(18) through (17), we can have the following jump condition for the
flow thicknesses:

FIG. 9. Time-dependent sideview solutions for the DEM simulation (left) and the continuum simulation (right). The same color maps are used throughout the paper for the
DEM and continuum simulations.

FIG. 10. Time-dependent development of the flow thickness for
t ¼ 0:274; 0:388; 0:688; 0:8, and 1.0 s from the DEM simulation.

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 34, 093308 (2022); doi: 10.1063/5.0101694 34, 093308-8

VC Author(s) 2022

https://scitation.org/journal/phf


FIG. 11. Time-dependent overhead solutions for the DEM simulation (left) and the continuum simulation (right).

FIG. 12. u – w velocity field at the central streamline based on the 1 s solution of
DEM, where the velocity field is based on the downslope velocity u and normal
velocity w, overlapped by the contours of the velocity magnitude.

FIG. 13. Time-dependent development of the flow velocity for t ¼ 0:274; 0:388;
0:688; 0:8, and 1.0 s for the DEM simulation, where the velocities at both free-
surface and basal surface are shown in the figure.
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h2
h1
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 8Fr21

p
� 1

2
; (19)

where Fr1 ¼ j�u1j=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gh1 cos f

p
is the local Froude number upstream of

the shock. As shown in Table II, the shock height h2 calculated accord-
ing to (19) is in good agreement with but smaller than the simulation
result, which is mainly caused by the omission of the source term. It is
noticed that the flow thickness h1 obtained in the DEM simulation is
significantly smaller than that of the experiment and continuum simu-
lation, hence making h2 much smaller too. Note also that the upstream
velocity �u1 has used an averaged value according to the velocity profile
given in Fig. 15, where the DEM’s velocity is lower than that obtained
in other methods. In this figure, since the velocity distributions
obtained from the PIVLab (in square and diamond symbols) are based
on a simple one-dimensional flow without the obstacle being consid-
ered (see Fig. 6), their trend follows a monotonic increase with the
downslope distance, hence showing a clear difference with other veloc-
ities obtained from the DEM and continuum simulations for the flow
around the cylinder.

Shown in the last row of Table II is the shock standoff distance
(SSD) formed between the shock wave and the forward side of the
obstacle, which is normalized by the cylinder diameter. We can see
that there is an excellent agreement of SSD between the experiment
and the continuum simulation, which also agrees extremely well with

the analytical solution of SSD.50 The SSD solution from the DEM sim-
ulation, however, shows a significantly smaller value. If comparing
between Figs. 14 and 17 (a solution discussed later in Sec. VA), we can
see that the SSD solution can be improved substantially with the
enhanced local flow condition upstream of the shock wave in the
DEM simulation.

The boundaries of the granular vacuum are compared in Fig. 16
by projecting the numerical solutions of the flow thickness into the
x–y plane, where the continuum solution is shown in a flood-type con-
tour, overlapped by the DEM solution in dashed dotted lines. The
results are based on the 1 s solutions, where the DEM thickness of the
flow has been averaged in the z-direction to form a 2D map in the x–y
plane. The boundary of the granular vacuum obtained in the experi-
ment is marked with a solid line with error bars, showing a better
agreement with the DEM solution.

FIG. 14. Comparison of the flow thickness between experiment and simulation. The
simulation results are based on the 1.0’s solution, but to smooth the randomness
occurred in the DEM simulation, an averaging of 10 numerical solutions was
performed.

TABLE II. Comparison of the shock condition between experiment, simulation, and
theoretical calculation.

Expt. DEM Theory-1a Continuum Theory-2b

h1 (mm) 11.9 8.0 8.0 10.4 10.4
�u1 (m/s) 1.53 1.37 1.37 1.53 1.53
Fr1 5.11 5.59 5.59 5.48 5.48
h2 (mm) 726 2 62 59 82 75
SSD 0.21 0.14 0.22c 0.21 � � �

aDEM solution.
bContinuum solution.
cSSD calculated using Eq. (32) in Sinclair and Cui’s work.50

FIG. 15. Comparison of the flow velocity between experiment and simulation. The
square symbols represent the free surface velocity, and the diamond symbols rep-
resent the basal surface velocity obtained by the PIVLab. The solid lines represent
the DEM solution, the dashed dotted line represents the continuum solution
obtained at 1 s.

FIG. 16. Comparison of the flow formation around the circular cylinder in the x–y
plane.
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In summary, compared with the experimental result, the DEM
simulation produces a smaller shock height h2 due to an underesti-
mated thickness h1 upstream of the shock, but forms a better granular
vacuum downstream of the shock. On the other hand, the continuum
modeling produces a more realistic flow thickness upstream of the
shock, giving a better overall agreement for the shock height, but there
is small discrepancy for the granular vacuum. Moreover, the normal
shock relation (19) shows an excellent agreement with the experiment
for the shock height, at an error of about 4%.

V. IMPROVEMENT TO THE SIMULATION
A. Effect of the inlet flow thickness h0

From the shock solutions shown in Figs. 14 and 15, it is seen that
under the same inlet condition, the flow thickness and velocity still
develop differently in the experiment and in the simulation. Between
the experimental and continuum results, although the shock height
overshoots in the simulation, the flow thickness and velocity (depth-
averaged) upstream of the shock are in good agreement. For the DEM
simulation, on the other hand, its flow thickness and velocity show a
different but more detailed result due to its modeling complexity. We
now select three heights, 15, 21, and 25mm, for the inlet thickness h0
and discuss how it affects the shock and granular vacuum solutions in
the DEM simulation. To keep the inlet condition comparable, we let
the velocities at the free-surface and basal surface remain unchanged
by prescribing a linear distribution over the depth of h0. Therefore, the
inlet mass flow rate _m0 ¼ 2:804 9 kg/s if h0 ¼ 15 mm (previously
used); _m0 ¼ 3:923 1 kg/s if h0 ¼ 21 mm; _m0 ¼ 4:598 5 kg/s if h0
¼ 25mm. Also, the friction angle arising from the particle–wall inter-
action is equal to 21:5�, and that from the inter-particle interactions is
equal to 26�.

The effect of h0 on the flow thickness is shown in Fig. 17, where
the shock height based on h0 ¼ 25 mm agrees very well with the
experiment. From the thickness distributions between h0 ¼ 15 and
h0 ¼ 25, we can see that the thickness difference of the flow changes
from 10mm at the inlet (x¼ 150mm) to about 4mm at the upstream
of the shock (x¼ 270mm). A “transition layer” may be, thus, marked
to denote such a change of the free-surface from a parabolic to a linear
form, but such a transition is only observed in the DEM simulation.
Moreover, the corresponding velocity at the free surface, as seen in
Fig. 18, shows a clear drop around this transition layer. At the basal

surface, the velocity becomes smaller too than the experimental result.
The change of the flow thickness and velocity affects not only the
shock formation but also the granular vacuum. In Fig. 19, we map the
DEM solutions of 1 s to the x–y plane to show the flow formation
around the cylinder. For the boundaries of granular vacuum, i.e., along
the h¼ 1mm lines, we can see that the boundaries of h0 ¼ 15 and
h0 ¼ 21 agree well since their basal velocities remain almost identical.
The vacuum boundary formed for h0 ¼ 25 mm is, however, signifi-
cantly smaller due to its basal velocity being smaller in the vacuum
region. [A further comparison of the flow formation for different h0 is
also given in Fig. 29 (Multimedia view) in the Appendix].

B. Effect of the coefficient of friction

For simplicity, we continue to follow the form, l ¼ tan d, to
define the coefficient of friction and, thus, use dwp to denote the fric-
tion angle formed between the basal surface and particles, and dpp the
friction angle arising from inter-particle interactions. The benchmark
solution of DEM is based on the condition that h0 ¼ 25 mm,
dwp ¼ 21:5�, and dpp ¼ 26�.

FIG. 17. Effect of the inlet flow thickness h0 on the flow thickness in the DEM simu-
lation, where the results are based on the 1’s solutions.

FIG. 18. Effect of the inlet flow thickness h0 on the flow velocities at the free-
surface and basal surface in the DEM simulation.

FIG. 19. Effect of the inlet flow thickness h0 on the flow formation particularly for
the granular vacuum, where the solid line is for h0 ¼ 15 mm, the dashed line is for
h0 ¼ 21 mm, and the dashed dotted line is for h0 ¼ 25 mm. The DEM solutions
are based on the 1’s results and have been mapped to the x–y plane by averaging
h in the z-direction.
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The effect of dwp on shock height, flow velocity, and granular vac-
uum is compared in Fig. 20, where dwp is used 21:5�; 15�, and 10�.
For the shock height in Fig. 20(a), the solutions of 15� and 10� are
slightly smaller. This is an interesting result since the basal flow veloci-
ties for these two angles, as shown in Fig. 20(b), are greater than that
of the 21:5� by about 0.14m/s (or about 14%) at the upstream of the
shock. If comparing the flow thickness upstream of the shock, say,
around x¼ 270mm, we can see that the flow thickness of 15� and 10�

is smaller than that of the 21:5� by about 1.5mm (or about 10%). This
may suggest that the flow thickness upstream of the shock can be
more dominant in affecting the shock height for a certain range of
wall-particle friction angles if the free-surface velocity remains largely
unchanged [Fig. 20(b)], which is consistent with the shallowness
assumption for the depth-averaged continuum model of granular flow
where the inter-particle interactions are not considered. However, the
reduction of the basal velocity does make the granular vacuum smaller
at dwp ¼ 21:5�, as shown in Fig. 20(c).

The effect of the static friction coefficient arising from inter-
particle interactions is shown in Fig. 21, where three angles of dpp,
45�; 26�, and 13� are compared. It is seen that its effect on both shock
height and granular vacuum is not as marked as that of dwp but the
shock region becomes more extended downstream with the decrease
in dpp [see Figs. 21(c) and 29 in the Appendix]. In other words, with
the increase in the inter-particle friction, particles tend to become
more compact and, hence, behave more “liquid-like” when moving
around an obstacle on a slope.

C. An improved l(Ib) rheology

One advantage of simulating the granular flow using the contin-
uum model is its accuracy and simplicity of calculating the flow

thickness upstream of the shock, e.g., as shown in Fig. 14 and Table II.
It is, however, dependent on the correct setup of the conditions includ-
ing h0, �u0, and the basal friction coefficient lðIÞ, where the inertial
number I5,24 represents the ratio of a macroscopic deformation time
ð1= _cÞ, with _c being the shear rate, to an inertia timescale ðd2qs=PÞ0:5,
with qs being the particle density, P is the normal hydrostatic pressure,
and d is the particle diameter. For free-surface granular flows, a bulk
inertial number53 has been given in a simpler form:19

Ib ¼
ffiffiffi
2
p d

h
Fr; (20)

which is directly related to the Froude number, particle diameter, and
flow thickness. To improve the calculation for the granular vacuum,
we now propose a lðIbÞ rheology in a form

lðIbÞ ¼

l1; Ib � Ib1;

l1 þ
l2 � l1

Ib2 � Ib1
ðIb � Ib1Þ; Ib1 < Ib � Ib2;

l2; Ib > Ib2;

8>>><
>>>:

(21)

where the parameters are given as l1 ¼ 0:3939; l2 ¼ 0,
Ib1 ¼ 1:0; and Ib2 ¼ 1:1 for the present example.

The relation among Ib, Fr, and h is shown in Fig. 22, where two
types of l-relation, one with a simple definition l ¼ tan ð21:5�Þ
¼ 0:3939 shown in solid line, and another with l1 ¼ 0:3939;
l2 ¼ 0; Ib1 ¼ 1:0, and Ib2 ¼ 1:1 in dashed dotted line, are compared.
It is seen that a bulk inertial number Ib ¼ 1:0 [Fig. 22(b)] corresponds
to a Froude number of 7 [Fig. 22(a)], above which the flow regime
becomes largely dilute illustrating strong gas behavior with the near-
zero basal frictional effect, and we, thus, let l2 ¼ 0. It is also found
from preliminary tests that the transition from a dense flow regime,

FIG. 20. Effect of the wall–particle friction, denoted by the frictional angle dwp, on the granular shock and vacuum: (a) flow thickness, (b) flow velocity, and (c) contours of h in
the x–y plane, for h0 ¼ 25mm and dpp ¼ 26�.

FIG. 21. Effect of the particle–particle friction, denoted by the frictional angle dpp, on the granular shock and vacuum: (a) flow thickness, (b) flow velocity, and (c) contours of h
in the x–y plane, for h0 ¼ 25mm and dwp ¼ 21:5�.

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 34, 093308 (2022); doi: 10.1063/5.0101694 34, 093308-12

VC Author(s) 2022

https://scitation.org/journal/phf


i.e., for Ib � Ib1, to a dilute regime for Ib > Ib2 can take place within a
narrow window, for example, a range of Ib from 1.0 to 1.1 can be used
here.

With the use of the lðIbÞ relation (21), it is seen in Fig. 22(c) that
the granular vacuum has improved significantly with comparison to
the simple use of l ¼ 0:393 9 where the vacuum closes at the down-
stream end. Figure 23 shows a further comparison for a larger basal
friction l ¼ tan ð26�Þ ¼ 0:487 7, where the reattachment point of the
vacuum moves further upstream, but the use of the lðIbÞ rheology
shows a clear improvement. In this figure, a more abrupt condition
with a step change for l from 0.4877 to 0 at Ib ¼ 0:6 is also tested and
denoted in dashed line, where we can see that the boundary of the vac-
uum becomes widely open [Fig. 23(c)]. While the use of different basal
friction coefficient l has affected the boundary of granular vacuum
greatly, its effect on the shock height is not so obvious, as shown in
Fig. 24, which is similar to that which is observed in the DEM simula-
tion, see Fig. 20(a). This is because the flow thickness and velocity
upstream of the shock remain approximately the same with a moder-
ate change of d, e.g., from 18� to 26� here. Also, because the lðIbÞ rhe-
ology has been defined to improve the basal friction condition in the
vicinity of the granular vacuum, its impact is localized and does not
affect the shock formation either.

VI. RUN-OUT OF THE GRANULAR FLOW

The run-out of the granular flow is important to understand how
the flow behaves and the granular material deposits upon the stop of
the incoming flux from the inlet. To initiate a run-out in our DEM
and continuum simulations, we stopped injecting particles after

t> 1.0 s by giving zero mass flow rate and zero velocity at the inlet of
the domain. To keep it consistent with the discussion for the run-up
and steady-state solutions in Sec. IVA, the conditions used for the
DEM and continuum simulations remain unchanged (see Table I).
Since the inlet flow thickness h0 still uses 15mm in the DEM simula-
tion, its shock height is smaller than the experimental result, but the
granular vacuum keeps continue to agree well between experiment
and simulation. According to the evolution history of Vp;a in Fig. 25,
we can see that the time scales developed in the DEM simulation for
different conditions discussed in Sec. V remain nearly identical partic-
ularly for the run-up and run-out stages and are comparable to that

FIG. 22. Effect of the lðIbÞ-rheology on the flow formation around the cylinder: (a) contours of Fr, (b) contours of Ib, and (c) contours of h, where the solid line is for a simple
l ¼ tan ð21:5�Þ ¼ 0:393 9, and the dashed dotted line is for a lðIbÞ rheology with l1 ¼ 0:393 9; l2 ¼ 0; Ib1 ¼ 1:0; and Ib2 ¼ 1:1. The boundary of the particle-free region
obtained in experiment is overlapped in (c) in solid line with error bars.

FIG. 23. Formation of the flow field under different lðIbÞ conditions: (a) contours of Fr, (b) contours of Ib, and (c) contours of h, where the solid line is for a simple
l ¼ tan ð26�Þ ¼ 0:487 7, the dashed dotted line is for a lðIbÞ rheology with l1 ¼ 0:4877; l2 ¼ 0, Ib1 ¼ 1:0; and Ib2 ¼ 1:1, and the dashed line with
l1 ¼ 0:487 7; l2 ¼ 0; and Ib1 ¼ Ib2 ¼ 0:6.

FIG. 24. Comparison of the shock height obtained from the experiment, DEM simu-
lation, and continuum simulation.
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achieved in the one-dimensional continuum simulation where the cyl-
inder is not considered.

The comparison between experiment and simulation for the run-
out stage adopts a similar approach as used in Sec. IVA, where four
temporal instants, 1.065, 1.120, 1.182, and 1.251 s, are used to capture
typical patterns of run-out [see Fig. 30 (Multimedia view) in the
Appendix]. For the continuum simulation, however, the timescale is

shorter for a similar solution. It is seen from Fig. 26 that at the instant
when the upstream flow is deposited at the front of the cylinder, the
solution of the DEM (and thus the experiment) corresponds to
t¼ 1.120 s, but for the continuum simulation, a similar solution can be
achieved at 1.102 s. This is consistent with the evolution of the average
flow velocity shown in Fig. 8 where the continuum simulation runs
out at a faster speed than the DEM simulation.

The sideview solutions obtained in the DEM and continuum
simulations are compared in Fig. 27, where we can see that during the
primary stage of the run-out, namely, for the time up to 1.182 s, the
shock region and granular vacuum remain mostly “uninfluenced”
even after the rest of the flow runs much further to the downstream.
This observation suggests that the height of a granular shock and the
boundary of a granular vacuum could be “marked” more permanently
upon an avalanche impacting an obstacle, for example, in a snow ava-
lanche event, where the field observation of the aftermath could offer
useful information to re-calculate the avalanching condition to a
greater accuracy.49,51,52,54,55 On the other hand, the “shielding” of the
shock wave to the granular vacuum could ensure the safety zone
formed behind an obstacle to sustain over the entire course of an ava-
lanche. For the continuum solutions shown in Figs. 26 and 27, the
shock structure and granular vacuum are also very well maintained
during the primary stage of the run-out, but the shock height drops
much more quickly.

FIG. 25. Evolution history of the average particle velocity Vp;a (m/s) with time t (s)
obtained in the DEM simulation under different conditions.

FIG. 26. Overhead solutions of the running-out flow around the cylinder: the DEM simulation (left) and the continuum simulation (right).
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VII. CONCLUSIONS

The appearance of the shock wave during the granular flow
around a cylindrical obstacle shows a mixing of solid, liquid, and gas
behaviors of the granular material, as early shown in Fig. 1, of which
details can be captured by the coupled CFD-DEM simulation and
high-speed camera. The solid regime is focused at the front of the
obstacle where the shock region becomes totally stationary due to its
dramatically increased thickness and near-zero velocity of the flow,
while the liquid and gas regimes are mixed within the shock extension
region to the downstream with the propagation of the flow. The con-
tinuum simulation, on the other hand, provides a simpler and faster
solution to the shock solution particularly at the front of the obstacle,
but it has a much shorter extension to the downstream. This is because
that the depth-averaged granular equations (2) and (3) are yet to take
the effect of gaseous phase into account in their present form.

The granular vacuum formed at the downstream of the obstacle
shows another mixed liquid and gas behavior near the boundary of
the vacuum as the flow only has a thin thickness while moving at high
velocity. In this circumstance, the local Froude number can usually
reach between 7 to 10, hence yielding a bulk inertial number Ib of
above 1.0. It suggests that the flow near the vacuum boundary is of
strong gaseous behavior, and the local coefficient of friction between
particles and basal surface, thus, becomes extremely small, i.e., can
quickly reduce to zero, as modeled in the lðIbÞ relation of (21).

Therefore, understanding the behavior of granular material during its
transportation process is of ultimate and prerequisite importance for
modeling and simulating the resulted flowing event in a realistic and
appropriate manner. While the friction coefficient lðIÞ may reach to a
higher critical value when a granular material deposits at the boundary
of granular vacuum on a rough surface,1,20,26 such frictional effect may
become negligibly small when granular particles move almost freely
close to the vacuum boundary on a smooth surface, and, hence, the
use of lðIbÞ ¼ 0 provides a better solution to the vacuum formation,
as shown in our present simulation of the continuummodel.

The comparison of the granular shock and vacuum solutions
shows a good overall agreement between experiment and simulation
at both microscopic and macroscopic levels. Further understanding
of the dynamic properties of granular particles in a broad parameter
space will provide more insight to simulate the bulk flow behavior of
granular materials under complex conditions, where examples of
study may include the hysteresis effect in the granular vacuum for-
mation, the upstream influence of the flow at the front of the shock
wave (Fig. 11), and the transition layer occurred in the flow thick-
ness (Fig. 17).

Above all, the transition among solid, liquid, and gas behaviors
may have never been a simple dependence on a single set of paramet-
ric conditions, and, thus, a unified approach of combining the model-
ing and simulation of granular flows at both microscopic and

FIG. 27. Sideview solutions of the running-out flow around the cylinder: the DEM simulation (left) and the continuum simulation (right).
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macroscopic levels may offer a more comprehensive and consistent
approach to this challenging task at a higher dimension.
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DATA AVAILABILITY

The data that support the findings of this study are available
from the corresponding author upon reasonable request. A list of
experiment video and simulation animations as an integral multime-
dia: Figures 7 and 30, video showing the experiment of 100’s and
1000’s sprinkles impacting a cylindrical obstacle in a chute inclined at
40� to horizontal. Figures 7 and 30, animation-1 showing the simula-
tion corresponding to the experiment, taken from a sideview angle.
Figures 7 and 30, animation-2 showing the simulation corresponding
to the experiment, taken from an overhead angle. Figure 29,
animation-3 showing the simulation for an inlet thickness h0 ¼ 25
mm (dwp ¼ 21:5�; dpp ¼ 26�), taken from a sideview angle.

APPENDIX A: THE CFD MODEL

The CFD model for the fluid flow adopts the volume-averaged
Navier–Stokes equations, where the volume occupied by the fluid
within each cell depends of the volume being taken by the solid par-
ticles. Let af be the volume fraction, uf is the fluid velocity, and qf is
the fluid density, the continuity equation of the CFD model can be
given as (e.g., Refs. 39, 41, and 42)

FIG. 28. Comparison of steady-state approached flow between experiment and simulation for t¼ 0.688 and 1.0 s.
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@

@t
ðqf af Þ þ r � ðqf af uf Þ ¼ 0; (A1)

and the momentum equation is

@

@t
ðqf af uf Þþr� qf af uf �ufð Þ¼�rpþr� af sfð Þ�Fpf þqf af g;

(A2)

where rp represents the pressure gradient, sf is the fluid viscous stress
tensor, Fpf represents the term associated with momentum transfer
between the fluid and solid phase, g is the vector of gravitational accel-
eration, and “�” is the dot product and� the dyadic product.

APPENDIX B: THE DEM MODEL

The DEM model adopted in our work is based on a soft-
sphere approach, where the translational and angular motions of

each individual particle can be given in the following form (e.g.,
Refs. 41, 42, and 58):

mi
du
dt
¼ mig þ

Xni
j¼1

Fn þ Fd
n þ Ft þ Fd

t

� �
þ Fo; (B1)

Ii
dxi

dt
¼
Xni
j¼1

T t þ Trð Þ; (B2)

where ui and xi are the translational and angular velocities of particle i,
respectively, with mi being its mass and Ii is the moment of inertia ten-
sor. This model allows particle i to interact with a total number of ni
neighboring particles through both normal and tangential contacts,
denoted by subscripts “n” and “t,” respectively. Likewise, the normal
and tangential damping forces are denoted as Fd

n and Fd
t , correspond-

ingly. Tt is the torque produced by the tangential force, and Tr is the
torque produced by the rolling friction. The gravitational force of

FIG. 29. Steady-state DEM solutions under different conditions. Multimedia view: https://doi.org/10.1063/5.0101694.2
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particle i is modeled by g ¼ ðg cos f; 0;�g sin fÞ, with g¼ 9.80 m/s2,
to consider the effect of the chute inclination f according to the coordi-
nate system used in the DEM simulation, as shown in Fig. 2.

The contact forces in our DEM simulation are based on the
Hertz–Mindlin model,56,57 where the magnitude of the normal
forces including the damping force is given by

Fn þ Fd
n ¼ �

4
3
Eeq

ffiffiffiffiffiffiffiffiffiffiffi
dnReq

q
dn �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5KnMeq

p
Nn;dampvn: (B3)

In the tangential direction, the magnitude of the tangential forces
(including the damping force) is given by

Ft þ Fd
t ¼ �8Geq

ffiffiffiffiffiffiffiffiffiffi
dtReq

q
dt �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5KtMeq

p
Nt;dampvt (B4)

if 			8Geq

ffiffiffiffiffiffiffiffiffiffi
dtReq

q
dt
			 < 			 4

3
Eeq

ffiffiffiffiffiffiffiffiffiffiffi
dnReq

q
dn
			Cfs; (B5)

otherwise

FIG. 30. Run-out of the granular flow
after the 100’s and 1000’s sprinkles
impacting a circular cylinder. Multimedia
views: https://doi.org/10.1063/5.0101694.3;
https://doi.org/10.1063/5.0101694.4; https://
doi.org/10.1063/5.0101694.5
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Ft ¼
4
3

jEeq
ffiffiffiffiffiffiffiffiffiffiffi
dnReq

p
dnj � Cfsdt

jdtj
: (B6)

Other notations in the above expressions are explained as follows.
Eeq is the equivalent Young’s modulus, Geq is the equivalent shear
modulus, and Req is the equivalent radius, between particles A and
B. dn and dt are the overlaps, and vn and vt are the relative velocity
components in the normal and tangential directions, respectively, at
the contact point. Cfs denotes a coefficient of static friction, and
Nn;damp and Nt;damp are the normal and tangential coefficients of
damping, respectively. In the translational equation of (B1), there is
an additional term Fo to account the coupling between the CFD
and DEM calculations, which may include the effect of drag, pres-
sure gradient, virtual mass, moving reference frames, user-defined
force, etc., and we here primarily consider the effect of drag and
pressure gradient.

For the calculation of the angular momentum equation (B2),
the torques are given by

Tt ¼ Ri � Ft þ Fd
t

� �
; (B7)

Tr ¼ �lr jFnj � jRij
xp

k xp k
; (B8)

where li denotes the coefficient of rolling friction, Ri is the position
vector from the particle centroid to the contact point, and xp is the
component of the particle angular velocity parallel to the contact
plane.

APPENDIX C: SOME FURTHER FIGURES

Further figures are shown here to give a more detailed picture
to the relevant sections in the main text.
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