
Defining factors in hospital admissions during COVID-19 
using LSTM-FCA explainable model

SALEH, Nurul, AB GHANI, Hadhrami and JILANI, Zairul

Available from Sheffield Hallam University Research Archive (SHURA) at:

https://shura.shu.ac.uk/30682/

This document is the Accepted Version [AM]

Citation:

SALEH, Nurul, AB GHANI, Hadhrami and JILANI, Zairul (2022). Defining factors in 
hospital admissions during COVID-19 using LSTM-FCA explainable model. Artificial 
Intelligence in Medicine: 102394. [Article] 

Copyright and re-use policy

See http://shura.shu.ac.uk/information.html

Sheffield Hallam University Research Archive
http://shura.shu.ac.uk

http://shura.shu.ac.uk/
http://shura.shu.ac.uk/information.html


Artificial Intelligence In Medicine
 

Defining Factors in Hospital Admissions during COVID-19 using LSTM-FCA
Explainable Model
--Manuscript Draft--

 
Manuscript Number: AIIM-D-21-01759

Article Type: Research Paper

Keywords: Long Short-Term Memory (LSTM)
Formal Concept Analysis (FCA)
COVID-19
Hospital Admissions

Corresponding Author: Nurul Saleh
Universiti Malaysia Kelantan
Pengkalan Chepa, Kelantan MALAYSIA

First Author: Nurul Saleh

Order of Authors: Nurul Saleh

Hadhrami Ab Ghani

Zairul Jilani

Manuscript Region of Origin: Asia Pacific

Abstract: Recent outbreaks of COVID-19 caused by SARS-CoV-2 infection that started in
Wuhan, China, has quickly spread worldwide. The current situation has contributed to
a dynamic rate of hospital admissions. A global effort by Artificial Intelligence (AI) and
Machine learning (ML) community to develop solutions to assist COVID-19-related
research has escalated ever since. Despite overwhelmed efforts from the AI and ML
community, many machine learning-based AI systems have been designed as black
boxes. In this paper, we propose a framework that utilizes Formal Concept
Analysis(FCA) to explain a machine learning technique of Long-short Term Memory
(LSTM) upon a dataset of hospital admission due to COVID-19 in the United Kingdom.
The novelty of this work lies in increasing the transparency in decision-making using
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ABSTRACT
Recent outbreaks of COVID-19 caused by SARS-CoV-2 infection that started in Wuhan, China, has
quickly spread worldwide. The current situation has contributed to a dynamic rate of hospital ad-
missions. A global effort by Artificial Intelligence (AI) and Machine learning (ML) community to
develop solutions to assist COVID-19-related research has escalated ever since. Despite overwhelmed
efforts from the AI andML community, many machine learning-based AI systems have been designed
as black boxes. In this paper, we propose a framework that utilizes Formal Concept Analysis(FCA) to
explain a machine learning technique of Long-short TermMemory (LSTM) upon a dataset of hospital
admission due to COVID-19 in the United Kingdom. The novelty of this work lies in increasing the
transparency in decision-making using ML to optimize their use in various real-world applications.
Both FCA and LSTM are able to evaluate the data and explain the model to make the results more
understandable and interpretable. The results and discussions are helpful and can lead to new research
to curb the pandemic.

1. Introduction
The novel corona virus (COVID-19) was discovered for

the first time in Wuhan, China, in November 2019 and has
spread around the world at an accelerated rate. COVID-19
is a contagious disease that causes severe acute respiratory
syndrome. The first UK COVID-19 cases were reported
on 31 January 2020. Within three months, daily cases rose
sharply to more than 33,000 cases. Other countries that had
a spike number in daily cases during the early period were
the US, Brazil, Italy, Spain, and Iran. The figure terrified the
globe, and on 11 March 2020, the World Health Organiza-
tion (WHO) proclaimed the outbreak a pandemic.

Due to the aggressive number of cases, the entire health-
care system has to respond and make decisions promptly to
ensure it does not fail. Preventive measures like social dis-
tancing, wearing face coverings, hygiene lifestyle, i.e., hand
washing and disinfecting surfaces, and lockdown enforced
by governments worldwide. Moreover, patients with pos-
itive COVID-19 have to be admitted into an isolation area
with stringent procedures to prevent the disease from spread-
ing. When this work is carried out, vaccines have been re-
leased to the public to contain the disease. This situation has
opened opportunities for researchers to study COVID-19 in
any aspect while using COVID-19 datasets that are publicly
available.

In this study LSTM algorithm of Machine Learning is
used to demonstrate factors affecting hospital admission in
time-series prediction. As machine learning becomes more
prevalent in decisions that affect people’s health, safety, eco-
nomic well-being, and other aspects of life, it’s essential to
describe and understand how the predictions are made while
defining and mitigating bias. This is a difficult topic to ad-

nurulizrin.ms@umk.edu.my (H.A. Ghani)
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dress because of the variety of machine learning algorithm
types and the nature of how machine learning model train-
ing works, yet model interpretability has become a funda-
mental element in making model predictions understandable
[20, 10]. Hence Formal Concept Analysis (FCA) is used to
explain the ML model. This paper is organised into the fol-
lowing sections: Section 1 outlines the review of previous
work , motivation, and objectives. Section 2 discusses the
method used in this work. We present out results in Section
3, and discuss the results in Section 4. Finally, we conclude
our work in Section 5.
1.1. Exploration and Review

In fighting the pandemic, data has recorded that the first
UK mass vaccination program started in early December
2020. [5] reported that when 50% of the adult population has
been vaccinated, death tolls are reduced by 95% and hospital
admissions are reduced by 80%. [26, 13] have reported that a
rollout of the Pfizer BioNTech and Oxford AstraZeneca vac-
cines has led to a substantial fall in severe COVID-19 cases
requiring hospital admissions in Scotland. The impact of
lock-down in France and its efficiency in combating COVID-
19 has been assessed using a stochastic age-structured trans-
mission model that includes data on age profile and social
relationships[7]. The model evaluated the impact of lock-
down as well as the best options for dealing with the health
crisis after the lockdown was lifted.

A study [9] on hospitalization rates and characteristics of
patients hospitalized reported that the COVID-19 associated
hospitalization rate in the early period of the pandemic in the
US was 4.6 per 100,000 population, which the rate increased
with age. While in Iran, a study on the hospitalization and
death rate among patients with multiple sclerosis has discov-
ered that the rate of hospitalization was 25% far more than
the general population [21]. School re-opening and hospi-
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talization in the US have not resulted an increase in COVID-
19 hospitalizations and interestingly, the virus spread among
school staffs, but not among students [11]. Furthermore,
study on sociodemographic, clinical and laboratory factors
on admission associated with COVID-19 mortality in hospi-
talized patients is conducted to identify associations between
baseline characteristics on hospital admission and mortality
in patients with COVID-19 in Spain [19].

In general, ML approach with the setting of COVID-19
pandemic has been used to identify patients at high risk, their
death rate, and other abnormalities and also to understand
the virus and further predict the upcoming issue [16]. Recent
studies indicate that elderly and fragile people are affected by
COVID-19, but it has also claimedmany young lives. [1] ap-
plies machine learning to identify and predict people based
on their vulnerability or resistance to possible COVID-19 in-
fection using genetic variants from asymptomatic, mild, and
severe COVID-19 patients. The ML model produces useful
findings that aid stakeholders in their decision-making.

UsingML approach - LSTM, a study to forecast COVID-
19 transmission in Canada reported that their model has re-
sulted RMSE errors of 34.83 and 45.70 for short and long-
term prediction [4]. Another study [24] has used various
regressors in predicting new cases, deaths, and recoveries of
COVID-19 suggests that LSTM is the second best method
amongst others. [3] in their study of forecasting Covid-19
infection in India with LSTM, Bi-directional LSTM (BD-
LSTM), and Encoder-Decoder LSTM (ED-LSTM) claims
that LSTMmodel gives the best performance for more cases
compared to BD-LSTM and ED-LSTM. Their best RMSE
values on univariate and multivariate LSTM are 1403 and
4572 respectively.

Obtaining causal linkages in COVID-19 data and pre-
senting them in a way that makes them easy to use has also
received a lot of attention. Studies have implement math-
ematical formalisms to the discovery and representation of
causal relations to support domain knowledge [23, 22]. For-
mal Concept Analysis (FCA) is used by [2] to uncover con-
nections between vaccines and other attributes and proposes
a rational strategies to design vaccination schemes to curb
the COVID-19 pandemic.

In other study [18] explains a deterministic approach us-
ing an SEIR-mathematical modelling framework to explore
the concept of optimal and robust interventions across a range
of different non-pharmaceutical interventions (NPI) scenar-
ios. An epidemiological mathematical model by [8] cap-
turing and predicting the spread of COVID-19 with a sim-
ulation model which is performed using the two-step gen-
eralized exponential time-differencing method. In general,
mathematical formalisms are applied tomake themodelmore
explainable, as per described by [20] - domain knowledge is
an essential part of explainability.
1.2. Motivation

This study is motivated by the urge to address the fac-
tors that contribute to hospital admissions to help in making
informed decisions and to respond quickly in managing the

Figure 1: LSTM Components Diagram

pandemic. Additionally, this work is also motivated by the
availability of massive databases and current breakthroughs
in ML approaches. These successful models are frequently
used in a black box fashion, with no information provided re-
garding how they arrive at their conclusions. Lack of trans-
parency feature can be a severe disadvantage, and due to this,
our work aims to demonstrate a more transparent and inter-
pretable machine learning model.
1.3. Objectives

The purpose of this study is to find contributing factors
of hospital admissions in the UK due to COVID-19 using
forecasting method as well as proving the model-based ap-
proach. And explain the black-box result of LSTM using
Formal Concept Analysis (FCA).

2. Method
This research devised Long-Short TermMemory (LSTM)

networks to find associated and significant variables in pre-
dicting hospital admissions in the UK. To explain the model,
Formal Concept Analysis (FCA)mathematicalmodel is used
in addition to interpret domain knowledge and defining rules
associating to the knowledge, further explanation in Section
2.4. LSTM, which was introduced by [12] in 1997, is a
Recurrent Neural Network (RNN) based architecture that is
widely used in natural language processing and time series
forecasting. A common LSTM unit is composed of a cell,
an input gate, an output gate and a forget gate (Figure 1).

Empirical experiments are carried out using LSTM, and
FCA is used to support the LSTM results. The hypothe-
sis underlying this research is that the less error rate LSTM
prediction (of hospital admissions) with the dataset and in-
dependent variables, the more significant are the variables
in contributing factor to the hospital admissions. This ap-
proach which namely model-based was tested in a few re-
search work that cluster and classify significant and highly
associate variables in predicting Glaucoma disease based on
the model performance [14] [15].

Therefore, a few sets of experiments extensively inves-
tigated on the combination of the dependent variables that
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Figure 2: UK Hospital Admissions

could predict the target variable with less root means square
error (RMSE).
RMSE =

√

1
nΣ

n
i=1

(

observedi − predictedi
)2

We strategized investigation into a few sets of experiments
and observed the empirical experiment results before mak-
ing any judgement toward the hypothesis. Each experiment
was run 25 times to obtain consistency results and statistical
values. Later in the study, the method of attribute explo-
ration from FCA is used to explore the relationship between
the attributes andwhether it will be able to explain the LSTM
result.
2.1. Dataset

The dataset of hospital admissions due to COVID-19 used
in this work was formed and cleaned from a few sources in-
clude the UK government and Institute for government UK
organisation’s. In total, there were 428 records of the dataset
used in the experiment. They (total of 7 variables) include
new admissions as the predicted variable, total cases, new
cases, seasons, national lockdown, number of people have
received first dose vaccine, and second vaccine. The vari-
ables are coded in Table 1. Figure 2 and 3 show the daily
number of hospital admissions due to COVID-19 and new
COVID-19 cases from March 2020 to May 2021.

Since seasons variable is used in this study, we come out
with statistical values of admissions and new cases by sea-
sons (Table 2 and 3). From figure 4 and 5 it clearly show that
high numbers for both admissions and new cases during the
winter season.
2.2. LSTM Experiment

LSTM networks are parameters dependent such as opti-
misers, number of epochs, number of batches, and data par-
titioning. As finding at the optimum parameters that best

Figure 3: UK COVID-19 New Cases

Table 1
List of Variables

Variable Code Variable Name Variable Type
DV new admissions dependent variable
IV1 total cases

independent variableIV2 new cases
IV3 seasons
IV4 national lockdown
IV5 first dose
IV6 second dose

Table 2
Statistical Values for Admissions by Seasons

Season Max Min Average
Winter 4576 364 2180
Spring 3565 78 849
Summer 394 72 174
Autumn 2168 340 1316

Table 3
Statistical Values for Daily New Cases by Seasons

Season Max Min Average
Winter 81523 4239 24291
Spring 6196 720 2878
Summer 5318 368 1416
Autumn 35833 5598 18833

predict the dataset is out of the scope of our study, we set the
following parameter values in the experiments: Optimiser:
Adam, Epoch: 100, Batch size: 35.

Six independent variables are used in this work. We re-
search for the significant variables that highly contribute the
number of hospital admission in the UK using LSTM. From
these variables (Table 1), there are 63 variables’ combina-
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Figure 4: Statistical Values for Admissions by Seasons

Figure 5: Statistical Values for Daily New Cases by Seasons

Table 4
Univariate LSTM Results
Mean Min Max Std. Dev.
56.06839 54.90627 57.73614 0.851513

tions of LSTM multivariate experiments as tabulated in Ta-
ble 5.
2.3. Initial Observation

Upon dataset conversion into time series, the Augmented
Dickey-Fuller test was performed on the dataset to find the
nature of time series of the data (stationarity and
non-stationarity). The result of the test with 0.05 signifi-
cant level found that the time series dataset in hand is non-
stationarity. The p-value is 0.266137 which is greater than
5% or 0.05 the input data has unit root. This indicates that
the time series of hospital admissions dataset has trend and
seasonality effect. Owing to this discovery, we include sea-
sons variable in our investigation.

We also ran preliminary experiments of LSTM for uni-
variate time series forecasting (with 25 samples) to test the
method on our dataset. Table 4 and Figure 6 show the results
of the univariate LSTM experiments (the best RMSE value
- iteration 18th). Based on our initial experiment results, we
set out Residual Mean Square Root (RMSE) tolerance to 55.
Within our formal multivariate LSTM experiments, we only
accept the variables combinations with RMSE values that
less than the tolerance value.
2.4. Formal Concept Analysis

To explain link the causality of LSTM result earlier, For-
mal Concept Analysis (FCA) is used. FCA was originally

Figure 6: LSTM Univariate Time Series Forecasting

Figure 7: High-level LSTM Experiment

Table 5
Combination of Variables

Total Variables Variables Combinations Number of Sets

6

1 6
2 15
3 20
4 15
5 6
6 1

Total experiments 63

developed as a mathematical paradigm for concept formali-
sation and conceptual reasoning by [27]. FCA examines the
relationships between a group of objects and their proper-
ties as stated by[6]. The hierarchical property of concept lat-
tices in FCA not only describes the relationships between at-
tributes, but it also serves as a strong foundation for defining
the structural property of the application domain[17]. Gen-
erally, FCA produces two sets of output. The first set of out-
put is a list of all the interdependencies or rules that exist
between the attributes in the attribute set formal concept -
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implications set (See Figure 8). The second set of output is
the hierarchical relationships of objects exist in the domain
- concept lattice (See Figure 9). Followings are the list of
definitions of FCA used in this study:
• Definition 2.1 Formal context

A succession of three similar things (X, Y, I)where objects
X, attributes Y and a binary relation I betweenX and Y, i.e.,
I ⊆ X × Y .
(x,y) ∈ I states that the object x has attribute y.

• Definition 2.2 Intent and Extent
When (X, Y, I) is a context, X’⊆ X and Y’⊆ Y , the Intent
function maps the objects to the attributes, and the Extent
function maps the attributes to objects:
Intent (X’) = y ∈ Y ′ | ∀y ∈ Y ′, (x,y) ∈ R
Extent (Y’) = x ∈ X′ | ∀x ∈ X′, (x, y) ∈ R
For X’ ⊆ X, Intent (X’) is the attributes owned by all
objects of X’, and Extent(Y’) is the set of all objects that
own the attributes Y’. These two functions show a Galois
connection and formal concepts for the domain.

• Definition 2.2 Formal Concept
A Formal Concept C in a context is a pair (X’, Y’) that
satisfies Y’ = Intent (X’) and X’ = Extent(Y’)
i.e., C is a Formal Concept ⇔ for X’ ∈ CandY ′ ∈ C ,
Extent(Intent(X’)) = X’,
and symmetrically, Intent(Extent(Y’)) = Y’.

• Definition 2.3 Implications
An implication A ⇒ B holds in (X,Y,I) if and only if B
⊆ A”, which is equivalent to A’ ⊆ B’. The implications
hold the set of all concept intents
The attribute explorationmethod from FCA is conducted

using data of hospital admission due to COVID-19. This ex-
ploration manages to show the relationships between agents’
behavior when dealingwith COVID-19 pandemic. Data con-
sist of 137 objects (dates range from January 11th, 2021 -
March 6th, 2021) and 5 attributes (NewCases,National Lock-
down, First Vaccine, Second Vaccine and Total Admission)
mapped as ’X’ value into the cross table as formal context.
’X’ is mapped into if there is an increase from a day-to-
day basis. In a cross-table, associating an object to the at-
tributes created a concept hierarchy that can be visualized
using the concept lattice. Figure 8 shows a cross-table where
formal contexts are mapped with ConExp software using the
hospital admission data. The cross-table describes formal
context existed as per described in Definition 2.1. The lit-
tle circles in Figure 9 represent the 11 concepts of the con-
text and the ascending paths of line segments represent the
subconcept-superconcept-relations. The definition of con-
cepts is explained in Definition 2.3.
2.5. Attribute Exploration

For the purpose of this study, the mapping of formal con-
text into a table, named Cross-Table. (See Figure 8) is con-
ducted according to the main aim of this study which is to
define the factors in hospital admission during COVID-19.

Figure 8: The Formal Context of the Hospital Admission

Figure 9: The Concept Lattice of the Hospital Admission

First, the data ranging from January 11th, 2021 to March 6th,
2021 are selected because that was the first time when the
vaccination program began. Multiple-valued data, are then
transformed into single-valued data. The progress of New
Cases, First Vaccine, Second Vaccine and Total Admission
are compared from day-to-day basis. Whenever there is a
decrease in New Cases and Total Admission, the X value
will be mapped accordingly. And at the same time when
there is an increase in First Vaccine, Second Vaccine will
also be mapped accordingly. Here, the criteria for the rules
we seek vary according to the aim of the study and the ba-
sic knowledge of the domain data are implicitly gained [25].
Other than that, the concept lattice as depicted in Figure 9

Saleh, Ab Ghani and Jilani: Preprint submitted to Elsevier Page 5 of 9



LSTM-FCA Explainable Model

Table 6
List of Variables Combinations with Least RMSE Values

Variables Combination RMSE Value
Mean Maximum Minimum Standard Deviation

national lockdown 46.568 49.432 44.732 1.721
new cases 46.918 49.470 44.691 1.828
first vaccine 48.934 59.408 42.651 4.554
first vaccine
new cases 49.332 58.869 43.121 4.458

new cases
national lockdown 50.183 55.214 46.189 2.226

national lockdown
first vaccine 53.398 67.625 45.713 5.261

first vaccine
national lockdown
new cases

54.983 70.512 45.623 6.938

explained the hierarchical relationship of all the established
concepts of the domain.

3. Results
As discussed in the experiment and method, the LSTM

experiment was run for each of the variables’ combinations
(with sampling 25 runs). Aswe set our tolerance of RMSE to
55, there are 7 variables’ combinations with less than the tol-
erance value presented in our final results (Table 6). Mean-
while, Table 3 shows the results (descending order) for vari-
ables combinations with the least significant in predicting
hospital admissions (high values of RMSE). Despite not in
the lowest list, our all six variables combination experiment
also has high RMSE values 463.306, 752.771, and 174.457
for mean, maximum, and minimum respectively with stan-
dard deviation 137.981.

Figure 10 shows our best result (from iteration 9) with
the least RMSE (Mean: 46.568). The amber and green lines
from the figures are the prediction of admissions from train-
ing and test datasets respectively. This result indicates "na-
tional lockdown" is the most significant variable in predict-
ing hospital admissions. Whilst Figure 11 exhibits the least
best (from iteration 10) LSTMexperiment results ("total cases"
and "second vaccine").
3.1. Association Rules

From conceptual exploration approach conducted, the
dependencies between the attributes, i.e. attribute implica-
tions or association rules are generated using ConExp. The
total of 9 rules are generated to show the relationships be-
tween attributes existed from the data.

• Rule 1 (100%)
Decreases in New Cases, imposes of National Lock-
down, increases Second Vaccine implies increases in
First Vaccine

• Rule 2 (100%)
Imposes in National Lockdown and decreases in Total
Admission implies increases in First Vaccine

Figure 10: LSTM Multivariate Time Series Forecasting
with the Best RMSE

• Rule 3 (95%)
Imposes of National Lockdown and increases in Sec-
ond Vaccine implies increases in First Vaccine

• Rule 4 (95%)
Increases inNewCases and imposes of National Lock-
down implies increases in First Vaccine

• Rule 5 (88%)
Increases inNewCases, increases in First Vaccine, de-
creases in Total Admission implies increases in Sec-
ond Vaccine

• Rule 6 (86%)
Decreases in New Cases, decreases in Total Admis-
sion implies increases in Second Vaccine

• Rule 7 (82%)
Decreases in New Cases, increases in Second Vaccine
implies increases in First Vaccine

• Rule 8 (81%)
Decreases inNewCases implies increases in First Vac-
cine
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Table 7
List of Variables Combinations with High RMSE Values

Variables Combination RMSE Value
Mean Maximum Minimum Standard Deviation

total cases
second vaccine 1215.418 1410.922 1058.166 102.854

national lockdown
second vaccine
new cases

1211.848 1403.473 935.851 123.488

second vaccine
national lockdown 925.632 1127.558 729.070 106.644

second vaccine 873.184 1135.473 640.760 124.075
second vaccine
total cases
national lockdown
first vaccine

700.847 1002.166 438.400 135.524

Figure 11: LSTM Multivariate Time Series Forecasting with
the Highest RMSE

• Rule 9 (80%)
Decreases in New Cases, imposes of National Lock-
down, increases in First Vaccine, decreases in Total
Admission implies increases in Second Vaccine

4. Discussion
Our LSTM experiments resulted 7 best variables com-

binations in predicting hospital admissions in the UK. From
these results, it clearly indicates three variables have strong
association towards our target variable -National lockdown,
New cases and First Vaccine. The first vaccine variable co-
incides with [5] [13] where vaccination programme in the
UK reduces hospital admissions, and a single dose vaccine
is effective in preventing hospital admissions. We also dis-
covered that predicting hospital admissions using LSTM is
best with a single independent variable (top three from the
best results). Whilst pairing these three variables in LSTM
prediction also presents promising results (below than 55
RMSE). Combining the three variables however is still within
our defined tolerance RMSE. Surprisingly, the seasons vari-

able is not listed as one of the variables that best in LSTM
prediction. Nevertheless, we found that seasons and first
vaccine are the best pairing in our LSTM experiment with
RMSE values 65.736, 76.656, and 52.631 for mean, maxi-
mum, andminimum respectively (standard deviation: 5.769).
On the contrary, second vaccine is the least significant vari-
able in our LSTM prediction as this variable presence in the
bottom 5 variables combinations.

Through Formal Concept Analysis (FCA) approach, from
9 association rules generated, 2 rules with clear implications
between the attributes in the formal context (with confidence
of 100%) are selected, which areRule 1 andRule 2. The im-
plication rules depict factors contributed to new cases and
hospital admission in the UK between January 11th, 2021 -
March 6th, 2021 as vaccines rollout progresses and lockdown
imposes by the government. Rule 1 implies that decreases in
New Cases, when Lockdown imposes and increases in Sec-
ond Vaccine rollout there is link to First Vaccine rollout. and
Rule 2 implies that decreases in New Cases and government
imposes Lockdown link to increases in First Vaccine rollout.
From both rules, we have deduced that Lockdown and First
Vaccine have a strong implication in number of cases and
total admission in UK hospitals. The target variables from
the LSTM result generated -National Lockdown, New Cases
and First Vaccine and rules generated by FCA - National
Lockdown, New Cases, First Vaccine and Second Vaccine
have a strong coorelation with total admission number due
to COVID-19 in hospitals in the UK.

5. Conclusion
From the study, the utility of methods explained, both

LSTM and FCA are feasible in finding association variables
and generating rules or hypothesis in the data. We employed
LSTM, a deep learning approach to forecast the factors im-
pacting admission due to COVID-19 and FCAmethod of at-
tribute exploration to develop rules or relationship between
the attributes. The innovative aspect of this study is shown
through the implementation of FCA to support the LSTM
results, where the results from FCA have outlined domain
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knowledge for the explainability of the model. We discov-
ered that this study is capable of evaluating data and explain-
ing the model in order to ensure that the outcomes are un-
derstandable and interpretable. The findings and discussions
may bring new insights that may result in the development
of new research aimed at controlling the pandemic.

Based on the promising RMSE values in our LSTM pre-
diction and FCA discoveries a number of research opportu-
nities can be considered in future work. The LSTM param-
eter values can be further explored to optimise the predic-
tion. With the optimised prediction, a new set of significant
variables or pattern could be found as we are interested to
see how seasons in the UK impact the hospitalisations. In
addition to the seasons variable, another empirical experi-
ment can be carried out on a dataset that stretches a longer
period of observations (2 years period that has covered vac-
cines and seasons). We noted that our experiments were run
on a dataset which vaccines and seasons were observed less
than six months. Another interesting future work is that to
test our approach on datasets from other countries for the
same target variable.
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