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Time domain potential and source methods and their application to twin-hull
high-speed crafts
Fuat Kara

Engineering & Mathematics, Sheffield Hallam University, Sheffield, UK

ABSTRACT
The numerical accuracy of time dependent potential and source methods is compared against analytical and
other numerical results using an in-house transient wave-body interaction three-dimensional wave Green
function computational tool of ITU-WAVE. The time dependent Impulse Response Functions (IRFs) are
used to predict the behaviour of radiation forces, exciting forces, and response of floating bodies. For
radiation force IRFs, the numerical results show that potential method converges with less numbers of
panels compared to source method, while in the case of diffraction force IRFs, the convergence is
achieved with the same number of elements for both potential and source methods. As potential
method achieves convergence faster than source method for radiation force IRFs prediction, potential
method is applied for the hydrodynamic and response parameters of a twin-hull high-speed craft. The
present ITU-WAVE numerical results, which are compared with experimental, analytical, and other
numerical results for validation purposes show satisfactory agreements.
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Nomenclature

a jk frequency independent added-mass at infinity
b jk frequency independent damping coefficients
c jk frequency independent restoring coefficients
Ajk frequency dependent added-mass coefficients
B jk frequency dependent damping coefficients
F jk radiation forces
F jD diffraction forces
g gravitational acceleration
G̃ transient free surface Green function
J0 zero order Bessel function
k wave number
KjS scattering impulse response functions
KjI incident wave impulse response functions
Kjk radiation impulse response functions
L, B, T length, breadth, draft
l-n-s tangential -normal y-direction local coordinate system
nj normal vector in j-th direction
n1 normal vector in x-direction
N total panel number
mj gradient of steady velocity in j-th direction
p̂ transient pressure
P(x, y, z) field point
Q(j, h, 6) source point
r distance between field and source points
r′ distance between field and image points
R distance between field and source points on the free surface
S0 body surface at mean position
Sb body surface for boundary surface of the floating system
S1 surface at infinity for boundary surface of the floating system
t time
tN current time step
U0 constant body velocity in the x-direction
�V disturbance fluid velocity
Xj complex form of diffraction forces
b time dependent phase of generated waves and heading angle
Dt constant time step size
z incident wave elevation
l wavelength
m relative position of field and source points
4 position of the floating system in the wave direction on the free

surface

r seawater density
s source strength
G intersection between the instantaneous body surface and free

surface
w transient potential
wI transient incident wave potential
f̂S transient scattering wave potential
F total disturbance velocity potential
xk transient potential in k-th mode
c1k instantaneous fluid response to body motion
c2k potential due to steady translation
v absolute frequency
vc critical frequency
ve encounter frequency

1. Introduction

The fluid-body interaction with and without forward speed effects
of the three-dimensional single- or multi-hull floating systems
cause unsteady motions due to ambient incident wave environment
and requires the prediction of global and local responses of the
floating systems at sea. The global and local responses are the func-
tions of the hydrodynamic parameters which are due to the disturb-
ances by incident waves and can be predicted with the three-
dimensional linear or nonlinear methods. The solution of Navier-
Stokes equations results in complete and accurate predictions of
the hydrodynamic parameters (Zou et al. 2019). Alternatively, the
fluid flow behaviour at the near field could be modelled with
Navier-Stokes equations to consider the viscous effects which are
dominant near to floating bodies while the potential predictions
can be used at the far field as viscous effects decrease. As it is impor-
tant to have computationally efficient methods for routine calcu-
lations, the viscous related methods are still computationally
intensive for practical purposes.

The frequency and time domain potential methods can be used
for the prediction of the hydrodynamic parameters to avoid com-
putationally expensive viscous approximations. A two-dimensional
potential strip theory, which ignores the viscous effects, is
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developed and used in industry and academia successfully (Korvin-
Kroukovsky and Jacobs 1957; Ogilvie and Tuck 1969; Salvensen
et al. 1970; Kim et al. 1980). As the potential strip theory methods
predict the hydrodynamic parameters accurately and are very
efficient computationally, they find a wide range of applications
in industry for conventional ships and floating systems. However,
the strip theory methods have shortcomings for complex geome-
tries at the range of low frequency and high forward speed.

The frequency and time domain three-dimensional methods,
which uses panels to define the geometries, can be used to avoid
the shortcomings of the strip theory methods, in which the inter-
actions between strips are ignored. In the case of the three-dimen-
sional methods, the influence of panels on each other are
automatically considered. Although there are many types of three-
dimensional methods, two popular methods, which are wave
Green function and Rankine panel method in both frequency and
time domains, are used to take the three-dimensional effects into
account. The wave Green function methods (Liapis and Beck 1985;
Liapis 1986; King 1987; Lin and Yue 1990; Kara 2000; Inoue and
Kamruzzaman 2008) satisfy the condition at infinity and free surface
boundary condition automatically, which result in the only discreti-
sation of the body surface to satisfy the boundary condition. How-
ever, in the case of Rankine panel methods (Nakos and Sclavounos
1990; Kring and Sclavounos 1991; Xiang and Faltinsen 2011; Yuan
et al. 2014), the condition at infinity and body boundary condition
is satisfied by the discretisation of both body surface and some
part of the free surface, which result in additional computational
load. In the context of linear analysis, the frequency and time domain
parameters depend on each other through Fourier transform.

The semi nonlinear methods in which the coupling of steady and
unsteady problems is satisfied automatically at the forward speed
(Ferrant 1990; Beck and Magee 1991; Danmeier 1999) can be
used to predict nonlinear motions of the floating systems. One of
the semi nonlinear numerical methods is the body exact method
in which the free surface boundary condition is satisfied with tran-
sient wave Green function implying that the free surface boundary
condition is linearised while the body boundary condition is sat-
isfied instantaneously – implying that nonlinear effects of the
time varying of the body motion is considered exactly. As the
body boundary condition is satisfied instantaneously, the responses
of the floating systems are not sinusoidal anymore. This implicitly
means that the frequency and time domain results do not depend
on each other through Fourier transform in the body exactmethod.
The free surface effect is presented with convolution integral which
requires the recalculation of transient wave Green function up to
the present time. This makes the body exact method computation-
ally expensive.

The mixed Euler–Lagrange method, which has Lagrangian and
Eulerian steps, is used to predict the fully nonlinear behaviour of
the floating systems (Longuet-Higgins and Cokelet 1976; Faltinsen
1977; Vinje and Brevig 1981; Baker et al. 1982; Beck 1999; Kara
et al. 2007). The linear boundary value problem is solved with the
Eulerian step for the integration of free surface boundary condition
using the fluid velocities, while the Lagrangian step is used to inte-
grate the nonlinear free surface boundary condition in time. The
superiority of the time domain methods over the frequency domain
methods, which can be only applied to linear systems, is that the
nonlinear and transient effects can be easily included with the linear
and nonlinear time domain methods. The time dependent and non-
linear problems that can be solved with the time domain methods
include the transient effects on floating systems’ hydroelasticity, pre-
diction of nonlinear hydrostatic coefficients, nonlinear roll damping
with semi-empirical methods, transient behaviour of the first order
steady forces, nonlinear effects on cable forces, manoeuvring under

unsteady motions, motion of floating systems with large amplitudes,
water on deck, and forward speed with variable speeds.

The present study is original, and its novel part is the application
of the present method on the high-speed crafts and getting very sat-
isfactory agreement with experimental results. In this respect, the
present study addresses the shortcomings and fills the gap on
high-speed crafts with very high Froude number Fn = 0.75 and con-
tributes to knowledge in this field. To the best of the author’s knowl-
edge, the present transient wave Green function method was not
studied and applied before, to predict the hydrodynamic parameters
of the high-speed crafts with a very high Froude number Fn = 0.75.

The Time dependent Boundary Integral Equation Method
(BIEM) is used to describe the fluid boundaries while the Green the-
orem is applied over the transient wave Green function. In addition,
basis flow is selected as the free stream which results in Neumann-
Kelvin linearisation of the exact initial boundary value problem
(Kara 2000, 2007, 2010, 2011, 2015, 2016a, 2016b, 2016c, 2017,
2020a, 2020b, 2012a, 2021b, 2021c). The radiation and exciting con-
volution integrals are solved with the trapezoidal rule while the
potentials over the discretised quadrilateral elements are considered
constant. The linear algebraic equation for the solutions of the source
strengths and potentials in time is obtained by satisfying the body
boundary condition at the collocation points of each quadrilateral
element in the in-house computational tool ITU-WAVE. The exper-
imental and analytical results are used to validate the accuracy of pre-
dicted hydrodynamic parameters of the ITU-WAVE numerical
results.

2. Boundary integral equation of source and potential
methods

The potential theory approximations assume that the fluid is
incompressible, inviscid, and has irrotational flow implying no lift-
ing effect and fluid separation from the free surface. Laplace
equation ∇2F(P, t) = 0 controls the fluid domain while the fluid
velocities �V(P, t) = ∇F(P, t) are determined with the gradient of
the harmonic velocity potential F(P, t). The transient integral
equations with potential method Equation (1) (Kara 2000) whose
memory effect is presented with transient wave Green function is
used to describe the initial value problem (Wehausen and Laitone
1960). The initial value problem in the absence of a body is satisfied
by the transient wave Green function (Finkelstein 1957).
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(1)

On the other hand, the source method is preferred to predict the
fluid velocities around the floating systems since they can be easily
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obtained as the gradient of the velocity potential in Equation (3),
while the spatial derivatives of the velocity potential in Equation
(1) – which include additional complexity to the solution – is
required in the case of the potential method. The time dependent
source strength s(P, t), which represents the flow behaviour
around the floating system, is given in integral equation form in
Equation (2).

1
2
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4p
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and velocity potential around floating systems is presented in
Equation (3)
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where the intersection between the free surface and floating body is
given with G(t), while the memory part of the transient wave Green
function is given with G̃(P, Q, t, t). The field and source points in
time are presented with P(x(t), y(t), z(t)) and Q(j(t), h(t), 6(t))
respectively. The separation distances between the source and
field points as well as the field and image points about xy-plane
or z = 0 are given with r and r′, respectively, while the zero order
Bessel function is represented with J0. The impulsive disturbance
at time t at the integration pointQ(j(t), h(t), 6(t)) results in the vel-
ocity potential at time t at the field point P(x(t), y(t), z(t)) which is
represented with the memory part of the transient wave Green
function G̃(P, Q, t, t).

The time dependent potential w(P, t) in the potential method is
obtained directly by the solution of the time dependent boundary
integral equation, Equation (1). In the case of the indirect or source
method, the time dependent source strength s(P, t) in Equation (2)
is first solved. It is then used to predict the potential w(P, t) in

Equation (3) and the gradient of potential ∇w(P, t), which result
in the fluid velocities around the floating system. The time march-
ing scheme is used to solve the integral equation for potential in
Equation (1) for the potential method as well as the source strength
in Equation (2), potential and gradient of the potential in Equation
(3) for the source method. The same integral equation may be used
for radiation and scattering potentials as the only difference is the
body boundary conditions, which are the inputs on the right-
hand side of Equations (1) and (2). Only body surface under
mean position needs to be discretised with panels as the condition
at infinity and free surface boundary conditions are automatically
satisfied with the transient wave Green function. The discretisation
of the body surface results in the replacement of a finite number of
unknown source strength in Equation (2) or potential in Equation
(1) with the continuous singularity distribution. The linear alge-
braic equation for the solution of potential and source strengths
over each panel is then obtained by satisfying the integral equations
in Equations (1) and (2), respectively, at null points of each panel at
which induced velocities are zero.

Hess and Smith (1964) method is used for the analytical inte-
gration of 1/r and 1/r′ in Equations (1–3) over each panel. Exact inte-
gration, multipole expansion and monopole expansion are used for
the small, intermediate and large values of r and r′, respectively. The
memory part of the transient wave Green function G̃(P, Q, t, t) in
Equation (4) is predicted analytically (Liapis 1986; King 1987;
Kara 2000), while its integration over each panel is done numerically
with 2 × 2 Gaussian quadrature after mapping the panels into unit
squares. The integration on line elements is done with 16 Gaussian
points, after subdividing interaction elements into straight lines. It is
assumed that the line elements’ potential or source strength equals to
those of the panels underneath them.

G̃(P, Q, t − t) = ������
g/r′3

√
G̃(m, b) is used to present the memory

part of the transient wave Green function while the nondimensional

form G̃(m, b) = 2
1
0 dl

��
l

√
sin b

��
l

√( )
e−lmJ0 l

��������
1− m2

√( )
is the

function of two nondimensional parameters of m = −(z + 6)/r′

which varies from zero to one and represents the vertical coordi-
nate, b = �����

g/r′
√

(t − t) which is the time dependent phase of
generated waves, nondimensional l = kr′ which is related to the
field and source points of relative positions. The prediction of the
transient wave Green function G̃(P, Q, t − t) requires computa-
tionally efficient numerical methods depending on nondimensional
(m, b) parameters to reduce computational time. As only one sol-
ution is not suited for the prediction due to the convergence pro-
blem, five different analytical methods are used including
asymptotic expansion of the complex error function, Bessel func-
tion, Filon quadrature, asymptotic expansion and power series
expansion.

3. Comparison of time dependent potential and source
methods

3.1. Radiation force impulse response functions (IRFs)

The time dependent radiation forces F jk(t) due to the motion in the
k-th and j-th directions are given as (Cummins 1962).

F jk(t) = −a jkẍk(t)− b jkẋk(t)− c jkxk(t)−
∫t
0
dtKjk(t − t)ẋk(t)

(5)
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where

a jk = r

∫∫
S0

dSQc1k(Q)nj (6)

b jk = r

∫∫
S0

dSQ(c1k(Q)mj − c2k(Q)nj) (7)

c jk = −r

∫∫
S0

dSQc2k(Q)mj (8)

Kjk(t) = r

∫∫
S0

dSQ
∂

∂t
xk(Q, t)nj − xk(Q, t)mj

{ }
(9)

The time dependent accelerations, velocities and displacements
of the floating system in mean position S0 are given with ẍk(t), ẋk(t),
xk(t), respectively, while the integration points and field points are
represented with Q, P, respectively. The unit normal vector and the
coupling of steady and unsteady potential at each direction are pre-
sented with nj, mj = (0, 0, 0, 0, U0n3, − U0n2), respectively. The
transient radiation force in Equation (5) is the function of the dis-
placement, velocity, acceleration (xk(t), ẋk(t), ẍk(t)), convolution
integral representing the damping effects of the free surface, and
time independent hydrodynamic coefficients (a jk, b jk, c jk). The fre-
quency and time independent acceleration, velocity, and displace-
ment coefficients are given by a jk related to added-mass
coefficient depending on geometry, b jk related to damping coeffi-
cient and c jk related to hydrostatic restoring coefficient depending
on forward speed and geometry, respectively. The impulsive vel-
ocity potential is used to predict the time dependent hydrodynamic
parameters. The IRFs Kjk(t), which depend on time, forward speed
and geometry in j-th and k-th directions, are used to represent the
memory effect of the free surface after an initial disturbance of the
free surface at zero time. The velocity potentials for the instan-
taneous fluid response to the disturbances and steady velocity in
Equation (6) and Equation (7) are represented with c1k(P) and
c2k(P), respectively, while the time dependent transient velocity
potential in Equation (9) is given with xk(P, t) (Ogilvie 1964).

3.1.1. Zero-speed case with potential and source methods
In the context of potential theory, the hydrodynamic parameters
may be predicted with either the direct (potential) or the source
(indirect) method (Kara 2000). The fluid velocities on the floating
systems can be directly obtained with source formulation while

the predictions of the fluid velocities with the potential method
are not straight forward as the gradient of the potential in space
is required. The present numerical results with both direct and
indirect methods of the in-house transient ITU-WAVE compu-
tational tool, which uses the transient wave Green function for
the approximations of hydrodynamic parameters, are used to pre-
dict heave IRF. The predicted IRFs from potential and source
methods with the ITU-WAVE numerical tool are compared against
each other and analytically defined heave IRF of a hemisphere with
radius R. The analytically defined heave IRF is obtained with
inverse Fourier transform of the frequency domain added-mass
or damping coefficients (Hulme 1982).

The convergence test with respect to panel numbers is presented
in Figure 1(a) for hemisphere heave IRF with the potential method
at Froude number Fn = 0.0. It can be seen in Figure 1(a) that the
present ITU-WAVE numerical results perfectly predict the analyti-
cal heave IRF (Hulme 1982) when the panel numbers are increased
with nondimensional time step Dt

�����
g/R

√ = 0.05. The potential
method with time domain approximations is used for the predic-
tion of IRFs by other researchers including Adachi and Ohmatsu
(1979), Newman (1985), Beck and Liapis (1987).

The present in-house ITU-WAVE numerical result for the
hemisphere with panel number 400 and nondimensional time
step size 0.05 at Froude number Fn = 0.0 is compared with the
analytical result (Hulme 1982) in Figure 1(b). It can be observed
in Figure 1(b) that present numerical and analytical results are
matched very well even at longer times.

The convergence test using the source or indirect method for
the hemisphere with a nondimensional time step 0.05 and in a
range of panel numbers are presented at Froude number Fn =
0.0 in Figure 2(a). When the potential method in Figure 1(a)
and the source method in Figure 2(a) using the same number
of panels for numerical prediction are compared, the source
method shows oscillations at longer times. However, as can be
observed in Figure 2(b), the oscillations at longer times are
decreased when the panel numbers in the source method are
increased – which implies that computational time would
increase considerably, if the same accuracy from both direct
and indirect methods is required.

The potential method with panel number 400 and the source
method with panel number 1444 are used to compare the present
ITU-WAVE computational results with analytical heave IRF
(Hulme 1982) in Figure 3(a). Although the same level of accuracy
could be achieved with both direct and indirect methods, the source
method requires considerably higher panel numbers.

The numerical results of the potential and source methods with
a small number of panels pn = 36 are compared with analytical

Figure 1. Potential method, radiation heave IRF of a hemisphere with radius R – convergence test in a range of panel numbers with a nondimensional time step size 0.05 at
Froude number Fn = 0.0. (This figure is available in colour online.)
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heave IRF (Hulme 1982) in Figure 3(b). It may be noticed in Figure
3(a) that even with a small panel number, the potential method
approximates the analytical result in an acceptable level while it is
not the case for the source method, which shows the discrepancies
at lower times and the larger oscillations at longer times.

3.1.2. Forward-speed case with potential and source methods
As the line integral exists in the case of the forward speed, a
modified Wigley hull form (Journee 1992) for both potential and
source methods are used at Froude number Fn = 0.3 for the conver-
gence test to determine the effects of line integral which is

considered in the next Section 3.1.2.1. The modified Wigley hull
form has parabolic sections and has the length to beam ratio
L/B = 10 and length to draft ratio L/T = 16. The modified Wigley
hull form is defined analytically in Equation (10).

h = (1− 62)(1− j2)(1+ 0.2j2)+ 62(1− 68)(1− j2)4 (10)

where h = 2y/B, j = 2x/L, and 6 = z/T. The draft, beam, and
length are given with T, B, and L, respectively. Figure 4 shows
heave and pitch IRFs with potential formulation at a range of

Figure 3. Comparison of radiation heave IRFs for a hemisphere with radius R at Froude number Fn = 0.0 and nondimensional time step size 0.05. (This figure is available in
colour online.)

Figure 2. Source method, radiation heave IRF of a hemisphere with radius R – convergence test in a range of panel numbers with a nondimensional time step size 0.05 at
Froude number Fn = 0.0. (This figure is available in colour online.)

Figure 4. Potential method for Wigley hull form with Froude number Fn = 0.3, nondimensional time step size dt = 0.05, in a range of increasing panel numbers (a) heave
IRF (b) pitch IRF. (This figure is available in colour online.)
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increasing panel numbers. It can be observed from Figure 4 that
IRFs are converged with even small panel number, pn = 288.

Figure 5 shows heave and pitch IRFs with source formulation at
a range of increasing panel numbers. It can be observed from
Figure 5 that IRFs with source approximation require more panels
for convergence compared to the potential formulation. Besides, in
the case of source formulation, pitch IRF at longer times is con-
verged more slowly compared to the potential method.

When potential and source formulations are compared for both
zero and forward speed cases, a potential approach gives better
accurate results with a small number of elements. The same accu-
racy can be achieved with source formulation if the number of
panels is increased.

3.1.2.1. Line integral effect in potential and source methods. As
mentioned in the previous section, in the case of the forward
speed, line integrals of the potential formulation in Equation (1)

exists and the solutions of
∂

∂j
w(Q, t) and

∂

∂t
w(Q, t) in Equation

(11) are not easily predicted.

− U2
0

2pg

∫t

t0

dt
∮
G(t)

dh w(Q,t)
∂

∂j
G̃(P,Q, t−t)−G̃(P,Q, t−t)

∂

∂j
w(Q,t)

{ }

+ U0

2pg

∫t

t0

dt
∮
G(t)

dh w(Q,t)
∂

∂t
G̃(P,Q, t−t)−G̃(P,Q, t−t)

∂

∂t
w(Q,t)

{ }

(11)

It can be shown (Liapis 1986) that the unknown term
∂

∂j
w(Q, t)

in the first term of Equation (11) can be approximated in the l-n-s
(tangential -normal y-direction) local coordinate system for wall-
sided bodies at waterline using the properties of the integration
by parts

∮
G(t)

dhG̃(P,Q, t−t)
∂

∂j
w(Q, t)�

∮
G(t)

dhG̃(P,Q, t−t)
∂

∂n
w(Q, t) (�n · i)

+
∮
G(t)

dhG̃(P,Q, t−t)
∂

∂s
w(Q, t) (�s · i)

×
∮
G(t)

dhw(Q, t)
∂

∂l
G̃(P,Q, t−t) (�l · i)

×
∮
G(t)

dlw(Q, t)G̃(P,Q, t−t)
∂

∂l
(�l · i)(�l · j) (12)

As the term (�s · i) equals zero for wall-sided bodies, the second
term in the right-hand side of Equation (12) is considered zero as
most of the interested bodies are wall-sided at the waterline. The
x- and y-velocity components are used to predict the l-tangential
derivative of the Green function in Equation (13)

∂

∂l
G̃(P, Q, t − t) = n2

∂

∂j
G̃(P, Q, t − t)+ n1

∂

∂h
G̃(P, Q, t − t)

(13)

Figure 5. Source method for Wigley hull form with Froude number Fn = 0.3, nondimensional time step size dt = 0.05, in a range of increasing panel numbers (a) heave IRF
(b) pitch IRF. (This figure is available in colour online.)

Figure 6. potential formulation, (a) heave IRF, (b) pitch IRFs for Wigley hull form with Fn = 0.3, dt = 0.05. (This figure is available in colour online.)
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The prediction of the line integrals, which result from the appli-
cation of potential formulation Stoke’s theorem on the free surface,
is done by subdividing the waterline to the straight line depending
on the number of sections that are used on the free surface. The
potential or source strength of the waterline segments is equal to
those of the panels just below them at the z = 0 plane.

The time derivative of the potential
∂

∂t
w(Q, t) in the second

term of Equation (11) is integrated by parts to get Equation (14)
using boundary condition over the Green function and potential
which equals zero at time t = 0.

U0

2pg

∫t
t0

dt
∮
G(t)

dh w(Q, t)
∂

∂t
G̃(P,Q, t−t)− G̃(P,Q, t−t)

∂

∂t
w(Q, t)

{ }

=U0

pg

∫t
t0

dt
∮
G(t)

dhw(Q, t)
∂

∂t
G̃(P,Q, t−t) (14)

Alternatively, the time derivative of the Green function
∂

∂t
G̃(P, Q, t − t) in the second term of Equation (11) is integrated

by parts to get Equation (15) with respect to the potential.

U0

2pg

∫t
t0

dt
∮
G(t)

dh w(Q, t)
∂

∂t
G̃(P,Q, t− t)− G̃(P,Q, t− t)

∂

∂t
w(Q, t)

{ }

=U0

pg

∫t
t0

dt
∮
G(t)

dh G̃(P,Q, t−t)
∂

∂t
w(Q, t) (15)

The numerical experience has shown that the time derivative of

the Green function
∂

∂t
G̃(P, Q, t − t) gets larger near time t = 0 and

generates larger oscillation as shown in Figure 6 although the

analytical prediction of
∂

∂t
G̃(P, Q, t − t) is known in time. It is

also shown by the numerical experience in Figure 6 that as the
potential in time varies slowly, Equation (15) gives a better approxi-
mation compared to Equation (14). However, it was also found
through numerical experience that Equation (15) does not give
expected accurate numerical results when the trapezoidal inte-
gration is used mainly due to the oscillatory nature and amplitude
of the time domain Green function G̃(P, Q, t − t) near the free sur-
face when (t − t) becomes smaller.

As it is presented in Figure 6, the line integral in Equation (15)
can be predicted more accurately using Gaussian Quadrature in
time and assuming that potential over each panel is constant and

can be approximated as

U0

pg

∫tN
t0

dt
∮
G(t)

dh G̃(P, Q, t − t)
∂

∂t
w(Q, t) = 1

Dt

∑N−1

n=1

[w(Q, tn+1)

−w(Q, tn)]
∮
G(t)

dh
∫tn+1

tn

dtG̃(P, Q, t − t) (16)

In the case of the source formulation, line integrals are involved
with a normal derivative of the Green function in Equation (2) and
the Green function itself in Equation (3). When compared to the
potential formulation, it is easier to predict the line integrals with
source approximation, as the predictions do not require additional
simplifications of the potential or time domain Green function.
However, the source formulation requires more panel numbers to
converge as it is presented in Figure 7.

It may be noticed in Figure 7 that potential approximation
requires pn = 288 panel numbers, while it is panel number pn =
800, in the case of source formulation.

3.1.2.2. Asymptotic continuation. One of the important differences
between with and without forward speed cases is the decay charac-
teristics of the transient wave Green function and IRFs. In the case
of the with forward speed, the time domain transient wave Green
function, and hence, the IRFs oscillate at the critical reduced fre-
quency t = vcU0/g = 1/4 which cause resonance and slow decay
of the functions in time. The wave system around the floating bodies
at critical reduced frequency t = vcU0/g = 1/4 results in the gen-
eration of the energy. In the case of the without forward speed, this
energy propagates away from the body while it stays at the vicinity
of the floating system as the wave components’ group velocity is
approximately the same as with floating body speed in the case of
the with forward speed. This physical behaviour can be explained
by the asymptotic continuation of the leading order contribution
of the time domain Green function (Newman 1992).

G̃(P, Q, t − t) �
��
2

√

U2t
e

z
4U2

( )
sin (vct) (17)

As the time and frequency domain results are linked to each
other via Fourier transform, the frequency domain Green function
(Dagan and Miloh 1980) results can be obtained by the Fourier
transform of Equation (17). The asymptotic continuation in
Equation (17) also shows that the time dependent Green function
at a forward speed oscillates at the critical reduced frequency
with a decay rate of 1/t. As the solution of the integral equation

Figure 7. Potential and source formulation comparison, (a) heave IRF, (b) pitch IRFs for Wigley hull form with Fn = 0.3, dt = 0.05. (This figure is available in colour online.)
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is dictated by the transient wave Green function, similar decays are
expected for the boundary integral equation and IRFs.

The t = 1/4 resonance at a critical reduced frequency
t = vcU0/g = 1/4 causes the time domain IRFs solution to decay
slowly and results in the large time asymptotic behaviour of the
transient problem. When the forward speed and zero forward
speed cases are compared, transients take more time to decay in
the case of the forward speed. As the decay of the IRFs at the for-
ward speed takes significantly large computational time, an asymp-
totic continuation is proposed Bingham (1994) to reduce the
expensive computational time. As shown in Equation (17), the
decay rate of the IRFs is proportional to 1/t and can be approxi-
mated as

Kjk(t) � a0 + 1
t
[a1 cos (vct)+ a2 sin (vct)] (18)

The least squares fit is used to determine the constants a0, a1 and
a2 in Equation (18), after truncating the computation of the IRFs at
a non-dimensional time step of 15

����
g/L

√
. This asymptotic continu-

ation also supports that the time domain linearised approximation
at the critical reduced frequency t = vcU0/g = 1/4 has a finite sol-
ution. The long ITU-WAVE numerical calculation and asymptotic
continuation of heave IRFs are compared in Figure 8. As can be
observed from Figure 8, which include the expanded view of the
long simulation with ITU-WAVE and asymptotic continuation,
both results are matched very well. This comparison shows that
the simulation of the motion of floating systems can be extended
to any length without requiring the computationally expensive

numerical prediction of the transient wave Green function at
each time step for a very long simulation.

The effect of the critical reduced frequency on frequency
dependent added-mass and damping coefficients for Wigley hull
form at Froude number Fn = 0.3 can be clearly observed in Figure 9,
which include experimental results of Journee (1992) for compari-
son purpose, at around non-dimensional absolute frequency
v

����
L/g

√ � 0.838.

3.2. Diffraction (Froude-Krylov and scattering) force IRFs

The time dependent diffraction forces F jD(t) in j-th direction,
which are the superposition of scattering and Froude-Krylov forces,
are the functions of IRFs and incident waves and may be written as
(King 1987).

FjD(t)=
∫1
−1

dtKjD(t− t)z(t)=
∫1
−1

dt{KjS(t− t)+KjI(t− t)}z(t)

(19)

KjI(t)=
∫∫
S0

dSQ p̂(Q, t)nj (20)

KjS(t)= r

∫∫
S0

dSQ − ∂

∂t
f̂S(Q, t)nj+ f̂S(Q, t)mj

{ }
(21)

Figure 8. Potential method for Wigley hull form with Froude number Fn = 0.3 and nondimensional time step size dt = 0.05 (a) heave IRF (b) expanded view of heave IRF.
(This figure is available in colour online.)

Figure 9. Potential method for Wigley hull form with Froude number Fn = 0.3 and nondimensional time step size dt = 0.05 (a) heave added-mass coefficients (b) damping
coefficients. (This figure is available in colour online.)
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The time dependent diffraction IRF KjD(t) in Equation (19),
which is the IRF in j-th direction, are the functions of Froude-Kry-
lov IRF KjI(t) due to incident waves z(t) with heading angle b and
scattering IRF KjS(t) due to the diffraction of the incident waves
from the floating body surface. The diffraction force hydrodyn-
amic parameters are predicted using a body-fixed coordinate sys-
tem at which the impulsive incident wave elevation z(t) is
described at the centre of the Cartesian coordinate system which
is a time-invariant linear system. The impulsive incident waves
result in the transient pressure p̂(P, t) on the floating system
and transient scattering potential f̂S(P, t) which are used to pre-
dict the IRFs.

The analytically known incident wave potential wI(P, t) in
Equation (22) and arbitrary regular or irregular wave elevation
z(t) at the centre of the coordinate system is used to predict the
excitation of the floating systems (King 1987).

wI(P, t) =
1
p
Re

∫1

−1
dve

ig
v
ek(z−i4)eivet

⎧⎨
⎩

⎫⎬
⎭ (22)

where the position of the floating system in the wave direction on
the free surface, wave number in infinite water depth, heading
angle in the positive x-direction, linear system’s absolute fre-
quency, and encounter frequency are presented in Equation (22)
with 4 = x cos (b)+ y sin (b), k = v2/g, b, v, and ve, respect-
ively. The forward speed in the positive x-direction of the floating
body is given with U0. All frequencies for the motion

characteristics of the floating system are included with the inci-
dent wave potential wI(P, t) in Equation (22), which is a uni-
directional wave system.

Figure 10 shows the convergence of scattering (a) and diffrac-
tion (b) IRFs with a potential approximation at zero speed for a
hemisphere. As compared to radiation IRFs, diffraction force
IRFs components require a smaller number of panels for conver-
gence. As can be observed from Figure 10, the convergence is
achieved with even 144 panels.

Figure 11 shows the convergence of scattering (a) and diffrac-
tion (b) IRFs with source methods at zero speed for a hemisphere.
As opposed to radiation IRFs for the source method, diffraction
IRFs require much less panel number for convergence. The require-
ments of less panel number for convergence of scattering IRFs
KjS(t) Equation (21) of diffraction problem compared to radiation
IRFs Kjk(t) Equation (9) can be attributed to the solution of the
boundary integral equations of Equation (1) for the potential
method and Equation (2) for the source method. In the case of radi-
ation problem, the potential is decomposed into impulsive (c1k(P)
and c2k(P)) part and transient part (xk(P, t)). The solution of tran-
sient potential xk(P, t) includes the numerical prediction of the
time independent impulsive potentials c1k(P) and c2k(P), in
addition to analytical integration of the Rankine parts (e.g. 1/r,
1/r′) and numerical integration of the memory part of the transient
wave Green function G̃(P, Q, t − t) Equation (4). On the other
hand, in the case of diffraction problem, although the same integral
equations are used, scattering potential f̂S(P, t) is not decomposed
into different potentials and the body boundary condition is

Figure 10. Potential method, convergence test in a range of panel numbers, Froude numbers Fn = 0.0 and nondimensional time step size 0.05 for hemisphere (a) heave
scattering IRF (b) diffraction (scattering + Froude-Krylov) IRF. (This figure is available in colour online.)

Figure 11. Source method, convergence test in a range of panel numbers, Froude numbers Fn = 0.0 and nondimensional time step size 0.05 for a hemisphere (a) heave
scattering heave IRF (b) diffraction (scattering + Froude-Krylov) IRF. (This figure is available in colour online.)
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predicted analytically (King 1987). As observed in Figure 11, the
convergence with the source method is achieved with pn = 144
panels opposite to panel number pn = 1444, in the case of radiation
IRFs.

Figure 12 shows the comparison of heave scattering (a) and
diffraction (b) IRFs with source and potential methods at zero for-
ward speed for a hemisphere. As can be seen in Figure 12, both
potential and source IRFs are converged at the same panel numbers
as opposed to radiation IRFs.

4. Application of the potential method to multi-hull
floating systems

As the potential method achieves convergence much faster than the
source method in the case of the prediction of radiation IRFs, the
potential method will be used for the approximations of twin-hull
high-speed craft’s hydrodynamic and motion parameters, in this
section. The twin-hull floating structures experience significant
hydrodynamic interactions if they are in sufficiently closer proxi-
mity. When they are disturbed at their mean positions, twin-hull
start to oscillate and generate waves. Some of these generated
waves are radiated back to infinity while others interact with float-
ing bodies in the twin-hull system which result in the diffraction of
the waves by bodies. The existence and interaction of waves with
floating bodies significantly change the motion behaviour, hydro-
dynamic forces, seakeeping, and manoeuvring performances of
the multi-hull floating systems.

The multi-hull interactions have many applications in the indus-
try including towing of a ship, offshore platforms with multiple col-
umns, multi-hull ships and catamarans, wave energy converters in
an array system, replenishment of two ships and transfer of the

cargo with multi-hull systems in a seaway. The wave interactions
in the gap of multi-hull systems due to standing waves result in
the resonance at which the complete transmission or complete
reflection of the incident waves can happen (Newman 1974;
Evans 1975).

4.1. Twin-hull high-speed craft with potential method
prediction

The present in-house ITU-WAVE computational results including
added-mass coefficient, damping coefficient, diffraction force
amplitude, diffraction force phase angle at heading angle
b = 1800 and Response Amplitude Ratio (RAO) in heave and
pitch modes using 196 panels on a single-hull are validated with
the experimental results of DUT (Delft University of Technology)
twin-hull high-speed craft (Van’t Veer 1998). The length L, length
to draft ratio L/T, length to beam ratio L/B, separation distance
ratio between hulls H/B, and Froude number Fn are given with L
= 3.0 m, L/T = 20, L/B = 12.5, and H/B = 2.917, and Fn = 0.75,
respectively. It may be noticed that a lesser number of panels (pn
= 196) compared to hemisphere (pn = 400) for the potential
method is required for the twin-hull form. When the hemisphere
and twin-hull forms are compared, the hemisphere has full body
form while the twin-hull has very slender hull form. It is known
that the potential theory methods are much better suited and pre-
dict the hydrodynamic parameters of the slender hull forms accu-
rately as slender bodies are streamlined hull forms.

4.1.1. Radiation force coefficients in frequency domain
Fourier transform is used to transfer the time domain results in
Equation (5) to frequency domain results as presented in Equation

Figure 12. Comparison of potential and source methods for heave IRFs of a hemisphere at Froude number Fn = 0.0 and nondimensional time step size 0.05 (a) scattering
(b) diffraction (scattering + Froude-Krylov). (This figure is available in colour online.)

Figure 13. Twin-hull high-speed craft with H/B = 2.917, L/T = 20, L/B = 12.5 at Froude number Fn = 0.75, heave nondimensional (a) added-mass coefficient (b) damping
coefficient. (This figure is available in colour online.)

10 F. KARA



(23) and Equation (24) in the case of a time harmonic motion.

Ajk(v) = a jk − 1
v

∫t
0
dtKjk(t) sin (vt)−

c jk
v2

(23)

B jk(v) = b jk +
∫t
0
dtKjk(t) cos (vt) (24)

where the added-mass and damping coefficient, which are the fre-
quency dependent coefficients, are given with Ajk(v) and B jk(v),
respectively.

The present ITU-WAVE numerical results and experimental
results (Van’t Veer 1998), which include with and without trim
and sinkage effects, are compared for validation purposes of the
numerical results in Figure 13(a) and Figure 13(b). The present
added-mass and damping coefficients results are obtained using
the mean position of the twin-hull high-speed craft without consid-
ering the sinkage and trim moment effects. However, it can be seen
in Figure 13 that the present ITU-WAVE numerical results of non-
dimensional heave added-mass coefficient Figure 13(a) and damp-
ing coefficient Figure 13(b) at very high Froude number Fn = 0.75
approximate the experimental results (Van’t Veer 1998)
satisfactorily.

The present ITU-WAVE numerical results of nondimensional
cross-coupling heave-pitch and pitch-heave added-mass coeffi-
cients Figure 14(a) and damping coefficients Figure 14(b) are com-
pared for validation purposes with experimental results (Van’t Veer
1998) which also consider the effects of trim and sinkage correc-
tions. As it can be seen in Figure 14, the numerical and experimen-
tal results are in good agreement. The experimental results of cross-

coupling added-mass coefficients show that there were no consider-
able effects of the trim and sinkage corrections. This is the reason
that only experimental results without trim and sinkage corrections
are presented in Figure 14(a).

The nondimensional pitch added-mass coefficients Figure 15(a)
and damping coefficients Figure 15(b) of the present ITU-WAVE
computational results are compared with experimental results
(Van’t Veer 1998). As in the heave and cross-coupling heave-
pitch hydrodynamic coefficients, the present ITU-WAVE pitch
added-mass and damping coefficients approximate the experimen-
tal results satisfactorily.

4.1.2. Diffraction force coefficients in frequency domain
As in radiation force, added-mass and damping coefficients in
Equation (23) and Equation (24), the diffraction force amplitudes
and phase angles in the frequency domain are obtained via Fourier
transform of diffraction IRFs of Equation (19).

Xj(ve) =
∫1
−1

dt[KjI(t)+ KjS(t)]e
−ivt (25)

where the complex form of the diffraction force is given with
Xj(ve). The frequency domain parameters of the diffraction force
amplitudes and phase angles are the absolute values and arguments
of Equation (25), respectively. The force amplitudes and phase
angles of Froude-Krylov and scattering forces in the frequency
domain are also obtained via Fourier transform of the time depen-
dent IRFs of Equation (20) and Equation (21), respectively.

The frequency dependent heave and pitch diffraction force
amplitudes and phase angles of the present ITU-WAVE

Figure 14. Twin-hull high-speed craft with H/B = 2.917, L/T = 20, L/B = 12.5 at Froude number Fn = 0.75, nondimensional cross-coupling heave-pitch and pitch-heave
coefficients (a) added-mass coefficients (b) damping coefficients. (This figure is available in colour online.)

Figure 15. Twin-hull high-speed craft with H/B = 2.917, L/T = 20, L/B = 12.5 at Froude number Fn = 0.75, pitch nondimensional (a) added-mass coefficient (b) damping
coefficient. (This figure is available in colour online.)
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computational results in Figure 16(a,b), and Figure 17(a,b), respect-
ively, which are the superpositions of scattering and Froude-Krylov
forces, are validated with the experimental results (Van’t Veer 1998)
at Froude number Fn = 0.75 and heading angle b = 1800. It can be
observed from Figures 16 and 17 that the numerical and exper-
imental results are in good agreement.

4.1.3. Response amplitude operators (RAOs) for the heave
and pitch modes
The experimental results (Van’t Veer 1998) of RAOs and phase
angles in heave and pitch modes are used to compare and validate
the present ITU-WAVE computational results at Froude number
Fn = 0.75 and heading angle b = 1800. The heave RAO in Figure 18
(a) and phase angle in Figure 18(b), and pitch RAO in Figure 19(a)

and phase angle in Figure 19(b) show satisfactory agreement with
the experimental results (Van’t Veer 1998).

The heave and pitch RAOs show different behaviours in a range
of incident wave frequencies. The velocity and acceleration do not
exist around the zero-frequency region so that this region is con-
trolled by hydrostatic restoring forces. As the hydrostatic restoring
force coefficients balance the force due to inertia around the reson-
ance region, the damping forces dictate the resonance region where
the incident wave frequency and natural frequency of the floating
systems are equal. The floating system would not have enough
time to respond to the incident wave at a higher frequency region
so that this region is controlled by the mass of the floating systems.

As the DUT twin-hull has a transom stern, there would be flow
separation due to immersion of the transom stern at a high Froude

Figure 17. Twin-hull high-speed craft with H/B = 2.917, L/T = 20, L/B = 12.5 at heading angle b = 1800 and Froude number Fn = 0.75, pitch nondimensional (a) diffraction
force amplitude (b) diffraction phase angle. (This figure is available in colour online.)

Figure 16. Twin-hull high-speed craft with H/B = 2.917, L/T = 20, L/B = 12.5 at heading angle b = 1800 and Froude number Fn = 0.75, heave nondimensional (a) diffrac-
tion force amplitude (b) diffraction phase angle. (This figure is available in colour online.)

Figure 18. Twin-hull high-speed craft with H/B = 2.917, L/T = 20, L/B = 12.5 at heading angle b = 1800 and Froude number Fn = 0.75, heave nondimensional (a) force
amplitude (RAO) (b) phase angle. (This figure is available in colour online.)
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number Fn = 0.75. The flow separation influences the viscous
effects which would affect the response amplitude at the resonance
frequency region as can be observed in Figures 18 and 19. How-
ever, the viscous damping is usually limited for slender vessels
advancing at high speed in head sea waves while an important
damping effect is the hull-lift damping for which dry transom
stern is important (Faltinsen 2005). Owing to the increase in vis-
cosity and hull-lift damping, the damping of the floating system
would increase which result in the reduction of the motion ampli-
tude. It is expected that the potential theory based numerical
methods overpredict the motion amplitudes as the potential the-
ory ignore the viscous effects and hull-lift damping. As the ITU-
WAVE numerical code depends on the three-dimensional poten-
tial formulation for arbitrary multi-hull bodies, the overprediction
of wave amplitudes can be observed clearly for heave and pitch
modes in Figures 18 and 19 at resonance region, while the phase
angles for both heave and pitch modes are in better agreement
with the experimental results. The ITU-WAVE numerical results
also show a small shift against the experimental results in motion
amplitudes towards higher frequencies in the pitch mode as in
Figure 19.

5. Conclusions

The application of the in-house three-dimensional transient wave-
body interaction computational tool ITU-WAVE with the bound-
ary integral equation method and Neumann-Kelvin linearization
is presented for the time domain prediction of different hydrodyn-
amic parameters including multi-hull interactions, RAOs and first-
order unsteady hydrodynamic forces (e.g. the radiation and diffrac-
tion forces of isolated and twin-hull floating systems in time and
frequency domains).

The numerical comparisons of the potential and source methods
are presented depending on the convergence of numerical results in
terms of the panel numbers against the analytical result in the case
of the hemisphere. Numerical experiences show that in the case of
radiation force IRFs the potential method achieves the numerical
convergence much faster than the source method in terms of
panel numbers, while in the case of diffraction force IRFs, both
potential and source methods achieve the convergence approxi-
mately with the same number of panels.

Numerical results related to radiation and diffraction (including
Froude-Krylov and scattering) forces in the frequency domain are
obtained by Fourier transform of the transient radiation and diffr-
action time domain IRFs, respectively. The ITU-WAVE numerical
results for the heave and pitch RAOs, added-mass and damping

coefficients, diffraction force amplitudes and phase angles show a
satisfactory agreement with analytical and experimental results.
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