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Robust Point Correspondence Applied to Two-
and Three-Dimensional Image Registration

Elizabeth Guest, Elizabeth Berry, Richard A. Baldock, MaÂ rta Fidrich, and Mike A. Smith

AbstractÐAccurate and robust correspondence calculations are very important in many medical and biological applications. Often,

the correspondence calculation forms part of a rigid registration algorithm, but accurate correspondences are especially important for

elastic registration algorithms and for quantifying changes over time. In this paper, a new correspondence calculation algorithm, CSM

(Correspondence by Sensitivity to Movement), is described. A robust corresponding point is calculated by determining the sensitivity of

a correspondence to movement of the point being matched. If the correspondence is reliable, a perturbation in the position of this point

should not result in a large movement of the correspondence. A measure of reliability is also calculated. This correspondence

calculation method is independent of the registration transformation and has been incorporated into both a 2D elastic registration

algorithm for warping serial sections and a 3D rigid registration algorithm for registering pre and postoperative facial range scans.

These applications use different methods for calculating the registration transformation and accurate rigid and elastic alignment of

images has been achieved with the CSM method. It is expected that this method will be applicable to many different applications and

that good results would be achieved if it were to be inserted into other methods for calculating a registration transformation from

correspondences.

Index TermsÐImage registration, iterative closest point, surface matching, point correspondence, image warping, image matching,

serial sections, reconstruction.

æ

1 INTRODUCTION

THE ability to calculate accurate and robust correspon-
dences is important for many applications in biomedi-

cal imaging. Examples of such applications include
evaluation of aesthetic surgery to the face, growth measure-
ment, elastic registration of acquired images to an atlas, and
elastic registration of serial histological sections in order to
produce a smooth three-dimensional reconstruction. Corre-
spondence algorithms are needed for developing point
distribution models [1] and are widely used in all the types
of registration algorithms categorized by Lester and
Arridge [2]: rigid, affine, elastic, and fluid registration.

Correspondence algorithms generally consist of two
parts: a similarity measure and a cost function. The
similarity measure is used to compare two points or regions
in different images. The cost function analyzes the values
produced by the similarity measure after a point or region
in one image has been compared to many points or regions
in the other image. In this paper, the term ªcorrespondence
calculationº will refer solely to the cost function.

The similarity measure can be application specific as is

the case for Zhang [3], who matched megakaryocyte cells on

adjacent serial sections based on the relative locations of
neighboring cells. Hibbard et al. [4] have devised a method
for matching and finding correspondences between median
eminence microvascular nodules in the brain. However,
many authors have proposed more general methods. Some
match gray or color levels between images either directly
[5], or using cross correlation [6], [7], mutual information
[8], or gradient values [9]; others extract features such as
contours [10], [11] or crest lines [12] and match properties of
these features. Three-dimensional surfaces are often
matched using functions based on their normals and
curvatures [13], [14]. However, other types of features such
as ªspin imagesº [15] and ªharmonic shape imagesº [16]
have recently been devised. The similarity measure used for
these feature images is cross correlation.

In general, correspondences are found by choosing the
point with the optimum similarity value, but this can give
unsatisfactory correspondences. For example, in a gray-
scale image, a point in the middle of a region of texture is
likely to match well to a large area, but may have as its
optimum values, a point near the boundary of the region,
rather than near the middle as would be expected. As a
result, neighboring points will often have correspondences
that are not close to each other.

Some authors attempt to overcome these problems by
smoothing the calculated correspondences so that the
resulting displacement vectors all point in approximately
the same direction [7], or detect and discard unreliable
correspondences [9]; others grow correspondences from a
distinctive point [5], [17]. Methods that involve segmenta-
tion often have reliable and robust correspondence algo-
rithms [10], [12], [18], but apart from the difficulties of
reliable segmentation, these methods cannot directly calcu-
late correspondences for all the points in the image, but
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must interpolate correspondences for points not included in
the segmentation.

In this paper, we propose a new method for calculating
correspondences: the CSM (Correspondences by Sensitivity
to Movement) algorithm. Instead of taking the point with
the optimum match value, we calculate a ªtentative
corresponding pointº by summing over the matchmap
produced by matching the point of interest to several points
in the other image. This summation includes a distance
penalty so that more weight is given to closer matches. The
basic principle of the CSM algorithm is to test the reliability
of a potential correspondence by virtual movements of the
point of interest to see if it always matches to the same point
in the other image. If the point of interest matches well to a
large area, these points will be scattered, but if the point of
interest matches well to only a small region, all the tentative
corresponding points will be clustered in this region (unless
the distance penalty swamps the similarity values). This
approach overcomes the problems of unsatisfactory corre-
spondences outlined above and ensures that correspon-
dences for neighboring points are close. This new method
has the following advantages:

. There is no segmentation. The results of the
similarity measure are not thresholded and the
images do not need to be segmented into edges or
regions. In the two example applications described
below, points are not constrained to be distinctive
(such as lie on a high contrast edge).

. Points in the middle of homogeneous regions are
given ªsensibleº correspondences in that the corre-
spondence will be the closest point in the corre-
sponding homogenous region. This overcomes the
problem that the best match may suggest a large
displacement vector, even when two almost iden-
tical images are perfectly registered.

. A measure of reliability of the correspondence is
calculated. In practice, this means that points that
match well to a point or line have high reliability,
whereas points that match well to a large region will
have low reliability. As a result, it is not important
that all match points are distinctive and, in registra-
tion applications, points that match well to a large
region can be allowed to move freely over this
region.

. Subresolution matching can be achieved even when
matching only to subsampled points. So if a node of
a (surface) mesh is matched to nodes of another
mesh, the correspondence is not a mesh node, but
can be any point on the surface of the second mesh.

This algorithm is independent of both the similarity
measure and any method for computing a registration
transformation. Therefore, we envisage that it will be
widely applicable to many different problems and that it
will give good results when it is inserted into many of the
different published registration algorithms that require
correspondences.

The performance of the CSM correspondence calculation
algorithm is tested on two very different applications:
2D warping (or elastic registration) of serial histological
sections of mouse embryos in order to produce a smooth

reconstruction of the original object; and rigid registration
of range images of human heads produced by a circular
laser scanner. As the applications are so different from each
other, different (novel) similarity measures had to be
devised for each application. 2D matching is based on
statistical information obtained from a new filter, the F-test
filter [19]. The 3D similarity measure was constructed from
standard 3D surface similarity measures and a new
similarity measure, the relative difference in angle.

In the following sections, the correspondence calculation
algorithm is described in detail and criteria which the
match function must satisfy for good results are given. Then
the similarity measures and other details for each applica-
tion are described. Finally, we describe experiments that
show that these new methods enable the aims of both
applications to be achieved satisfactorily.

2 CALCULATING ROBUST CORRESPONDENCES

In this section, we describe the CSM correspondence
calculation algorithm in detail. We assume that a suitable
similarity measure has been devised for the particular
application. The criteria that the similarity measure should
satisfy are given below; similarity measures for each of the
two applications are described in Section 3.

There are three stages to the CSM algorithm:

1. Use an appropriate similarity measure to match a
point (the matchpoint) of image A to points within a
certain radius in image B. The points in image B,
together with their similarity values to the match-
point define a ªmatchmap.º Note that if the two
images are surfaces represented by a surface mesh,
then a node of the surface mesh, representing image
A, is matched to nodes of the surface mesh,
representing image B.

2. Perform virtual movements of the matchpoint and, for
each position of the matchpoint, calculate a ªtentative
corresponding pointº on image B. Each tentative
corresponding point is calculated by summing over
the matchmap, while taking distances from the
matchpoint to each point in the matchmap into
account. Note that neither the corresponding point
nor the tentative corresponding points are constrained
tocoincide withoneof thepoints in the matchmapand,
in general, will lie between these points.

3. Calculate a corresponding point and a measure of
reliability by analyzing the distribution of the
tentative corresponding points. If the tentative
corresponding points are scattered along a line, the
corresponding point is the closest point on the line to
the matchpoint. Otherwise, the centroid of the
scatter of points is used. The reliability is derived
from the eigenvalues obtained by a principal axes
analysis of the scatter of points.

Each of these stages will be described in detail below. In
order for the correspondence calculations to work well, it is
essential that the matchmap and, therefore, the similarity
measure satisfies the following criteria:

. There must be good discrimination between the
good and bad matches. For best results, the
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similarity measure should be tailored to the type of
images in the application. For example, in our
2D application, the different regions in the image
can be characterized by the mean and standard
deviation of their gray levels. So, a similarity
measure based on these quantities is appropriate
for these images (see Section 3.1.1).

. The values generated by the similarity measure
should be normalized to the range [0,1].

2.1 Calculating Tentative Corresponding Points

If we match a matchpoint from image A to points within a
search area in image B, we obtain a matchmap. A ªtentative
corresponding pointº for the matchpoint can be calculated
by integrating over the matchmap. One way of doing this is
to attach springs from the matchpoint to each point within
range in image B, where the spring constant is given by the
similarity value. However, we would prefer ªinverse
springsº that pull more strongly for shorter distances. This
can be achieved by the formula: Fi = Kixi, where Fi is the
force exerted by spring i, xi is the vector from the
matchpoint to point i in the matchmap, and Ki is the
spring constant given by

Ki � mi

1� jxijb
; b � 2;

where mi is the similarity value for point i and b is a
constant. We have set b equal to 2.0, so that points that are
far away can still influence the position of the correspond-
ing point if they match well. Using this formula, the
tentative corresponding point, q

i
, is given by

q
i
�
P
KixiP
Ki

:

This formula is suitable for images that have been evenly
subsampled. For 3D triangulated surfaces, in particular, the
situation is different in that the nodes in image B may not be
evenly distributed over the surface. This can cause an area
where the nodes of the surface mesh are more densely
packed to pull more strongly than an area where the nodes
are less densely packed, irrespective of how well they
match the matchpoint. To overcome this, we multiply Ki by
the additional term

meandisti
ni

;

where meandisti is the mean distance from node i to all the
nodes connected to it, and ni is the number of nodes
connected to node i. This results in the formula:

Ki � mi

1� jxijb
�meandisti

ni
; b � 2:

2.2 Generating a Measure of Reliability and
a Corresponding Point

Using the formulae given above, a single ªtentative
corresponding pointº can be generated for each matchpoint
in image A. If we (virtually) perturb each matchpoint and
sum over the matchmap with the matchpoint in this new
position, we will in general get a different tentative

corresponding point. If this procedure is repeated for fixed
displacements of the matchpoint, a scatter of tentative
corresponding points will be generated. The distribution of
this scatter of points provides information about the
robustness of each match to image B.

In the 2D case, three scenarios are possible: the tentative
corresponding points will either be clustered along a line,
clustered near a point, or widely scattered in the image. In the
general 3D case, there is the additional scenario: the tentative
corresponding points may be scattered on a plane or a more
general type of surface. In order to differentiate between
these cases and to calculate a measure of reliability, we
calculate the eigenvalues and eigenvectors from the moment
of area matrix [20] obtained from the scatter of points.

In the 2D case, the first eigenvector gives the direction of
the possible corresponding line and the second eigenvalue
gives the sum of squared distances from this line. This
eigenvalue is small when the corresponding points are
scattered closely along the line and when they are clustered
near a point. It is large only when the tentative correspond-
ing points are widely scattered. Conversely, the first
eigenvalue is large both when the tentative corresponding
points are scattered along a line and when they are widely
scattered. It is small only when the points are clustered
around a point.

In the 3D case, there are three eigenvalues and
eigenvectors. If all the eigenvalues are small, the tentative
corresponding points are clustered near a point. If the
second and third eigenvalues are small, the tentative
corresponding points are scattered along a line; and if the
third eigenvalue is small, they are scattered in a plane.
When all the eigenvalues are large, the tentative corre-
sponding points are widely scattered.

This information enables us to calculate a corresponding
point. In the 2D case, the cases where the tentative
corresponding points are scattered along a line or near a
point can be differentiated by the ratio of the first and
second eigenvalues. If this ratio is greater than a threshold,
the corresponding point is set to the closest point on the line
to the matchpoint; otherwise, it is given by the centroid of
the scatter of points. Note that if the matchpoint corre-
sponds to two lines, the tentative corresponding points will
be widely scattered and the matchpoint will correspond to a
point. Note, however, the reliability value will be low and
this will allow the matchpoint to move freely during a
registration calculation. If the search distance were to be
decreased so that only one line is included in the
matchmap, or if the distance penalty were to be increased,
the matchpoint would correspond to the closest line.

In the 3D case, a matchpoint could correspond to a
volume, a surface, a line (such as a blood vessel), or a point
(such as a distinctive point within the image). If the images
are surfaces, we may assume that the tentative correspond-
ing points will be scattered on the surface of image B and
that the third eigenvalue will be small. This is a valid
assumption when the surface is not too curved and can be
achieved, for smooth surfaces, by increasing the scale of the
image or reducing the magnitude of the (virtual) movement
of the matchpoint. Therefore, in this case, a distinction
between a line and a point correspondence can be obtained
by comparing the first two eigenvalues as described above
for the 2D case. In the case of 3D volumes, ratios between
the different eigenvalues can be used to distinguish
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between the various cases. For example, if both the ratios
between the first and second and between the first and third
eigenvalues are above the threshold, the matchpoint will
correspond to a line. If only the ratio between the first and
third eigenvalues is above the threshold, the correspon-
dence will be a plane.

In both the 2D and 3D cases, the difference between a
corresponding point or region is given by the reliability
value. In the 2D and 3D surface case, the reliability of a
corresponding point is a function of the second eigenvalue
since this value gives a measure of how closely the tentative
corresponding points are clustered either along a line or
near a point. In the 3D volume case, the reliability should be
a function of the second eigenvalue when the matchpoint
corresponds to a line, but of the third eigenvalue in all other
cases since it will be small both when the correspondence is
point and when it is a plane

In order to convert the appropriate eigenvalue into a
more understandable and applicable indicator of the
reliability of the correspondence, it was transformed to
the range [0,1]. It was found, empirically, that a gaussian
function provides a suitable conversion formula:

reliability � exp ÿ eigenvalue
2

2
2

� �
; 
 � td

2

a
;

where t is the number of tentative corresponding points, d is
the maximum displacement undergone by the matchpoint,
and a is a variable which enables the reliability values to be
tuned to the application.

The values of these parameters were chosen to fit the
application. For example, if the correspondences will be used
to calculate a rigid transformation, only distinctive nodes
should be given a value near 1.0; the reliability of nodes in
featureless regions or regions of texture should be near zero;
otherwise, they will slow down the registration process. In
contrast, if the images are already registered and, if the
application is to warp one image onto the other, the reliability
value should be greater than zero, even for unreliable
correspondences. This will ensure that regions with uniform
properties are included in the warping operation.

3 APPLICATIONS

3.1 2D Application: Warping of 2D Serial
Histological Sections

Serial sectioning of biological material is often the only
way to reveal the 3D structure of an object. Serial
histological sections of an object are produced by using
a microtome to slice the object into thin sections (of the
order of micrometers thick). Since the object is physically
cut, the alignment between sections is lost and, in
addition, the sections are deformed. Note also that the
images may display large changes between sections, as
structures appear, disappear, and change shape, or
branch. The warping algorithm designed to correct small
rigid registration errors and to smooth out the deforma-
tions between sections has been described in detail in [21]
and [19]. Warping was achieved by modeling each section
as a thin elastic plate and attaching springs to corre-
spondences between sections, where the strength of each
spring depends on the reliability of the appropriate
correspondence. The finite element method was used to
calculate the equilibrium position. In this paper, we will

concentrate on a description of the correspondence
calculation algorithm. Details of the registration calcula-
tions are given in [21] and [19].

3.1.1 2D Matching

An example of the type of images used for our 2D
application is shown in Fig. 1. In these images, different
regions are characterized by the mean and standard
deviation of their gray levels. Therefore, for this application,
matching is based on the following features for each pixel:

1. The direction of an edge segment centered on the
pixel separating two regions.

2. The strength of the edge. This is 1.0 when there is no
edge at the pixel and greater than 1.0 when there is
an edge.

3. The means and standard deviations of the two
regions separated by the edge segment.

This information is obtained for each pixel by passing a
series of masks over the image. Each mask represents an
edge direction and two regions, one on each side of the edge.
The F-test is used to compare the standard deviations of the
pixels in the two regions in the mask and the mask giving the
highest response to this test gives the edge direction and the
two regions. This constitutes the F-test filter.

Points are matched from two images, A and B, by
calculating a measure of similarity between pairs of
corresponding regions. The corresponding regions of the
two masks are given by the orientation of the line. In the
following, the regions are denoted UA1

; UB1
and UA2

; UB2
.

The means of the gray values of the two regions can be
compared with the T-test and the variances can be
compared with the F-test. By multiplying these quantities
together, we obtain a function that varies depending on the
similarities between the means and variances of two
regions. In order to take account of both pairs of regions,
the similarity measure used to compare the means and
variances is

f � �1� F�
1 T

�
1 � F�

2 T
�
2 �ÿ1;

where Fi and Ti refer to the F- and T-tests applied to
attributes from UAi

and UBi
. The values of this function are

in the range [0,1], where 1 signifies that both pairs of
regions have similar means and variances, and 0 signifies
that these regions do not have similar means and variances.
The parameters � and � were set to 1.0 and 2.0, respectively,
by an experiment designed to maximize the discrimination
between good and bad matches.

The similarity measure must also include the difference
in the directions of the edge segments centered on the two
image points. This is done by means of the Gaussian

exp ÿ j�A ÿ �Bj
2

2!2

" # !
:

The value of the parameter ! should be chosen so that a
small angle penalty is calculated for differences in angles up
to the resolution of the line direction calculation (a value of
30 degrees was found to be suitable for 5 x 5 masks). The
final similarity measure is:
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M2D � f � exp ÿ j�A ÿ �Bj
2

2!2

" # !
:

Matchpoints for this application were calculated by
applying the F-filter to the image, thresholding the result
to obtain the edges and thinning these edges using
nonmaximal suppression. Finally, points from the resulting

edges were chosen, starting with those with the highest
values and making sure that all points were separated by a
minimum distance.

3.1.2 2D Correspondence Calculation

The correspondence calculation was performed as given in
Section 2. For this application, the initial correspondence for
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all the matchpoints was the closest point on the correspond-

ing line. Correspondences were allowed to slide along the

lines as the warp calculation progressed (the threshold for

the ratio of the second and first eigenvalues was set to 0.5).

A value of 20 was found to be suitable for the parameter a.

Matchpoints were perturbed by 1 and 2 pixels in the x and y

directions to give 25 tentative corresponding points.

3.1.3 2D Registration

Registration in the 2D case proceeded using the finite

element method. The image to be warped was triangulated

in such a way as to ensure a higher resolution mesh over the

object and a lower resolution over the background [19], [21].

The matchpoints (described above) were matched to

adjacent images and springs were attached to their

correspondences, where the spring strength depended on

the reliability of the correspondence. Then, the images to be

warped were modeled as thin elastic plates and the finite

element method was used to calculate the equilibrium

position.
This procedure was calculated iteratively for each section

in the stack of serial sections where each section was warped

to both its adjacent sections at the same time. More details of

this registration procedure are given in [21] and [19].

3.2 3D Application: Surface Registration

The 3D surface registration application is part of a project to

model the soft tissue on the face with the aim of predicting

the outcome of facial surgery. For this application, accurate

rigid registration and accurate correspondence calculation

algorithms are essential.

3.2.1 3D Matching

The match function used for our 3D application is based on

the normals and curvatures of the surfaces. Three quantities

are compared:

. The curvedness [22], defined as:

C �
����������������
�2

1 � �2
2

2

r
;

where �1 and �2 and are the principal curvatures;
. The shape [22], defined by:

S � ÿ 2

�
arctan

�1 � �2

�1 ÿ �2

� �
:

The shape is in the range [-1,1], where -1 denotes

a spherical concave surface and +1 a spherical

convex surface.
. The relative angle, �, between the normal and the

vector from the main axis of symmetry of the object
to a surface point. This is a new measure that helps
to localize points in regions of uniform curvature. At
first, we used the vector from the centroid to the
point, but as the face resembles a sphere quite well,
this produces small relative angles. We have found
that using a cylinder as a template works much
better, giving better localization to the points.

We define a separate measure for each of these quantities
and, then multiply these measures together to give the
matchvalue M3D � lhg, where l, h, and g are defined by:

. Curvedness:

l � min 1� 1; 000� C1

1� 1; 000� C2
;

1� 1; 000� C2

1� 1; 000� C1

� �
:

The factor 1,000 is used to stop the values being
swamped by 1.0, which has been included to prevent
division by zero. Note that although the curvedness
varies with scale, this match function is independent
of scale.

. Shape:

h � expfÿ jS1 ÿ S2j2
2�2

s

g:

. Relative angle:

g � expfÿ j�1 ÿ�2j2
2�2

�

g:

The parameters �S and �� were set to 1/3 and �/18,
respectively to allow for small differences in the
surfaces and small errors in the calculation ofS and �.

3.2.2 3D Correspondence Calculation

The correspondence calculation was performed as given in
Section 2. The threshold for distinguishing between
corresponding points and lines was 0.5 to exclude only
slightly elongated distributions of tentative corresponding
points. A value of 16 was found to be suitable for the
parameter a; and the matchpoints were moved 12mm in the
x, y, and z directions to give 27 tentative corresponding
points. The matchpoints were simply the nodes that make
up the surface triangulation. In this application, we are
matching smooth surfaces and because of this, points will
tend to match well over a relatively large area, even for
distinctive points. This tends to bring the reliabilities of the
good and bad matches closer together. To improve the
discrimination between reliable and unreliable correspon-
dences and to reduce the effects of using different sized
search areas for the correspondences, the function

h�x� � 2x2 0 � x � 1=2
1ÿ 2�1ÿ x�2 1=2 � x � 1

�
was applied to the reliability value. Note that this function
leaves the value 0.5 unchanged, but increases those greater
than 0.5 towards 1.0, and decreases those less than 0.5
towards 0.0.

3.2.3 3D Surface Registration

A modification of the transformation calculation in the
Iterative Closest Point (ICP) algorithm [23] is used to
calculate the transformation. This calculation minimizes the
squared distance between paired points, p

i
in image A and

q
i

in image B

min
X
jq
i
ÿ �Rp

i
� T�j2;
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where R is the rotation matrix, and T the translation vector.
This is done by calculating the covariance matrix [24], [25]:X

p
i
qT
i
:

Now, we not only have correspondences, but also a
measure of reliability for these correspondences that we
would like to include in the calculation. Therefore, we solve
the weighted least squares problem:

min
X

w2
i jqi ÿ �Rpi � T�j2:

Which gives the covariance matrix:X
w2
i piq

T

i
:

4 EXPERIMENTS

Two sets of experiments were performed for each application.
First, the matching algorithms were tested, then the perfor-
mance of the registration algorithms was evaluated. Since the
full validation of the 2D warping calculations is described in
[21] and [19], only the main results are given here.

4.1 2D Application: Warping Serial Histological
Sections

Experiments to test the 2D warping algorithm were
performed on two series of sections: one series of a
7.75 day old mouse embryo and the other of a nine day
old mouse embryo. All sections were digitized using a Zeiss
Axioplan microscope fitted with a Xillix 1400 (Optimum
Vision Ltd. Petersfield, Hampshire, UK) digital camera. The
7.75 day mouse embryo was embedded in plastic (araldite),
sectioned at 2 �m, digitized at a resolution of 0.68 �m and
subsampled by a factor of 3. The nine day mouse embryo
was embedded in paraffin wax, sectioned at 7 �m and
stained with haematoxylin and eosin. The sections were
digitized at a resolution of 1.36 �m, corrected for shading
and also subsampled by a factor of 3. Both series of sections
were (roughly) manually registered during digitization. The
matching and correspondence experiment was performed
on sections from the nine day series. All experiments used
the subsampled images as their starting points.

4.1.1 2D Matching, Correspondence, and Warping

The performance of the 2D matching and correspondence
algorithm was tested by calculating the corresponding line
for nine matchpoints, chosen to show the performance of
the CSM algorithm for different kinds of regions. The nodes
were matched to an adjacent image in the nine day series.
The nine points and the regions they were matched to in the
adjacent image are shown in Fig. 2. The chosen nodes
include both external and internal boundaries of the object
and areas of uniform texture. Node 2 is on an external
boundary, but was chosen because its corresponding point
lies in an area containing an artifact in the adjacent image.

The full warping algorithm was tested by using it to
reconstruct the full 7.75 and nine day stack of sections.

4.2 2D Application: Surface Registration

In order to test our matching and registration algorithm,
a Cyberware laser scanner 3030HRC (Cyberware Inc.

Monterey, California) was used to scan a polystyrene
bust. The bust was scanned three times: once as it is (scan
ªnormal1º); then with a lump (made of some sticky and
pliable material) attached to its face (scan ªlumpº); and
then with the lump removed very carefully in order not
to disturb the bust's position (scan ªnormal2º). Due to the
way in which the data were obtained, we would expect
the scans lump and normal2 to be better registered than
scans normal1 and normal2. The reason for scanning the
bust with an attached lump was to test the registration
algorithm on data with significant differences.

The 3D similarity measure depends on the accuracy of
the calculation of the normals and curvatures for each
node on the face. According to scale-space theory [26],
these quantities must be calculated using differential
operators at a sufficiently large scale. That is, smoothing
and differentiation must be accomplished at the same
time. Trucco and Fisher [27] have shown, however, that
reliable values for these quantities can be calculated when
the smoothing and the curvature and normal calculations
are separated. We have chosen to take the latter approach
so that we could use existing software and the following
two steps were carried out.

Using two programs for processing Cyberware data,
ªcysurfº and ªdecimateº (Cyberware Inc.), we first re-
moved outliers and smoothed the data using cysurf with
default parameters. Then decimate was used to convert the
Cyberware data format to a triangular surface mesh and to
reduce the number of nodes. In addition, the head data was
cut to remove the neck and chin and the top of the head.
This was to remove large areas (such as under the chin)
where the range scanner could obtain no data. Note
however, that regions of the lump with no data remained.

4.2.1 3D Matching

The performance of the surface match function was tested
by matching various nodes on the face of scan normal1 to
scan normal2. Both distinctive nodes (e.g., nodes on the
nose, eyes, and mouth) and nodes in featureless areas
(cheek and forehead) were chosen. Both sets of data were
decimated to 1 percent of the original number of nodes to
reduce the density of the meshes for display purposes.

4.2.2 3D Surface Registration

The performance of our new registration algorithm, ICP
with the CSM correspondence finding algorithm (ICP-
CSM), was tested against two others, which are based on
the ICP registration algorithm, but have different corre-
spondence calculation methods:

. ICP: The ICP algorithm with closest point matching

. ICP-CN: This method was included because it is
similar to those used in the literature([3], [10], [11]).
It consists of the ICP algorithm where the node
correspondences were obtained by matching points
according to their curvatures and relative angles as
well as distance. All match quantities were included
in the featurevector:

�x; y; z coordinates; 1; 000 � k1;

1; 000 � k2; relative angle in degrees�:
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The corresponding point was taken to be the point
with the shortest distance in the featurevector. The

curvatures are multiplied by 1,000 to give them more
weight.

All these algorithms were tested by first rotating and
translating one image of the bust (the match image) while

keeping another image fixed. Two sets of tests were
performed.

Test1: The transformations were applied to normal1,

which was then registered to normal2.
Test2: The transformations were applied to normal2,

which was then registered to lump.
For these experiments, the data was decimated to

15 percent of the original number of nodes. However, the

ICP-CSM algorithm only used 5 percent of the nodes for

matching. These nodes were found by decimating the data
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Fig. 2. The matchpoints shown in (a) were matched to the areas shown in (b) and the corresponding lines for these matchpoints are shown in (c).

The black crosses denote the tentative corresponding points; the black line denotes the corresponding line. The reliability values are given in

brackets.



to 5 percent, but their normals and curvatures were

calculated from the 15 percent mesh. The transformations

applied to the match images were as follows (the code that

is used in later descriptions for each transformation is given

in brackets):
Rotations.

1. Rotations of 5, 10, and 15 degrees about the z axis,
the superior-inferior axis for the face data (Rz5,
Rz10, Rz15).

2. A rotation of 10 degrees about the x axis (Rx10).
3. A rotation made up of rotations of 10 degrees about

the x and y axes, applied in that order (Rxy10).
4. A rotation made up of rotations of 15 degrees about

the x, y, and z axes, applied in that order (Rxyz15).

Translations.

1. Translations of 5.5, 11, and 16.5 mm in the x
direction (Tx5, Tx11, Tx16).

2. Translations of 16.5 and 27.5 mm in both the x and y
directions (Txy16, Txy27).

A benchmark image that could be used to determine the

consistency of each of the registration methods was

obtained by using each method to register the relevant

pairs of images with no initial applied transformation. In

each case, the benchmark image is the resulting trans-

formed match image, where the match image is the image

to which the test transformations were subsequently

applied.

4.2.3 Evaluation of Results for 3D Surface Registration

The results of the above experiments were evaluated

according to three criteria: consistency, accuracy, and speed

of convergence. Consistency measures how closely each

registration algorithm returns the match image to its bench-

mark position. We calculate this measure by comparing the

transformed and registered match image with the benchmark

image. The two meshes are compared by calculating the mean

and standard deviation of the distances between the nodes of

the transformed and registered match image and the bench-

mark image.
To compare the accuracy of the registration algorithms,

the volume of the set difference of the solids contained

within each pair of surface meshes was calculated. The

solids are calculated by calculating a series of solid slices for

each mesh, making sure that the slices are taken at the same

z coordinate. If there is no closed loop, the loop is closed by

a straight line. Having obtained the solids, the set difference

is calculated slice by slice. Note that discretization errors are

attenuated for each slice by multiplying the surface node

coordinate values by 100. This enables a resolution of less

than 0.08 cubic cm to be achieved for the volumes

calculated here.
The final measure for comparing the different registra-

tion algorithms is the speed of convergence. This is simply

the number of iterations needed to achieve convergence,

which is defined to be when the mean square displacement

of the mesh nodes during an iteration is less than 0.05 mm.

5 RESULTS

5.1 2D Application: Warping Serial Histological
Sections

5.1.1 2D Correspondence Calculation

The results of matching the points shown in Fig. 2a to an
adjacent image are shown in Fig. 2c. As required, the good
(darker gray levels) and bad matches are well differen-
tiated. Points on the outside boundaries (points 1 and 6)
correspond to the appropriate line in the adjacent image
and this is also true for point 2 despite the very limited
information resulting from the artifact in the adjacent
image. The line for node 3, which is on an internal
boundary, is not perfect because of noise to one side of
the boundary, but it is still good. In the cases where there
should be a verdict of ªno matchº (nodes 7, 8, and 9), the
line direction is arbitrary, but the tentative corresponding
points are widely scattered showing that the correspon-
dence is unlikely to be correct (and this is reflected in the
reliability value). This is also the case where there is a choice
of corresponding line (point 4), but in this case, we expect
that as point 4 gets closer to one of the lines, the
corresponding line would match the appropriate line.

5.1.2 2D Warping

The results of reconstructing the 7.75 and nine day mouse
embryos are shown in Fig. 3. Following warping, the
structures have become better differentiated and the
boundaries have become smooth. Warping has significantly
improved the visual quality of the arbitrary section through
the stack and, indeed, after warping the quality of an
arbitrary section is similar to that of a section taken in the
original cutting direction.

5.2 3D Application: Surface Registration

5.2.1 3D Matching

The results of matching nodes from scan normal1 to scan
normal2 are shown in Fig. 4. We see that there is good
differentiation between good and bad matches. The effects
of the relative angle component of the match function can
be seen in the results for node 8, which is located in the
middle of the forehead. Without this component, the wide
line of good matches extends to cover most of the forehead.

5.2.2 3D Registration

Fig. 5 shows the mean distances between the registered
image calculated after the various transformations were
applied and the benchmark image for tests 1 and 2. In both
cases, the ICP-CSM algorithm gives the most consistent
results for all 11 transformations tested. This algorithm also
converges in the fewest number of iterations (Fig. 6).

The results for the ICP method are sparse because this
method failed to register the surfaces when one surface was
rotated about the z axis. This is because, due to the nature of
the surfaces, rotating about the z axis does not move one
image away from the other, but only superimposes the two
sets of data at a different position. Since the ICP algorithm
only uses distance to locate corresponding points, a local
minimum can be found using these new neighboring points.

Fig. 7 shows the set differences in volume (in cm3) for the
registered surfaces. In all cases, the results are shown for
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registration with no applied transformation. As expected,

scans lump and normal2 had better initial alignment than

scans normal1 and normal2. The mean set difference in

volume over all 11 transformations was smaller for the ICP-

CSM method than for ICP-CN or ICP for both Test1 and Test2.

For example, for ICP-CSM vs ICP-CN, the mean set difference

between methods was smaller by 2.6 cm3 for Test1 and by 2.7

cm3 for Test2. This difference between methods was sig-

nificant (p<0.05, paired t-test) for all comparisons.
A decrease in the set difference in volume after

registration for Test2, was seen only for the ICP-CSM

algorithm. Since, in all cases, the set difference in volume is

greater than the volume of the lump (7.8 � 0.1 cm3), this

decrease cannot be explained by an increase in the

misregistration. Therefore, we conclude that since the set
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Fig. 3. The results of applying the 2D warping algorithm to (a) images of the 7.75 and (b) nine day mouse embryos before (left) and after (right)

warping. In (b), the top surface of each block shows a section taken in the original cutting direction; the other surfaces show orthogonal sections and

a section cut in an arbitrary direction.



difference in volume was smallest for the ICP-CSM

algorithm, this algorithm gives the most accurate results.

6 DISCUSSION

The experiments on surfaces that compare the three

methods of calculating correspondences in the context of

ICP rigid registration enable us to draw some conclusions

about the behavior of the CSM correspondence calculation

algorithm. Figs. 5 and 6 suggest that the calculation of

robust correspondences using this algorithm reduces the

number of local minima in the registration space. Fig. 5

shows that registration by this method is less likely to get

stuck in a local minimum and Fig. 6 shows that the gradient

descent is steeper since fewer iterations are required for

convergence.
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Fig. 4. The results of matching some points from scan normal1 to scan normal2. Good matches are given by large discs; bad matches by smaller (or

no) discs. The reliability value is given in brackets.



We see in Fig. 5 that the ICP method fails for quite small

rotations, whereas the other two methods are more robust

in this respect. The failure modes of the ICP-CSM method

have not been fully tested. We expect that it will show a

similar behavior to ICP in that the images have to be

roughly registered prior to using this technique, but there is

some evidence that ICP-CSM is robust as it has successfully

registered two nonoverlapping images where the difference

in orientation was 90 degrees. However, it fails if there are

no distinctive features on the surface. This happens, for

example, when scans of the forehead are registered without

including parts of the eye sockets or nose.

ICP and ICP-CN perform particularly badly for rotations
about the z axis (from top to bottom of the head). This is
because correspondences in these algorithms are weighted
towards closer nodes. When the bust is rotated in this way,
most nodes correspond to nodes that are very close.
Although the matching in the ICP-CN method may cause
distinctive points to correspond to the appropriate points in
the other image, the contribution from these vectors is
swamped because all correspondences have equal weight

The ICP-CSM algorithm is the only algorithm to improve
on the initial alignment in Test2. This is because CSM
calculates correspondences that can be any point on the
surface. In the other two methods, the corresponding point
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Fig. 5. The mean distance between the registered image calculated after the various transformations were applied and the benchmark image for (a)
Test1 (scans normal1 and normal2) and (b) Test2 (scans normal2 and lump). The standard deviation is given by the area of the shaded disks.



must be a mesh node. The CSM algorithm is comparatively

slow due to its computational complexity, but when it is

incorporated into a registration algorithm, the resulting

registration is more accurate than that for other correspon-

dence calculation methods. Therefore, it is most suited to

applications where accuracy is important.
We have demonstrated the use of the CSM algorithm

both for 2D images and 3D surfaces. The fact that the

method works well for the 2D warping application suggests

that it will also work well for 3D warping. We also expect

that the CSM correspondence calculation algorithm can be

applied to many applications, including 3D volumes.

7 CONCLUSION

From the above experiments, we conclude that our new

correspondence calculation algorithm, CSM (both 2D and

3D versions) enables accurate alignment of both 2D and 3D

images. In 2D, we have successfully applied the CSM

algorithm to the problem of warping serial histological
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Fig. 6. The number of iterations required to register (a) scans normal1 and normal2 (Test1) and (b) scans normal2 and lump (Test2) for each applied

transformation.



sections in order to produce a smooth reconstruction of the

original object. With the CSM correspondence algorithm,

sections cut perpendicular to the original cutting direction

appear of similar quality to the original sections.
In 3D, we have shown that the CSM algorithm enables

the ICP registration method to calculate accurate and

consistent registration transformations. Compared with

the two other methods of calculating correspondences, the

ICP-CSM algorithm gives the most consistent results,

converges in the fewest number of iterations, and results

in the smallest difference in volume between registered

surfaces.
The CSM algorithm is heavily dependent on the under-

lying similarity measure and new similarity measures had

to be devised for each application. A completely new filter,

the F-test filter, was devised to aid matching in the 2D

application; the 3D match function combined standard

similarity measures along with a new similarity measure,

the relative difference in angle, in a new way. We expect

that our novel match functions can be applied to other

applications, but for some applications (such as 3D

volumes), the developer will have to design a suitable

similarity measure.
A major advantage of the CSM algorithm is the robust

and consistent pairing of points without any prior segmen-

tation. The use of tentative corresponding points means that

points in featureless parts of the image may also contribute

to the match, which is particularly important in elastic

registration. In addition, this algorithm is particularly

suited to matching subsampled surface meshes as it allows

mesh nodes to correspond to any point on the surface,

without interpolation.
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