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Abstract 
A 3D mesh can be reconstructed from multiple viewpoint images or from a single structured 
light image. Lossy compression of such images by standard techniques such as JPEG at high 
compression ratios lead to 3D reconstruction being adversely affected by artifacts and missing 
vertices. In this paper we demonstrate an improved algorithm capable of high compression ratios 
without adversely affecting 3D reconstruction and with minimum data loss. The compression 
algorithm starts by applying block DCT over the input image, and the transformed data being 
quantized using an optimized quantization matrix. The quantized coefficients of each block are 
arranged as a 1D array and saved with other block’s data in a larger matrix of coefficients. The 
DC coefficients are subject to a first order difference whose values are referred to as residual 
array. The AC coefficients are reduced by eliminating zeros and saving the non-zero values in a 
reduced coefficients array using a mask of 0 (for a block of zeros) and 1 (for a block of non-
zeros). Finally, arithmetic coding is applied to both coefficients and residual arrays. At 
decompression stage, the coefficients matrix is regenerated by scanning the coefficients array 
and examining the headers to substitute zero and non-zero data. This matrix is then added to the 
residual array to obtain the original DC values. The IDCT is then applied to obtain the original 
image. The proposed algorithm has been tested with images of varying sizes in the context of 3D 
reconstruction. Results demonstrate that our proposed algorithm is superior to traditional JPEG 
at higher compression ratios with high perceptual quality of images and the ability to reconstruct 
the 3D models more effectively, both for structured light images and for sequences of multiple 
viewpoint images. 
 
Keywords: 3D Mesh Reconstruction, DCT, JPEG, Image Compression, structured light images 

 

1. Introduction 
In recent years, the demand for geometry modelling has grown for a wide range of applications 
such as aerospace models, medicine, computer science, automotive CAD datasets, engineering, 
virtual reality, entertainment, and so on. Modelling 3D objects can be classified into two primary 
categories namely surface modelling and solid modelling.  Surface modelling is the branch in 
which we can represent and deal with 2D surfaces embedded in the 3D space. A popular 
polynomial discrete representation method for 3D surfaces is mesh generation from scanned 
images. The popularity comes from their algorithmic simplicity, ease of calculation on Graphics 
Processing Unit (GPU), and rendering and displaying efficiency [1]. A 3D mesh consists of three 
basic elements: edges, vertices, and faces. The edges basically are lines connecting vertices. 
Faces are closed surfaces created by edges. Vertices are formed by connecting neighboring 
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edges. In regular meshes, all faces have the same size, and also all vertices have the same 
valence. Among many representation methods, triangular meshes may be considered as the most 
common method due to their simple and efficient modeling [2]. Current 3D applications devices 
have high technology graphics cards for rendering 3D meshes with the aid of special software for 
editing and visualizing data. Most of these applications need to save as well as transmit, share 
and exchange 3D data over networked environments and the Internet. On the other hand, the 
large size of 3D mesh data requires a higher cost storage size and imposes hard limits on 
bandwidth due to a large amount of data [3]. This calls for active research on more efficient 3D 
data compression and reconstruction algorithms to satisfy the demands of 3D modeling. In the 
literature (e.g.  [3], [4], [5], [6] and [7]), many different techniques have been proposed for 3D 
mesh data compression and reconstruction based on high degree polynomial interpolation or 
partial differential equations. An approach confines the concept that the actual geometry of a 3D 
solid object is the 2D surface. In other words, it means compressing the 2D surface image to a 
high compression ratio with minimum loss without adversely altering 3D reconstruction. In this 
way, we can decrease 3D computational complexity, sharing time, bandwidth limit and storage 
requirements [8]. 
 
Image compression is a process of reducing the amount of data and can be lossy or lossless. 
Lossless compression ensures a complete retrieval of the original data, while in lossy 
compression some of the information from the original image is lost. The key feature of lossy 
compression is getting higher compression ratios at the expense of losing some information. Just 
because some information is lost it does not mean the output is necessarily distorted. For this 
reason, lossy compression can cut image file sizes in half as compared to lossless compression 
without a perceptible deterioration in quality [9]. Neighboring pixels in the spatial domain are 
highly correlated, which means they include redundant information causing the energy to 
distribute evenly across the image, therefore, making it difficult to compress. These lead to a 
good reason for transforming spatial domain images into a different representation in the 
frequency domain. The frequency domain can decorrelate data and compact the energy in the 
image by concentrating it into a small number of significant values and the data becomes easier 
to compress [10]. The two most extensively used transforms for image compression are discrete 
cosine transform (DCT) and discrete wavelet transform (DWT) which both are used in JPEG and 
JPEG-2000 standards, respectively. The DCT is usually applied to small, regular blocks of 
images (e.g. 8x8 blocks) while the DWT is usually applied to larger image segments or to 
complete images [7]. 
 
The focus of this paper is on compression of 3D data reconstructed from multiple viewpoint 
images or from a single structured light image. Because 3D structures are obtained from images, 
we naturally focus on quality image compression. Structured light images contain patterns of 
light and shadows on the surface of the 3D object and captured by the sensor at very high 
resolutions allowing 3D reconstruction. Related to the proposed algorithm in this paper, previous 
works on compressing 2D image data appropriate for 3D reconstruction from structured light 
images are limited by Siddeq and Rodrigues and first proposed in 2014 [11] and [12]. They 
applied a single level DWT on the input image, and then a DCT on the LL sub-band producing 
the DC and AC components. A single level DWT is applied again to the DC component, and 
then the resulted LL2 sub-band is transformed again by DCT. An algorithm named “matrix 
minimization algorithm” was applied to the AC-matrix and other sub-bands achieving 
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compression ratios of up to 98%. In the same year [8], they developed a technique at the 
decompression stage by proposing an algorithm named “Limited-Data Sequential Search 
Algorithm” where similar transformations are applied to the data blocks followed by arithmetic 
coding at compression stage. The results show a better image quality at higher compression 
ratios than both JPEG and JPEG2000. However, the overall complexity of those algorithms 
increased computation time at both compression and decompression stages. In [13], Siddeq and 
Rodrigues proposed a two-level DWT followed by a DCT to generate the DC and AC 
components. A second DCT was applied to the AC components generating two arrays: zeros and 
non-zeros arrays. A minimize-matrix size (MMS) algorithm then applied to the AC-coefficients 
and the other high frequencies followed by arithmetic coding. A novel fast match search 
decompression algorithm (FMS) was proposed to reconstruct all high-frequency components by 
calculating all compressed data probabilities using a binary search algorithm to estimate the data 
with the aid of a lookup table. The results showed higher compression ratios than JPEG and 
JPEG2000 with better visual image quality and accurate 3D reconstructing. On the other hand, 
the complexity of the FMS-based binary search algorithm lead to a remarkable increase in the 
execution time compared with previous works. In 2017 [7] they introduced a new method for 
compression based on two transforms: 1D-DCT applied to each row and 1D-DST (Discrete Sine 
Transform) applied to each column of the input image followed by quantization for the high 
frequencies and then coded by matrix minimization algorithm followed by arithmetic coding. A 
binary search based on fast matching search algorithm was used at decompression yielding up to 
99% compression ratio. 
 
It is clear from previous research that effective image compression is based on a combination of 
multi transformations of DWT, DCT, and DST in conjunction with a number of algorithms such 
as matrix minimization with sequential and binary data search. Such algorithms are used to 
increase compression ratios with accurate surface reconstruction, however, they increase the 
overall complexity which in turn increases the computation time accordingly.  
 
The contribution of this paper is on developing new methods of 3D surface compression from 
multiple viewpoint images and from structured light images. We introduce a new method for 
lossy image compression based on JPEG alone with optimization of quantization leading to the 
creation of two components: the DC-components and AC-coefficients that represent low and 
high frequencies, respectively. The DC and AC coefficients are gathered into one matrix called 
coefficients matrix which is subject to a number of operations for increasing high frequencies 
and eliminating zeros to attain high compression ratios and a precise 3D reconstruction. We 
rigorously tested the algorithms whose results are compared with the traditional JPEG algorithm 
in terms of 2D and 3D RMSE and PSNR. 

2. The JPEG Technique  
JPEG is a lossy/lossless compression algorithm standard of the ISO/CCITT committee known as 
JPEG (Joint Photographic Experts Group) for the compression of both grayscale and colour 
images. It was first established in 1987 and produced its first draft in 1991 and became widely 
used especially in web pages. JPEG has an important feature allowing the user to adjust the 
compression ratio via quality parameter [14, 15]. The problem with JPEG is the degradation of 
image quality when low-quality parameters are selected to get a higher compression ratio [16]. 
The JPEG algorithm is illustrated in Figure 1 and demonstrated through the following steps: 
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1- The image is divided into non-overlapping 8×8 blocks called data units, each data unit is 
compressed separately. If the image dimensions are not a multiple of eight, the last row and 
column are padded with zeros [14, 17]. 

2- Each 8×8 block is transformed by DCT to produce new 8×8 data blocks in the frequency 
domain. The frequency components of each data block consist of a single DC coefficient at 
the top-left corner that represents the low frequency which is the average value of the 8×8 
data block, and the remaining 63 elements called AC coefficients which represent the higher 
frequency. The key feature of DCT is de-correlating image data yielding negligible data at 
the right bottom of the 8×8 block, this process increases the compression ratio while 
maintaining important data approximately similar to the original data as the human eye 
cannot identify those differences [18, 19]. 

3- Each of the 64 coefficients in the 8×8 data block are quantized by the quantization coefficient 
(QC), this is accomplished by dividing all the 64 coefficients by a separate number and 
rounding to the nearest integer. This causes irretrievable information loss. Larger QCs 
numbers cause more lost information [20]. 

4- The quantized 64 coefficients for every block are zigzag scanned to convert the matrix into a 
one-dimensional array of 64 elements. This array is encoded using Run Length Encoding 
(RLE) and Huffman coding [21]. 

 
 
 
 

 

 

 

 

 

 

 

 

Figure 1: JPEG Compression and Decompression 

 

3. The New Proposed Algorithm 
The proposed compression and decompression stages for 3D mesh reconstruction are described 
in the following sections. 

3.1 Compression 

Output Image 

Input Image 

JPEG Compression 

JPEG Decompression 

8x8 

Quantization 
(QC 8x8) for 
each block  

RLE and 
Huffman 
Coding 

JPEG Compressed 
Image 

Apply 
IDCT 

  

De-
Quantization 
  

Decoding
  

8x8 

Apply 
FDCT for 
each 8x8 

block
  



5 
 

- 

- 

Coefficients matrix 

For each block m×n blocks of 
8×8 pixels 

Input Image 

       … DCT Convert to 
1D array DC              AC 

Save all DCT coefficient 
arrays in new matrix 

DC1,1          AC1,1                   .......    DC1,n           AC1,n         
DC2,1          AC2,1            ...…..    DC2,n      AC2,n                                                                                                                                

 

DCm,1           ACm,1         ……..    DCm,n      ACm,n 

.......... 
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Arithmetic 
Coding 

Compressed 
image 

Coefficients array 

Reduced residual array 

DCm,1   DCm,2      …………………     DCm,n    

First, the image is subdivided into non-overlapping m×n blocks. For a direct comparison with 
JPEG we use the standard block size of 8×8 pixels starting from the upper left corner of an 
image. The image may be padded with zeros if the image dimensions are not a multiple of eight.  
The DCT is applied to each 8×8 block and saved as an array of 64 elements, the first element 
represents a low frequency called the DC component while the remaining 63 elements are called 
the AC coefficients which represent the high frequencies. Figure 2 shows the block diagram of 
the proposed compression algorithm. The DC coefficient and its neighboring AC coefficients are 
kept un-quantized by substituting 1s in their equivalent locations in the quantization matrix. This 
optimization can improve the reconstruction and preserves image quality for high compression 
ratios. 
 
 
 
 
  
 
 
 
 
 
 
 

 

Figure 2: Proposed Compression Algorithm 
 
The quantization coefficients for an 8×8 block used after the DCT step are shown in the 
following matrix: 
 

  1    1     1    1     24   40     51    61 
        1    1     1    19   26   58     60    55 
          1    1     16  24   40   57     69    56 
                 Q  =       1    17   22  29   51   87     80    62 

  18  22   37  56   68   109  103   77 
  24  35   55  64   81   104  113   92 

49  64  78  87  103  121  120  101 
  72  92   95  98  112  100  103   99 

 
[need to explain here where those numbers come from, why this particular choice] 
 
All quantized arrays are saved in a new matrix named coefficients matrix corresponding to the 
block indices of the original image. In every column, each DC coefficient is replaced by the 
difference between the current row DC value with the next row’s value starting from the first 
row (i=1) down to (i=m-1), that is:  

DCi,j = DCi,j – DCi+1, j                                                        (1) 
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Where i,j are the indices of the block’s row and column (i=1:m, j=1:n), respectively. This makes 
the data more correlated and small as possible to get a high compression ratio. The last DC 
coefficients in each column are kept unchanged and moved into a new array called “reduced 
residual array” while substituting their original positions in the coefficients matrix by zeros. The 
coefficients matrix then transferred to a new array “coefficients array”, this is done by scanning 
every block (64 values) in each row. If all the coefficients are zeros they will be substituted by a 
single zero in coefficients array, otherwise, substituting the same values in coefficients array led 
by “1” as a header if any value is not equal to zero. Figure 3 shows the coefficients array format. 
Then, both of the coefficients array and the reduced residual array are arithmetically codded 
yielding the compressed image file. 
 
 
 
 
 
    
 
 
 

 

Figure 3: Coefficients array format 

3.2 Decompression 
The decompression steps are literally the reversing of the compression algorithm, Figure 4 
illustrates the steps. First, the compressed image file is arithmetically decoded to obtain the 
coefficients array and the reduced residual array. The coefficients matrix is re-generated from the 
coefficients array by scanning and checking the headers (1s) and the zeros in the coefficients 
array. If a header of “1” is present, the next 64 values are moved to the coefficient matrix in the 
corresponding 8×8 block index, while if a zero is present, then 64 zeros are substituted.  
 
  
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Developed JPEG Decompression  
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The current DC values in the coefficients matrix are actually the differences between every two 
consecutive values within the same column. The original DC coefficients are retrieved by: first, 
substituting the reduced residual array in the last row DC coefficients, and second, the remaining 
DC values in every column are replaced by the addition between the current row DC value with 
the next row’s value starting from the row (i=m-1) up to the first (i=1), that is:  
 

DCi,j = DCi,j + DCi+1, j                                                           (2) 
 

Where i,j are the indices of the block’s row and column (i=1:m, j=1:n), respectively. Finally, the 
IDCT (Inverse Discrete Cosine Transform) is applied to the coefficients matrix to recover the 
original image. 

4. Experimental Results  
The proposed algorithm is applied to grayscale structured light images. These images are input to 
a software developed by GMPR (Geometric Modeling and Pattern Recognition) Research Group 
at Sheffield Hallam University [22, 23] to create 3D mesh surfaces. The basic idea of the GMPR 
3D scanner is to capture 2D images by projecting horizontal patterns of light on the surface of an 
object. The relationship between the capturing sensor and the lighting source determines the 3D 
surface positions along the stripe pattern. A 3D reconstruction algorithm then converts a 2D 
image into a 3D surface in a few milliseconds [24] as illustrated in Figure 5. 

 
 

      
     (a) The 3D mesh Scanner             (b) A 2D image captured by the scanner  (c) converting into a 3D surface 

 

Figure 5: Converting a 2D image into a 3D surface using the GMPR technique 

 

Table 1 shows the experimental results of three grayscale images compressed by the proposed 
algorithm as shown in Figures 6, 7, and 8.  

Table 1: Compressed 2D images using the proposed method 
Image 
name 

Original 
Size Image dimension Compressed 

Size RMSE PSNR 

Face1 1.38 Mbytes 1932 x 1040 14 KB 3.3 42.9 
Face2 1.38 Mbytes 1932 x 1040 17.9 KB 4.35 41.7 
Face3 1.38 Mbytes 1932 x 1040 21.1 KB 8.3 38.9 
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                                   (a) Original image "Face1"        (b) Decompressed image "Face1" 
                                                                                       by our proposed algorithm  
 

 
(c) The 3D object for the decompressed image "Face1" created by GMPR software 

 

 
 

(d) Meshlab display of 3D mesh surface details created successfully for "Face1" 
 

Figure 6: (a, b, c, and d) decompressed “Face1” image converted successfully to a 3D surface at higher 
compression ratio of 99% 

 

 
                                   (a) Original image "Face2"       (b) Decompressed image "Face2" 
                                                                                      by our proposed algorithm 
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(c) The 3D object for the decompressed image "Face2" created by GMPR software 

  
(d) Meshlab display of 3D mesh surface details created successfully for "Face2". 

 
Figure 7: (a, b, c, and d) decompressed "Face2" image converted successfully to a 3D surface at higher 

compression ratio over 98% 
 
 

 
                                   (a) Original image "Face3"        (b) Decompressed image "Face3" 
                                                                                       by our proposed algorithm 

 

 
(c) The 3D object for the decompressed image "Face3" created by GMPR software 
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(d) Meshlab display of 3D mesh surface details created successfully for "Face3" 

 
Figure 8: (a, b, c, and d) decompressed "Face3" image converted successfully to a 3D surface at higher 

compression ratio over 98% 
 

 
Further to structured light images, the proposed algorithm is applied to three different sets of 
multiple viewpoint images to create 3D objects. The object is created by special software called 
3DF Zephyr Software [25] and converted into a 3D Mesh by using 3D MeshMixer software from 
Autodesk [26]. Table 2 shows the experimental results of these 3 sets of images compressed by 
our proposed algorithm as shown in Figures 9, 10, and 11. 
 
 

Table 2. Compressed 2D multiple viewpoint images by the proposed method at high 
compression ratios 

Sequence Number of 
Frames 

Total 
frame size 

Total 
compressed 

size 

Average 
RMSE 

Average 
PSNR 

Apple 48 114.8 MB 3.1 MB 5.8 41.3 
Soft Toy 42 100.38 MB 2.39 MB 11.0 38.2 

Face 20 152 MB 2.25 MB 8.1 39.6 
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Figure 9: Decompressed 48 frames of Apple images, dimensions for each image =1936 x 1296 
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(a) Apple frames converted to 3D object by using 3DF Zephyr Software  

 

 

(b) 3D Mesh for the 3D apple shown by 3D MeshMixer software 

Figure 10: (a) and (b) show the 3D object and mesh surface for the decompressed Apple images by our 
proposed image compression at higher compression ratio up to 97.2% 
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Figure 11: Decompressed 42 frames of Soft Toy images, dimensions for each image = 1936 x 1296. 
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(a) Soft Toy frames converted to 3D object by using 3DF Zephyr Software 

 

 
(b) The 3D Mesh for Soft Toy showed by 3D MeshMixer software 

Figure 12: (a) and (b) show the 3D object and the mesh surface for the decompressed Soft Toy images by 
our proposed image compression at higher compression ratio up to 97.6% 

 
Figure 13: Decompressed 20 frames of Face images, dimensions for each image = 2448 x 3264. 
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(a) Face frames converted to 3D object by using 3DF Zephyr Software 

 
(b) The 3D Mesh for Face showed by 3D MeshMixer software 

Figure 14: Show the 3D object and the mesh surface for the decompressed Face images by our proposed 
image compression algorithm at higher compression ratios up to 98.5% 
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5. Comparison with the JPEG Technique for Structured Light Images 

Figures 15, 16 and 17 show a 3D mesh surface reconstruction for each decompressed image: 
Face1, Face2, and Face3 using the traditional JPEG technique in direct comparison with our 
proposed method. Wavefront’s Object (.OBJ) format for 3D structures is also quoted for 
comparison to stress how much storage space and transmission bandwidth can be saved by 
adopting our method. Table 3 summarizes the experimental results. 
 
Table 3. Results of traditional JPEG technique and OBJ file sizes for grayscale structured light 

images compared to our proposed algorithm 

Frame 
name 

Our Proposed 
Compression Algorithm 

JPEG technique Compression  3D Object 
(.OBJ) file size Compressed 

Size RMSE Average 
PSNR 

Face1 14.0 KB  22.0 KB 7.0  39.6 6.77 MB 
Face2  17.9 KB 32.1 KB  7.96 39.1 6.6 MB 
Face3  21.1 KB 37.8 KB 10.6  37.8 6.67 MB 

   
 

 
(a) Left - Decompressed image by traditional JPEG technique, (right) Decompressed image by our 

proposed algorithm. 

 
(b) Reconstructed 3D mesh surface from decompressed 2D "Face1" image by traditional JPEG 

technique 
 

Figure 15:  (a) and (b) 3D mesh surface reconstruction for "Face1" by traditional JPEG technique 
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(a) Left - Decompressed image by traditional JPEG technique, (right) Decompressed image by our 

proposed algorithm. 
 

  
(b) Reconstructed 3D mesh surface from decompressed 2D "Face2” image by traditional JPEG technique 
 
Figure 16: (a) and (b) 3D mesh surface reconstruction for "Face2" image by traditional JPEG technique  

  
(a) left - Decompressed image by traditional JPEG technique, (right) Decompressed image by our 

proposed algorithm. 
 

  
(b) "Face3" reconstructed 3D mesh surface from decompressed 2D image by traditional JPEG technique 

Figure 17: (a) and ( b) 3D mesh surface reconstruction for "Face3" by traditional JPEG technique  
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It’s clearly noticeable from the results that the reconstructed 3D surfaces using the traditional 
JPEG technique are substantially degraded with artifacts and missing parts in different areas of 
the surfaces. This is because the JPEG technique is unable to compress images at higher 
compression ratios up to 99% (in “face 1”) and 98% (in “face 2” and “face 3”).  Our proposed 
algorithm demonstrates better visual properties compared to the JPEG technique, higher 
compression ratios, while capable of keeping image details suitable for 3D reconstruction.  

 

6. Comparison with the JPEG Technique for Multiple Viewpoint Images 

The next three Figures 18, 19, and 20 illustrate 3D mesh surface reconstruction of the three sets 
of multiple viewpoint images by the traditional JPEG technique compared with our proposed 
method. Table 4 summarizes the experimental results where the 3D file size in object format are 
also quoted for comparison. 
 

Table 4. Results of the traditional JPEG technique for multiple viewpoint images compared to 
our proposed algorithm 

Sequence 
Our Proposed Developed 

JPEG Compression 
Algorithm 

JPEG technique Compression  3D Object 
(.OBJ) file size Compressed 

Size 
Average 
RMSE 

Average 
PSNR 

Apple 3.1 MB 4.77 MB 7.4 39.4 15.65 MB 
Soft Toy 2.39 MB 5.59 MB 5.7 40.5 28.8 MB 

Face 2.25 MB 3.37 MB 11.1 37.6 71.3 MB 

    

  

Figure 18: (Top) 3D object for Apple decompressed by the traditional JPEG algorithm. (Bottom) 3D 
mesh reconstruction at higher compression ratio of 94% 
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Figure 19: (Top) 3D object for Soft Toy decompressed by the traditional JPEG algorithm. (Bottom) 3D 
mesh reconstruction at higher compression ratio of 97% 

  

  

Figure 20: (Top) 3D object for Face image decompressed by the traditional JPEG algorithm. (Bottom) 
3D mesh reconstruction at higher compression ratio of 94% 

From the figures it is obvious that the traditional JPEG technique is inefficient to compress 
images at high compression ratios for sequence of images for 3D reconstruction from multiple 
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viewpoints. All 3D reconstructions show artifacts and missing surface information details at high 
compression ratios. While our proposed method can successfully achieve compression ratios of 
up to 99%, JPEG at 97% yields such corrupted 3D meshes that we can state it fails. Finally, 
Figure 21 shows further details from a perceptual image quality assessment of our proposed 
algorithm compared with JPEG. 

 
                                    (a) JPEG technique                      (b) proposed algorithm 

 
                                     (c) JPEG technique                        (d) proposed algorithm 

  
                                           (e) JPEG technique            (f) proposed algorithm 
Figure 21: (a, c and e) Perceptual assessment: the decompressed image quality shows artifacts at higher 

compression ratios by the JPEG algorithm, while the other decompressed images (b, d and f) kept the 
quality at higher compression ratios by our proposed algorithm.     
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7. Conclusion 
In this paper, we have introduced and demonstrated a new compression algorithm and 
demonstrated its superior quality through a direct comparison with the JPEG technique for 3D 
mesh reconstruction from structured light images and from sequences of multiple viewpoint 
images. The contributions of this paper are achieving high compression ratios without adversely 
affecting 3D reconstruction and with minimum loss using a single transformation with less 
complexity as compared to existing algorithms in the literature. The method is based on applying 
a single level DCT to obtain the DC and AC coefficients and then quantizing the frequency 
domain coefficients using an optimized quantization matrix. The coefficients matrix is then 
subjected to a series of operations to increase high frequencies and eliminating zeros to attain 
high compression ratios and a precise 3D reconstruction. The developed algorithm has been 
tested with images of various sizes and multiple viewpoint images within the context of 3D 
reconstruction. The results demonstrated that our approach yields a higher quality reconstruction 
of 3D surfaces than the traditional JPEG technique. The reconstructed 3D surfaces of the 
traditional JPEG technique showed degradation and missing information in some parts of 
surfaces in higher compression ratios, while our proposed algorithm illustrated better visual 
properties. 
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