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Abstract— In high resolution two-phase pipe flow simulations, such as slug capturing simulation for liquid-gas pipe flow, explicit calculation 
of stratified flow wet angle has been proposed to improve computational speed of simulations. Most phenomenological and approximate 
models for obtaining reliable predictions for stratified flow wet angle employ iterative methods or contain long explicit equations which 
reduce computational efficiency of these models in high-resolution simulations. Therefore, the aim of this study is to adapt a simple 
mathematical model for predicting stratified flow wet angle to achieve computationally efficient high-resolution liquid-gas pipe flow 
simulations. The proposed model for predicting stratified flow wet angle is obtained by fitting the generic regression model, Hoerl power 
law, to analytical stratified flow wet angle data. The proposed model is compared with existing prediction model. Results obtained show 
that the prediction model proposed gives up to 25.9% savings in computational time over the existing prediction model. 

Index Terms— Stratified Flow, Wet Angle, High Resolution Simulations, Prediction Model, Computationally Efficient, multiphase flow, 
liquid-gas pipe flow 

——————————      —————————— 

1 INTRODUCTION                                                                     
Multiphase pipe flow is a common occurrence in several 

industrial applications, such as: petroleum, nuclear, chemical 
and process industries [1], [2].  The design of these applica-
tions generally require transient analysis in order to under-
stand system characteristics necessary for developing safe op-
erational envelops [2]–[4]. Transient multiphase flow is gov-
erned by complex interactions between phases and pipe walls. 
Furthermore, the governing equations feature simultaneous 
variations in pressure and velocity of flow, resulting in stiff 
differential equations which must be solved. However, exact 
solutions are practically unavailable for most applications; 
therefore, numerical solutions are generally applied to obtain 
realistic solutions to practical multiphase pipe flow problems. 
In order to solve stiff equations which represent multiphase 
pipe flow, numerical solutions require small time steps to ac-
curately capture transient phenomena such as slug flow [5], 
[6]. 

Slug capturing phenomenon has been demonstrated using 
high resolution in time and space [7]. However, high resolu-
tion in time and space is computationally intensive and limits 
its application to short pipelines and operational period  [8]. 
Gourma et al. [9] employed adaptive mesh slug capturing 
simulations in order to reduce requirements on computational 
resources and lower computational time; yet, the computa-
tional overhead demands in calculating stratified flow wet 
angle needs to be addressed. Issa et al. [10] utilised massively 
parallelised computations to capture intermittent flows in long 
pipeline. The approach of Issa et al., however, relies on the 
availability of high performance computer.  

Later, Pasqualette and Nieckele [8] showed that application 
of explicit expression for stratified wet angle significantly re-
duced computational time in slug capturing simulations. In 
the work of Pasqualette and Nieckele, Biberg’s explicit model 
for estimating stratified wet angle was applied with computa-

tional improvement of up to 70%. Further improvement in 
computational efficiency can be achieved if the long explicit 
expression of the Biberg approximation model is replaced 
with a simplified expression. Therefore, this study aims to 
present a simple mathematical model, for predicting stratified 
wet angle to achieve computationally efficient high resolution 
two-phase pipe flow simulations. Thereafter, the proposed 
model would be compared with existing approximation mod-
el.  

2 MODEL DESCRIPTION 
2.1 Existing Model 

The existing model that is widely used in computing strati-
fied wet angle is the Biberg equation [11]–[17], given in Equa-
tion (1). The equation is an approximation with claimed pre-
diction accuracy of ±0.002 rad [5]. 

𝛽𝛽 = 𝜋𝜋𝛼𝛼𝐿𝐿 + �3𝜋𝜋
2
�
1
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1
3�   (1) 

 
where, 𝛽𝛽 = stratified flow wet angle, and 𝛼𝛼𝐿𝐿 = liquid holdup. 
Figure 1 shows schematic illustration of stratified flow and 
wet angle for horizontal flow. 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1. Schematic illustration of stratified flow and wet angle. 
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Equation (1) shows that the Biberg approximation of strati-
fied wet angle consists of at least ten numerical computations. 
For high resolution two-phase pipe flow simulations, such as 
slug capturing, the demand on computational resources and 
resultant effect on computational time require approximation 
equations with reduced numerical computations. This need 
necessitated the development of Proposed Prediction Model 1 
for stratified wet angle and it is provided presently. 

 

2.2 Proposed Prediction Model 1 
In order to obtain suitable prediction model 1, several stand-
ard regression models (Figure 2) are tested against analytical 
liquid holdup values. The analytical liquid holdup values are 
obtained using methods described by Shoham [2]. The results 
of the test show that Hoerl power law gives the minimum av-
erage standard error of 0.001570 and correlation coefficient 
which is approximately unity. Therefore, Hoerl power law is 
employed in proposed model 1 to predict stratified wet angle. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Hoerl power law consists of four arithmetic operators, 

which are six less arithmetic operators in Biberg’s approxima-
tion equation. It should be noted that the effect of different 
arithmetic operators on execution time is not explicitly stud-
ied. Therefore, the proposed prediction model 1 for stratified 
flow wet angle is given in Equation (2). Gas phase fraction is 
defined as  𝛼𝛼𝐺𝐺 = 1 − 𝛼𝛼𝐿𝐿 [18]. 

 

𝛽𝛽 = �
𝑎𝑎𝑗𝑗𝑏𝑏𝑗𝑗

(𝛼𝛼𝐿𝐿)(𝛼𝛼𝐿𝐿)𝑐𝑐𝑗𝑗 … 0.0 ≤ 𝛼𝛼𝐿𝐿 ≤ 0.5

𝜋𝜋 −  𝑎𝑎𝑗𝑗𝑏𝑏𝑗𝑗
(𝛼𝛼𝐺𝐺)(𝛼𝛼𝐺𝐺)𝑐𝑐𝑗𝑗 … 0.5 ≤ 𝛼𝛼𝐿𝐿 ≤ 1.0

      (2) 

 
Coefficients 𝑎𝑎𝑗𝑗 , 𝑏𝑏𝑗𝑗, and 𝑐𝑐𝑗𝑗 are described in Table 1. The 

choice of these coefficients is determined, via IF-ELSE logical 
statements, by the value of liquid holdup (HL) or void fraction 
(HG). 

Proposed prediction model 1 for stratified wet angle is 
compared with Biberg’s approximation as shown in Figure 3. 
In terms of prediction accuracy, the maximum value of abso-
lute percentage prediction error for proposed prediction mod-

el 1 is 0.094% which is lower than Biberg’s approximation er-
ror at 0.187%.  Despite the overall prediction improvement of 
proposed prediction model 1 over Biberg’s approximation, 
proposed model 1 exhibits higher prediction error at wet angle 
less than 100. Therefore, improvement to proposed prediction 
model 1 at wet angle less than 100 is required and is described 
as proposed prediction model 2 below. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.3 Proposed Prediction Model 2 
In this study, it has been demonstrated that the proposed 

prediction model 1 only gives high prediction error at wet 
angle less than 100. It was also shown that Biberg’s approxima-
tion gives lower prediction error than proposed model 1 at 
wet angle less than 100. Therefore, in order to reduce the pre-
diction error of proposed prediction model 1, a modification to 
the model is introduced. The modification is achieved by 
combining Biberg’s approximation (for 𝛽𝛽 < 100 and 𝛽𝛽 >
1700) with proposed prediction model 1 (for 100 ≤ 𝛽𝛽 ≤
1700). Since 𝛽𝛽 = 100 is equivalent to 𝛼𝛼𝐿𝐿 = 0.0011, therefore, 
proposed prediction model 2 is expressed as shown in Equa-
tion (3), where 𝜂𝜂 =  1800 𝜋𝜋⁄  represents conversion factor from 
radians to degrees. It should be noted that Biberg’s approxi-
mation is also applied to the range 𝛽𝛽 > 1700. This is done to 
ensure accurate prediction in the case where void fraction is 
required. 

 

TABLE 1 
DESCRIPTION OF COEFFICIENTS AJ, BJ, AND CJ FOR PROPOSED 
MODEL TO PREDICT STRATIFIED FLOW WET ANGLE; HL: LIQUID 

HOLDUP, HG: VOID FRACTION. 
j HL or HG range (-) aj bj cj 
1 0.0000 – 0.0038 96.347743 2.355092 0.333620 
2 0.0038 – 0.0288 97.466323 1.470465 0.335398 
3 0.0288 – 0.1955 99.060031 1.305013 0.339054 
4 0.1955 – 0.3371 97.309247 1.347514 0.331962 
5 0.3371 – 0.5000 90.268823 1.496925 0.295398 

 

 
Fig. 2. Average standard error of regression models applied to 
estimate stratified flow wet angle. 

 

 
Fig. 3. Comparison of proposed model 1 and Biberg (1999) – 
percentage prediction error of wet angle (β) as a function of wet 
angle β. 
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(3) 
 
Proposed prediction model 2 for stratified wet angle gives 

similar prediction for 𝛼𝛼𝐿𝐿 < 0.0011 when compared with Bib-
erg’s approximation (Figure 4). This is because proposed 
model 2 adopts the Biberg’s approximation for this range. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.3 Model evaluation 
 

Experimental cases for validation of proposed prediction 
model 2 

 
The performance of proposed prediction model 2, with re-

spect to Biberg’s approximation, is examined using two-phase 
experimental cases from existing literature. Source and aver-
age liquid holdup of the experimental cases are given in Table 
2. 

 
Percentage error 

 

𝜖𝜖𝑅𝑅 =
𝛽𝛽𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎−𝛽𝛽𝑎𝑎𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑎𝑎𝑐𝑐𝑐𝑐

𝛽𝛽𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
× 100%     (4) 

 
Average percentage error 

 
𝜀𝜀𝑎𝑎𝑎𝑎𝑎𝑎 = �1

𝑛𝑛
∑ 𝜖𝜖𝑅𝑅𝑛𝑛
𝑖𝑖=1 �     (5) 

 
Savings in computational time 

 

𝑡𝑡𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑛𝑛𝑠𝑠𝑠𝑠 =
𝑡𝑡𝐵𝐵𝑎𝑎𝐵𝐵𝑐𝑐𝐵𝐵𝐵𝐵−𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑎𝑎 2

𝑡𝑡𝐵𝐵𝑎𝑎𝐵𝐵𝑐𝑐𝐵𝐵𝐵𝐵
× 100%    (6) 

3 RESULTS AND DISCUSSION 
Figure 5 compares the performance of proposed model 2 

with Biberg’s approximation, in terms of computational time 
in simulating slug capturing in two-phase pipe flow. Results 
are presented for a total of eight datasets provided in Table 2, 
ranging between 1 and 8 inclusive. The results show that the 
proposed prediction model 2 gives savings in computational 
time over Biberg’s approximation equation. Minimum (17.2%) 
and maximum (25.9%) savings in computational time are ob-
served for datasets 5 and 1 respectively. Average value and 
standard deviation of computational savings in time are 21.2% 
and 2.96% respectively for the eight datasets considered in this 
study. Savings in computational time by proposed model 2 is 
due to fact that it has four arithmetic operators which are six 
less arithmetic operators in Biberg’s approximation equation. 
Variation in computational savings for the dataset is attributed 
to the logical implementation (i.e. IF-ELSE statements) of 
Equation (3), which is dependent on instantaneous value of 
liquid holdup. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE 2 
TWO-PHASE PIPE FLOW EXPERIMENTAL CASES FOR VALIDATION 

OF PROPOSED PREDICTION MODEL 2. 
Data 
Set 

Source Experiment Mean 
HL 

1 Kempf [19] V-Section 0.5074 
2 Vigneron et al. [20] 1-C 0.0705 
3 Vigneron et al. [20] 1-D 0.5433 
4 Vigneron et al. [20] 2-B 0.2921 
5 Vigneron et al. [20] 2-D 0.2795 
6 Vigneron et al. [20] 3-A 0.0894 
7 Vigneron et al. [20] 3-B 0.0877 
8 Vigneron et al. [20] 4-B0 0.4171 

 

 
Fig. 4. Comparison of proposed model 2 and Biberg (1999) – 
percentage prediction error of wet angle (β) as a function of wet 
angle β. 

 

 
Fig. 5. Savings in prediction computational time of proposed 
model 2 over Biberg (1999); plot of t_savings for experimental 
cases in Table 1. 
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However, there is no direct correlation between average 

liquid holdup (Table 2) and savings in computational time of 
proposed prediction model 2 over Biberg’s approximation. 
This observation is illustrated in Figure 6(a). Figures 6(b and c) 
show that only average values of number of computations and 
number of IF-ELSE statements respectively are best expression 
for the range of average liquid holdup considered in this 
study. Figure 6(d), illustrates similar trend where average ra-
tio of number of computations of Biberg’s approximation to 
number of computations of proposed prediction model 2 is 
obtained for the observed range of savings in computational 
time for the eight data studied. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Figure 7 shows that the number of IF-ELSE statements 
used in the implementation of proposed prediction model 2 
for the eight datasets are linearly related to the number of 
computations for the case of Biberg’s approximation. The cor-
responding correlation coefficient is 0.9865. This implies that 
for transient two-phase or liquid-gas pipe flow high resolution 
simulations, once the number of instantaneous liquid holdup 
is known based on temporal discretisation of the flow govern-
ing equations, the number of IF-ELSE statements can be esti-
mated. The ratio of number of IF-ELSE statements in the ap-
plication of proposed prediction model 2 to number of compu-
tations in the application of Biberg’s approximation is found to 
follow a polynomial pattern with correlation coefficient of 
0.9526 (Figure 8). Thus, these would be important to future 
statistical application of liquid holdup distribution and verifi-
cation of justifications for variations in computational savings 
in time observed in Figure 5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5 CONCLUSIONS 
This study aimed to develop computationally efficient 

stratified flow wet angle correlation for high resolution simu-
lations. Specific objectives are (a) to develop stratified flow 
wet angle correlation, and (b) to compare the proposed model 
with existing model and experimental data.  

Proposed prediction model 2 is developed for predicting 
stratified flow wet angle. The model is achieved by fitting Ho-
erl power law equation to analytical stratified flow wet angle 
data, and adopting Biberg’s approximation for 𝛽𝛽 < 100 and 
𝛽𝛽 > 1700. The resulting model is compared with existing 
model (i.e. Biberg 1999). The results show that the proposed 
model 2 have minimum (17.2%) and maximum (25.9%) sav-
ings in computational time for datasets 5 and 1 respectively. 
The variation in computational time savings is attributed due 
to logical implementation of proposed model, which is de-
pendent on instantaneous value of liquid holdup.   

Though, no correlation is observed between average liquid 

 
Fig. 6. Correlation plots between liquid holdup and (a) savings in 
computational time of proposed model 2 with respect to Biberg’s 
approximation (b) number of computations in proposed model 2 
and (c) number of IF-ELSE statements in proposed model 2. (d) 
Correlation plot of computation ratio and savings in computa-
tional time. Computation ratio is the ratio of number of computa-
tions in Biberg’s approximation to number of computations in 
proposed model 2. 

 
Fig. 7. Number of IF-ELSE statements in Proposed Model 2 is 
compared with number of computations for Biberg’s approxima-
tion; data are presented for fixed location in pipeline where flow 
variation is observed. 

 
Fig.8. Computational ratio compared with average liquid holdup; 
computational ratio is the ratio of the number of IF-ELSE state-
ments in proposed model 2 to the number of computations in 
Biberg’s approximation. 
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holdup and savings in computational time of proposed pre-
diction model 2 over Biberg’s approximation. However, the 
observed fairly accurate linear and polynomial pattern ob-
served for logical IF-ELSE statements as a function of Biberg’s 
approximation and ratio of computations as a function of liq-
uid holdup respectively would provide insight to future statis-
tical application of liquid holdup distribution and verification 
of justifications for variations in observed computational sav-
ings in time. 

Therefore, in order to achieve savings in computational 
time in high resolution simulations, such as high-resolution 
slug capturing simulations, proposed prediction model 2 gives 
improved performance over existing method. 

NOMENCLATURE  
𝛼𝛼𝐺𝐺   =  Gas fraction [-] 
𝛼𝛼𝐿𝐿, 𝐻𝐻𝐿𝐿  =  Liquid fraction or liquid holdup [-] 
𝛽𝛽 =  stratified flow wet angle [degree] 
𝛽𝛽𝑎𝑎𝑛𝑛𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑖𝑖𝑐𝑐𝑎𝑎𝑎𝑎 =  𝛽𝛽 computed from Shoham’s method [degree] 
  (Shoham, 2005) 
𝛽𝛽𝑚𝑚𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎2 =  𝛽𝛽 computed from proposed model 2 [degree] 
𝜂𝜂 =  Conversion from radians to degrees [degree/𝜋𝜋] 
𝐷𝐷 =  Internal diameter of pipe [m]  
𝜖𝜖𝑅𝑅  =  Percentage error [%] 
𝜀𝜀𝑎𝑎𝑎𝑎𝑎𝑎  =  Average percentage error [%] 
𝑔𝑔 = Acceleration due to gravity [m/s2] 
ℎ𝐿𝐿 = Stratified flow film height [-] 
𝑛𝑛 = number of data [-] 
𝑡𝑡𝐵𝐵𝑖𝑖𝐵𝐵𝑎𝑎𝐵𝐵𝑠𝑠 = Simulation time for Biberg’s approximation [s]  
𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎2 = Simulation time for proposed model 2 [s]  
𝑡𝑡𝑠𝑠𝑎𝑎𝑎𝑎𝑖𝑖𝑛𝑛𝑠𝑠𝑠𝑠 = Savings in computational time over Biberg [%] 
𝑆𝑆𝐺𝐺   =  Perimeter of gas [m] 
𝑆𝑆𝐿𝐿  =  Perimeter of liquid [m] 
𝑆𝑆𝐼𝐼  =  Perimeter of gas-liquid interface [m] 
𝐴𝐴𝐺𝐺   =  Cross-sectional area of gas flow [m2] 
𝐴𝐴𝐿𝐿  =  Cross-sectional area of liquid flow [m2] 
𝜏𝜏𝐺𝐺   =  Gas-wall shear stress [Pa] 
𝜏𝜏𝐿𝐿  =  Liquid-wall shear stress [Pa] 
𝜏𝜏𝐼𝐼  =  Gas-liquid interface shear stress [Pa] 
 

Subscript 
 
𝐺𝐺 = Gas 
𝐿𝐿 = Liquid  
𝐼𝐼 = Gas-liquid interface 
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