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In the last years, we have witnessed the introduction of the Internet of,ings (IoT) as an integral part of the Internet with billions
of interconnected and addressable everyday objects. On one hand, these objects generate a massive volume of data that can be
exploited to gain useful insights into our day-to-day needs. On the other hand, context-aware recommender systems (CARSs) are
intelligent systems that assist users to make service consumption choices that satisfy their preferences based on their contextual
situations. However, one of the key challenges facing the development and deployment of CARSs is the lack of functionality for
providing dynamic and reliable context information required by the recommendation decision process. ,us, data obtained from
IoT objects and other sources can be exploited to build CARSs that satisfy users’ preferences, improve quality of experience, and
boost recommendation accuracy. ,is article describes various components of a conceptual IoT-based framework for context-
aware personalized recommendations. ,e framework addresses the weakness whereby CARSs rely on static and limited contexts
from user’s mobile phone by providing additional components for reliable and dynamic context information, using IoT context
sources. ,e core of the framework consists of a context classification and reasoning management and a dynamic user profile
model, incorporating trust to improve the accuracy of context-aware personalized recommendations. Experimental evaluations
show that incorporating context and trust into personalized recommendation process can improve accuracy.

1. Introduction

,e Internet of ,ings is an emerging global Internet-based
information infrastructure, which is now positioned as the
de facto platform for ubiquitous sensing and personalized
service delivery. It promises a new information in-
frastructure in which all objects around us are connected to
the Internet, possessing the capability to communicate with
one another with minimal conscious interventions [1–3].
IoT allows people and things to connect at anytime, and
anywhere, with anything and anyone, ideally using any
network to facilitate global exchange and delivery of in-
telligent and relevant services [2]. It is the new Internet
where things and humans become addressable and readable
counterparts [4]. ,e IoT infrastructure consists of het-
erogeneous physical and virtual objects that can cooperate
on social interactions, where each entity is capable of
producing or consuming intelligent services [5]. With this
revolutionary and innovative development, it is now

possible for our everyday objects to understand our needs:
what we want or prefer and where and when we need them.
However, for practical deployment of intelligent applica-
tions on this infrastructure, one of the associated problems
that need to be addressed is how to find relevant services. A
recent and an excellent proposal is context-aware recom-
mendation system that exploits contextual information
obtained from devices to learn the user preferences to
provide services of interest [6]. CARSs are an extension of
traditional recommendation systems, which are generally
categorized into three main types: the collaborative filtering
(CF) [7], the content-based filtering (CBF) [8, 9], and the
hybrid recommendation (HR) systems [10]. On one hand,
the traditional CF systems rely on the similarity (or the so-
called correlation) between each pair of service consumers,
who have consumed or rated the same items, to predict
preferences of the target user. If the system predicts the
preferences of the target user accurately, then it can suggest
relevant and interesting services that the target user has not
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yet seen or consumed. On the other hand, the CBF systems
use information about the user’s consumption history to
provide new and relevant services that the user has not yet
seen or consumed. ,e hybrid recommender system is
a combination of both CF and CBF, where the strengths of
both are harnessed to address their peculiar weaknesses. ,e
most important step therefore in the recommendation pro-
cess, depending on the recommendation algorithm, is either
the determination of the target user’s neighbors and the
aggregation of the preference information of each neighbor to
generate a predicted preference or the determination of
services that are similar to the ones the target user has
consumed in the past. Note that, in the case of collaborative
recommendation, every neighbor must have rated some
services in order to participate in the preference prediction
process. ,is means that if none of the neighbors has rated
the service, the rating prediction cannot be computed. ,is
problem is referred to as cold start problem [11]. Similarly,
one key problem of CBF is overspecialization. An over-
specialized CBF system always tends to suggest items or
services that are similar to those consumed in the past by the
user. However, these problems have been addressed by
various excellent proposals [6]. And of late, context-aware
recommendation techniques have been proposed and
extensively explored with success [6, 12, 13]. ,e tradi-
tional recommendation systems consider user preferences
and assume that these preferences do not change as users
move from one location to another engaging in various
activities. However, in addition to user preferences, CARSs
use contextual information such as location, activities,
environment situations, traffic information, device char-
acteristics, and network conditions to provide relevant
recommendations according to the user preferences in
those contextual situations. Despite their widely reported
success, CARSs are limited in the type of contextual in-
formation they can use and the knowledge they can infer
from such context information. In addition, even though
CARSs have been explored to understand diverse prefer-
ences of users to suggest relevant services [14], neverthe-
less, apart from the user’s mobile phones, some existing
CARSs have not taken into consideration other context
sources such as everyday objects with which users interact
in the IoT environment. ,erefore, we argue that existing
CARSs lack the adequate capability to provide dynamic
and flexible context information required for making
dynamic and intelligent recommendation decisions. ,us,
the IoT is a novel computing paradigm for developing a new
ubiquitous and pervasive network of addressable inter-
connected heterogeneous everyday objects [14] that can
provide dynamic sources of context information. Since IoT
objects interact with the environment and other objects, for
example, object-to-object and object-to-human interactions
sharing vast volume of data, value-added services based on
these data can be delivered to users, providing impressive
user experience. ,e IoT possesses the potentials to take
context awareness to the next level considering that massive
and dynamic data coming from diverse IoT objects can be
exploited, via available software interfaces, to build more
dynamic and intelligent CARSs [4].

An IoT-based infrastructure is a potential platform to
address CARS context problem because it provides an im-
portant infrastructure to collect information from various
objects that users interact with. ,is context information can
then be exploited to address many challenges of context-
aware personalized recommendation systems. ,ere are two
main advantages of IoT as a solution to CARS problem.
Firstly, IoTprovides ubiquitous sensing functionality allowing
better understanding of object and human environments.
,is understanding can be used to gain useful insights into
user preferences in a way traditional recommendation ap-
proaches, including CARS, have not been able to achieve.
Secondly, as illustrated in Figure 1, IoT also allows, for ex-
ample, collaborative recommendation algorithms, to exploit
social characteristics of IoT objects to learn about those ob-
jects or humans with similar interests and preferences.
However, collecting data, such as context data, from IoT
devices poses a new challenge in terms of security and re-
liability. ,us, trust management is emerging as a powerful
tool that can be used to address reliability of not only context
data itself but also that of context providers, context in-
formation consumers, users, and services [5, 15–18].

,e aim of this article is fourfold as illustrated by the
high-level functional architecture of the proposed system in
Figure 2:

(1) It proposes a conceptual context-aware framework
that can collect, analyze, and infer high-level context
information from IoT objects. ,e high-level context
is a complex contextual information obtained by
combining more than one atomic context using
cognitive reasoning or machine intelligence; for ex-
ample, from “activity�walking” and “location� gym,”
a more complex context such as “walking to the gym”
or “walking in the gym” can be inferred.

(2) It provides suggestions to users based on their
current and historical context information, taking
into account the contextual preferences of the users.

(3) It proposes an extended contextual profile model
for entities to manage their service consumption
preferences.

(4) It presents how trust can be incorporated into
context-aware personalized recommendations.

,us, in Section 3, the article presents a conceptual
framework addressing these fourfold issues. ,e framework
can collect, analyze, and infer context information from
mobile sources such as IoT devices. ,e analyzed context
information can be exploited to gain useful insights into the
preferences of an entity in an IoT environment in terms of
what services they consume or can provide in diverse con-
textual situations thus satisfying the first aim of the proposed
framework. To realize the second aim, the framework provides
the components for recommendation processes that can use
the inferred contextual information to provide personalized
and relevant suggestions. ,irdly, a contextual preference
model capable of capturing entity/user preferences, contexts
in which such preferences have been expressed, and the level
of confidence in such contextual preferences, measured
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through trust evaluation, is also presented. Finally, we discuss
how to incorporate contexts and trust information to improve
the relevance of recommendations. �e contribution of the
current article is a conceptual framework for the provisioning
of relevant service recommendations in IoT-based
infrastructure.

In Section 2, we discuss background and related work.
Section 3 presents the proposed system and its components.
In Section 4, we present the experimental setup, evaluations,
and results. In Section 5, we discuss the results and provide
some insights about our �ndings. In Section 6, we conclude
the article and discuss the future direction of our work.

2. Background and Related Work

2.1. Recommender Systems: Traditional Approaches. Con-
sidering the overwhelming volume of information generated
by billions of devices today, the information overload
problem cannot be overemphasized [19]. To address this so-
called “information overload problem,” in which information
consumers spend invaluable time to �nd relevant services

due to the humongous volume of myriad available alter-
natives, personalized recommendation techniques have been
extensively explored to deliver such relevant services to users
according to their personal interests [6, 13, 20–23]. �e
traditional recommendation systems take information about
items and users and process this information to suggest
items of interest to target users. In [24], Resnick and Varian
de�ne recommender systems as systems that provide rec-
ommendations to people by aggregating and directing them
to the appropriate recipients.

Burke [10] de�ne recommendation system as “any sys-
tem that produces individualized recommendations as output
or has the e�ect of guiding the user in a personalized way to
interesting and useful objects in a large space of possible
options.” �is de�nition is much broader than the one given
by Resnick and Varian [24], in which they essentially de�ne
a recommendation system as a collaborative system. In [12],
Adomavicius and Tuzhilin provide a formal and widely cited
de�nition of RSs, covering all types of traditional RSs; thus,
“. . . Let C be the set of all users and let S be the set of all
possible items that can be recommended. Let u be a utility

Other users
and objects

Information
gathering

Trusted
data

IoT-based
recommendations

Feedback

Target user and 
his/her devices

Recommendations

Figure 1: A high-level view of IoT-based recommendation system.

IoT entities

RecommendationsFeedback

Trust-based context-aware recommendation processes

Context information Trust information
(score)

Entity preferences

Figure 2: A high-level architecture of the proposed trust-based context-aware recommender systems.
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function that measures the usefulness of item s to user c, that
is, u: C × S→R, where R is a totally ordered set (e.g., non-
negative integers or real numbers within a certain range).
/en, for each user c ∈ C, we want to choose such item s′ ∈ S

that maximizes the user’s utility.” Ricci et al. [13] also define
RSs “as software tools and techniques, providing suggestions
for items to be of use to a user. /e suggestions relate to
various decision-making processes such as what items to buy,
what music to listen to or what online news to read.” ,ey
have also been exploited to help movie (e.g., Netflix) and
music (e.g., Last.fm) lovers make informed decisions on the
best and interesting movies or music they prefer to watch or
listen to, respectively. Large and leading online industrial
service providers such as Yahoo, IMDB, YouTube, and
Facebook have deployed RSs as part of their services.

Nevertheless, conventional recommendation systems as
defined above have focused on suggesting services to users,
based on the information about the service items the user has
consumed in the past, designated as content-based filtering
(CBF) [9], or using information about those items that other
like-minded users have consumed, designated as
collaborative-based filtering (CF) [12]. Sometimes, the
combination of these techniques, which is designated as
hybrid recommendation, is used to push relevant services to
users [10]. ,e core task of a traditional RS is to predict the
subjective rating a user would give to an item he/she has not
yet seen. Normally, to realize this task, they exploit either the
ratings given by friends of the user to services consumed in
the past to predict his/her preference for an item he/she has
not yet consumed as shown in Figure 3 or they explore the
content of the candidate items and the preferences stored in
the profile of the target user. Essentially, a recommendation
system takes as inputs user information and the description of
items and processes the inputs to produce as outputs items
likely to be of interest to the user. Additionally, to improve the
relevance of future recommendations, a recommendation
system learns the user’s “likeness” (via feedback information)
of the recommended items (Figure 1).

Even though recommendation techniques have been
developed to provide users with relevant services from very
large corpus of information items, however, their main ob-
jective is the explicit service suggestion that is relevant to the
user preferences; without considering that, such preferences
are dynamic and change according to the user’s contexts
[11, 20, 25]. In addition, the recommendation is made when
the user explicitly requests for the RS assistance, and the
system does not expect that the user’s preferences would
change with contexts such as time, activities, and locations.
However, users generally prefer certain items in certain
contexts. For example, a user who prefers horror and
adventure movies would not want to watch horror movies
while with his/her two-year-old daughter. ,us, Adoma-
vicius et al. [21] introduced context dimensions into the
recommendation systems by extending the traditional 2D
(user× item) recommendations to multidimensional rec-
ommendation systems (user× item× context), now known as
context-aware recommendation systems.

Since the introduction of contexts into recommen-
dation systems, research in context-aware personalized

recommendations has explored contexts extensively for
its potentials to improve the relevance of recommenda-
tions and thus improve the user’s quality of experience
and recommendation accuracy [6, 11, 21]. Nevertheless,
CARSs lack the capability to consider context information
from various sensing objects in the mobile environments.
IoT devices provide new dimension and capability that
can be exploited by CARSs for flexible and dynamic access
to various context information characterizing not only the
user and his/her consumption environment but also the
objects in such an environment.

2.2. Context-Aware IoT-Based Recommendation Frame-
works. Software frameworks are designed to provide some
additional layers of abstraction suitable for specific types of
applications [26]. In the IoT environment, there is a limited
research work exploiting and integrating IoT and recom-
mendation systems to provide relevant services in this newly
emerging ubiquitous environment [4, 14, 23, 27]. Generally,
in the design and development of frameworks for CARSs,
diverse contextual information has been used, for example,
location, time, weather information, environment conditions
such as temperature, illumination, and noise level, device
characteristics, and network conditions. ,is information is
usually collected from the mobile devices, especially smart-
phones [20]. However, relying only on context information
obtained from mobile phones to provide service recom-
mendations in the ubiquitous environment limits the ability
of the system to truly learn the preferences of users as their
contextual situations and environment conditions change.
Often, the system cannot obtain context information when
mobile users do not carry their mobile phones especially at
night or when the device has run out of power. Useful
contextual information might not be readily captured because
in ubiquitous environments, context is dynamic and user
preferences change according to the changing contextual
situations.,us, it is important to capture context information
from other objects in the user’s consumption environments.
,is gap can be bridged by exploring the potentials of IoT-
based context sensing [2]. It allows dynamic, flexible, and
seamless sensing of context data whether the user is with
his/her device or not. In this section, we review some existing
recommendation systems based on IoT context sensing.

In the literature, only limited work is available providing
comprehensive frameworks for personalized service recom-
mendations in IoT. ,e COMPOSE project [28] proposed an
innovative framework for building smart and context-aware
mobile applications. It utilizes the cloud computing infra-
structure and IoT technologies to provide seamless integration
of smart objects and external services for delivering scalable
resources for data and application management in the IoT
environment. Essentially, the framework consists of tools that
enable end-to-end development and deployment of context
awareness by providing functionality for collecting contextual
information on smart devices, functionality for communica-
tion with external resources, and an infrastructure for hosting
data storage and processing.

In [23], the authors propose a context-aware recom-
mender system framework with a novel temporal interaction
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scheme for IoT-based interactive digital signage, which can be
deployed in urban spaces to engage anonymous viewers. �e
framework was developed using the hybrid recommendation
algorithm, combining both content- and collaborative-based
recommendation techniques. In the framework, context in-
formation is provided by IoT sensing and context data pre-
processing modules. What is not clear from this work is how
to manage contextual preferences of these “anonymous
viewers” to provide personalized recommendations according
to their preferences and contexts.

Among other proposals that attempt to address the
concern in [23] is the one presented in [14] by Mashal et al.
�ey proposed a recommender system for suggesting ser-
vices, which are relevant to users’ preferences according to
the contextual information obtained from IoT objects. �ey
developed a weighted undirected tripartite graph-based ser-
vice recommendation algorithm for delivering contextual
personalized services. Another interesting and an excellent
work with similar direction is the one presented in [4]
by Hussein et al. �ey have proposed a social Internet
of �ings (SIoT) based intelligent recommendation frame-
work that was developed on top of the SIoT context in-
frastructure, which uses cognitive reasoning mechanisms on
context elements obtained from SIoT sensing objects. �ey
developed ontologies for inferring user or object contextual
situations. �ey emphasized and developed a task navigator
algorithm that matches situational goals against the quo-
tidian task ontology to determine which tasks match the
situational goals and which smart services can ful�ll such
tasks. Similar to this proposal, the main goal of our pro-
posal in this article is to provide a generic framework for
personalized service recommendations, adapted to the
target users according to their contextual situations and
environment conditions obtained from IoT devices.

In [27], Saleem et al. proposed a concept for exploiting
the SIoT for service recommendations among various IoT

applications. �e authors highlight how the SIoT can be
used to provide recommendations by presenting an
interesting sample application scenario. Whilst being an
excellent proposal that intends to exploit opportunities
provided by the thing-to-thing and thing-to-human social
relationships of the Internet of things, it is not clear how they
will exploit IoT and CARS to provide context-aware per-
sonalized recommendations. In [22], the authors proposed
a novel algorithm for providing venue recommendations that
include information sourced from IoT, Web services, and
applications, as well as social networks (SNs) in the context of
IoT. �e proposed algorithm, according to the authors, also
considers qualitative attributes and semantic information of
the venues (e.g., price and atmosphere), the pro�le and habits
of the user for whom the recommendation is generated, and
the opinions of the user’s in�uencers.

�ese solutions are some of the excellent proposals using
IoT-based contextual information to develop intelligent and
adaptive service recommendations. �ese proposals show
that recommendation systems are e�ective tools for solving
information overload problems, especially in the newly
emerging IoT infrastructure. However, judging from the
analysis above, some key issues still need to be addressed.
Apart from some areas pointed out above, these systems lack
the capability to improve future recommendations to users
based on their experience of the current consumption. It
means they lack themeans to collect feedbacks from users and
use these feedbacks to better understand the user preferences.
�us, the conceptual framework developed in this article
provides a bridge between those proposals that do not provide
means to personalize and improve service recommendations
by developing a reliable contextual pro�le model able to learn
user preferences from their ever-changing contextual situa-
tions, environment conditions, and feedbacks. �e framework
has been designed not only with the �exibility to allow
implementation of new recommendation algorithms but also

s4

s5

s6

…

sn

s1

s2

s3

Target
user 

u1

u2

um
…

Figure 3: Users 1, 2, and 3 are similar to the target user considering their consumption history (s1–s3). Based on this knowledge, CF will
recommend a set of items from s4 to sn (that target user has not yet seen) to the target user.
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to accommodate the extension of the traditional recom-
mendation algorithms by using IoT-based context sensing.
It also proposes the incorporation of a trust management
component to enforce the reliability of context in-
formation sources as well as those users who consume
services provided by the system. �us, instead of having the
CARSs with (user× items× contexts) dimensions, we now have
user× items× items× trust dimensions.

3. Proposed System Framework

3.1. Overview of the Proposed System Architecture. In this
section, we present an overview of the proposed conceptual
framework for context-aware personalized service delivery
in IoT. �e predicted deployment of billions of devices and
their global access require layered architecture for the
management of information from the physical devices to the
cloud computing [1–3]. IoTwill take the concept of Ambient
Intelligence to the next level as it supports the concrete
realization of building a digital ecosystem that is fully aware
of the environments without conscious human intervention
[14, 26, 29]. To realize such technological development, some
key features must be present: (1) the IoT-based systems
should be adaptive, and they should change in response to
contextual situations. (2) �ey should be dynamic by an-
ticipating preferences of entities or users. (3) �ey should be
context aware to recognize the environment, objects, or
entity’s situational contexts. (4) �e IoT-based systems
should support tailoring of services to the users’ contextual
preferences, and (5) the sources of information and in-
formation itself must be reliable. �us, we propose trust as
a means for improving the reliability of personalized rec-
ommendations by using feedback from users to compute
trust after consuming services in speci�c contexts.

Firstly, we give a high-level overview of a typical IoT
platform, such as the one being developed by the Wise-IoT
project consortium [30]. Wise-IoT project is an EU H2020
funded project, being executed by leading European research
and academic institutes and their counterparts in South
Korea. Wise-IoT aims to provide a worldwide interoperable
IoT that utilizes a large variety of di�erent IoT systems and
combines themwith contextualized information from various
data sources. Such an IoT platform can be viewed broadly as
a three-layered architecture as illustrated in Figure 4. �us,
the �rst layer of the architecture is the sensor or physical layer
where many heterogeneous IoT devices are deployed. �ese
devices can communicate with each other, using standardized
connectivity such as Wi-Fi, 3GPP, 3G/4G, Bluetooth, ZigBee,
and LoRaWAN (supporting low-power connectivity) based
on such standards as OneM2M. �e OneM2M standard is
a global IoTstandard that addresses communication issues for
a common IoT service layer and interoperability on the IoT
connectivity layer [31].�is sensor layer is also responsible for
the IoT management.

�e second layer is the contextual information
management layer and can be considered as the cloud layer
responsible for the acquisition, aggregation, and processing
of context data. Furthermore, low-level context data from
the physical layer are preprocessed for cognitive inference

purposes using various techniques such as data mining or
machine-learning algorithms as well as semantic web models
for context reasoning, consisting of a context knowledge base
and query and inference engines [32, 33]. One of the current
and popular implementations of this layer is the FIWARE
context broker, which is based on the NGSI standard [17].
FIWARE provides the capabilities to obtain IoT context data
in addition to context information obtained directly from the
user’s mobile devices. Nevertheless, presently, these context
brokers such as the one developed in the FIWARE project,
do not provide the capability for context classi�cation and
knowledge processing and logical inference [31]. �e last
and the upper most layer is the application layer where
context information is exploited to deliver intelligent ser-
vices. Di�erent kinds of applications can be deployed at this
layer, for example, car parking or route recommendation
applications.

Similarly, the framework proposed in this article is
a three-layer architecture as illustrated in Figure 5. �e three
layers align with the two layers of Figure 4. �e �rst layer in
Figure 5 consists of those components that provide the
functionality for dynamic context sensing, context recognition,
context information distribution, cognitive context reasoning,
and context information model. In the second layer, we have
the context-aware trust-based personalization-related com-
ponents. Among these components are the trust (evaluation)
manager, which is responsible for computing trustworthiness
of an entity of the platform [16]. We also have a contextual
pro�le model, recommendation manager, feedback manager,
and contextual pro�le manager. �e contextual pro�le model
is responsible for learning the entity’s preferences in contexts
of service consumption. �e recommendation manager is
responsible for using the contextual preferences to �lter
candidate services and suggest the most relevant ones to the
users.�e recommendationmanager manages the selection of
recommendation techniques or algorithms to use during the
�ltering process. �e feedback manager is responsible for
using implicit or explicit feedback obtained from users after
consuming recommended services. �e IoT context infor-
mation access and processing (CIAP) layer comprises various
components for context sensing, recognition, cognitive context
reasoning, and context broker for context distribution.
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3.2. Context Information Access and Processing. �is section
introduces the context awareness component (as illustrated
in Figure 6) that we have designed, for deployment on the
IoT platform to process context data obtained from IoT
context brokers and other IoT platforms such as the
FIWARE broker [31]. Each of these components will be
discussed in the next sections. �e framework consists of
various processing modules to be incorporated into our
trust-based platform for intelligent service delivery in the
IoT environment [16]. �e context framework has been
designed to provide the capability for high-level context
classi�cation, using machine learning and ontologies for
context classi�cation, semantic processing, and reasoning. In
[34], we have described in detail context sensing, context
classi�cation, and reasoning using the neural network algo-
rithm and various statistical features to identify the context in
IoT. In this section, we only provide various steps for context
classi�cation and reasoning. However, we extend the concepts
developed in that paper by providing here the cognitive
model of context information and inference using ontol-
ogies, reasoners, and Semantic Web Rule Language (SWRL)
[35]. Figure 7 illustrates the relationships between IoT

sensing, cognitive context management, and intelligent IoT-
based applications. Figure 8 illustrates an example of how the
context framework can infer high-level contexts (watching
TV) from raw data accelerometer, GPS, and so on directly
obtained from sensors.

3.2.1. Context Sensing and Preprocessing. �e ability of
a system to identify contextual situations and to make in-
formed decisions is one of the most important functions of
any context-aware system. However, sensors emit data that
are in low-level formats, which are not suitable for decision-
making by mobile applications [36]. Context recognition
process collects raw data from sensors and transforms them
into information that can be used to build intelligent ap-
plications. To provide an accurate context information about
service consumers, the proposed framework uses the context
recognition process to identify contextual information such
as user activities, from smartphone-embedded and IoT
sensors (obtained in the form ofWeb Services APIs from IoT
platforms). �e framework’s sensing module gathers events
from these sensors such as accelerometer, gyroscope,
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Figure 6: Context recognition processes of the proposed framework.
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rotation vector, orientation, proximity, microphone, light
sensors, and other sensing devices, preprocesses the data,
and then uses classi�cation algorithm(s) to derive a more
meaningful context information. It collects sample data
from each sensor in predetermined time intervals over-
lapping the next predetermined time space. In the data-
preprocessing phase, the framework removes the data
outliers [34, 36]. �is is achieved by eliminating samples
from the beginning and ending of each example to reduce
the in�uence of noise in the streams of sensor data.

3.2.2. Feature Extraction. �e user’s dynamic contexts, such
as activities, occur in relatively long period, in seconds or
minutes, compared to the sampling rate of the sensors. �is
sampling rate usually does not provide su«cient data to de-
scribe user activities. �erefore, activities are usually identi�ed
on time window basis rather than sampling rate basis [37].
Comparing a series of time windows to identify activities is
almost impossible even if the signals being compared come
from the same user performing the same activity context [13].
�e feature extraction process addresses this problem by �l-
tering relevant data and obtaining quantitative data from each
time window. Many approaches have been explored in liter-
ature such as statistical and structural properties of the sensor
signals. Structural features such as Fourier transform are quite
complex and require more computational resources [37]. �is
may not be ideal for an energy-starved smart device. On the
other hand, statistical features are simple and require less
computational resources.�us, this process uses simple labeled
statistical features (e.g., range, maximum, minimum, mean,
and standard deviation), which have been validated in our
previous work to be very e�ective to discriminate between time
windows [34, 36]. �ese features are extracted into feature
vectors that are then used in the next process.

3.2.3. Context Classi�cation. After extracting the time
window features from the raw sensor signals, without de-
riving the context knowledge from them, the example fea-
tures are limited in how they can be used. �e context

classi�cation uses supervised machine learning algorithms
such as the neural network (NN) to derive high-level context
from the statistical features. Details of the modeling and
evaluations can be found in [34]. �ese models are in-
tegrated into the recognition service to obtain independent
future activities and contexts of the users.

3.2.4. High-Level Context/Contextual Situations: Context
Inference. �e context information obtained from context
recognition and classi�cation processes is not able to provide
cognitive meaning of complex context information, in ad-
dition to not being able to recognize complex context in-
formation.�us, it is important to develop a cognitive model
based on semantic web technologies that can infer higher-
level contextual situation from these individual contexts as
illustrated in Figure 7. For example, it is important to know
what a user is presently doing, when, and where he/she is
doing it. Nevertheless, without relating this information to
provide a more high-level contexts, this information will not
be useful to the application. �is is one of the weaknesses of
some of the existing work. �e proposed context framework
thus uses the knowledge-based model on top of the clas-
si�cation process to relate di�erent atomic context in-
formation to obtain contextual information at a higher
semantic level. For example, having known that a user sitting
at home is in the living room, if we know that the TV is on,
then it is important to relate this information and conclude
that the user is watching TV. For example, having known
that a user located at home is sitting in the living room, if we
know that her TV is on, then it is important to relate this
information and conclude that the user is watching TV. �e
user is watching TV, obtained from sitting, home, living
room, TV, and so on, is inferred using the knowledge-based
cognitive process. �e details of this process can be found in
[35, 36]. It can also determine complex context such as a user
is “jogging at the sport arena.” �is kind of information is
crucial to o�ering rich quality of experience to users.

(1) Ontology Concepts. In this section, we introduce the
design of the ontology model in the proposed framework for
the inference of higher or complex contextual information
from the atomic context classi�ed by the context recognition
model. To infer higher-level or complex contextual situation
from the recognized and classi�ed contexts from the pre-
vious section, we have developed semantic web-based on-
tology reasoning for context in the IoT environment. As
illustrated in Figure 9, we have provided some important
concepts from which the ontology was designed and de-
veloped. To infer high-level contexts from those concepts,
context reasoners and context rules have been used. �e
conceptual context framework incorporates nine generic in-
terrelated concepts, which were de�ned for providing context
information for the context-aware media recommendation
domain. Eight of the core concepts are based on our previous
context representation model in [35] but now extended to
incorporate trust as an additional concept that relates with
other core concepts as a property.

�e ontology is being developed using OWL DL with
adequate provision for adaptation decisions, relying on

Application ApplicationSituational context:
Carisa is watching TV

High-level contexts

Living room

Home Home map Sitting TV on

Low-level context/raw sensor data

Sensor (GPS)
data: lat 37.687064
long –22.049645

Sensor (accelerometer)
x: 0.0383072, y: 2.68151, z: 8.65743

Sensor: IR
blaster [0,1]

Figure 8: Situational context from high-level context and low-level
context data.
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various rule-basedmechanisms, which support an automatic
knowledge inference from contextual information [38, 39].
�e cognitive model has been designed as a two-layered
model consisting of lower and upper layers representing
upper and lower domain ontologies as illustrated in Figure
10. �e �rst layer is the primary or upper domain ontology
with 9 core concepts: User, Device, Environment, Service,
Activity, Time, Trust,Adaptation, and Network.�e concepts
in this domain are generic and are valid for many application
scenarios. �e second layer incorporates speci�c domain
ontologies, integrating reasoning and rules for inferring
contexts speci�c to each domain. �e speci�c or lower
domain ontology is designed based on the combination of
user speci�c activities and locations and other contextual
situations. For example, the user home domain activity and
the related contexts determine contextual information that
characterizes the user’s activities when at home. Figure 11
illustrates the relationships between semantic concepts, the
building blocks of the proposed cognitive context reasoning
model, ontology, and the SWRL-based context model. We
de�ne the primary concepts of the context model as follows:

User: the central focus of any context-aware recom-
mendation system is the user. In these systems, information
such as location, activities, and preferences is very crucial to
building a system that adapts to the user’s needs. �is
contextual information in�uences the user’s preferences for
service consumption, and therefore, when recommending
service items to the user, it is important that this information
be incorporated into the recommendation process.

Time: the time concept is primarily used to capture the
“when question” of the other concepts. Time duration, start
time, end time, and so on are some of the elements of this
concept. �ese elements of the time concept are used to
infer, for instance, high-level time information such as
weekdays or weekends which is subsequently used in ad-
dition to location information to infer a user’s contextual
situation including her activity contexts.

Device: the characteristics and capabilities of IoTdevices
can have signi�cant impact on the personalized

recommendation process. �e device characteristics can be
used to adapt recommendations to the user’s device.

For example, the device battery level can be used to
determine the appropriate format to present recommended
items. In fact, it may present the item such as streaming
video in a format that requires less power such as in text
form. If the battery level is low, the recommendation system
could decrease the brightness or lower the spatiotemporal
resolution of the content in case of an audiovisual content. In
addition, this concept also describes the capabilities of the
devices.

Environment: another important concept of the ontology
is the natural environment. �is concept in�uences the kind
of items users would prefer to consume depending on the
environmental condition or situational contexts. It provides
information about the environment in which a user interacts
with the recommendation system or his device. �ere are
two groups of fundamental concepts related to the envi-
ronment concepts: location, including logical (e.g., city and
street) and physical (e.g., GPS coordinates), and environ-
ment conditions (e.g., noise level, illumination, and weather
information). For example, information about the current
weather can be used to provide more relevant media rec-
ommendations to users, that is, the category and genre of
contents preferred by the users can be in�uenced by weather
information.

Activity: user activities can be used in addition to the
other context information by the recommendation process,
given that they have a strong impact on the preferences and
needs of mobile users, as previously stated. As explained in
the previous sections, to address this problem, low-level data
obtained from device-embedded sensors are channeled to
a context recognition model running on the device, which
recognizes high-level activity being performed by the user.
To relate this activity information, as illustrated in Figure 12,
with other contextual information, an activity concept was
designed as part of the ontology.

Network: the network concept describes the conditions
and characteristics of the network connection of the user

User

Activity Time

OWL ontologies

Service

Recognized contexts

Context
reasoners Context rules Context

knowledge base

Context inference &
rule specifications

Concepts and
properties

Tr
us

t

Adaptation

Device/terminal NetworkEnvironment

Figure 9: �e framework inference model.
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device. It describes such aspects as the network maximum
bandwidth, network minimum guaranteed bandwidth, error
rate, network delay formation, and currently available net-
work bandwidth.

�ese characteristics can be used either to enhance a
minimum level of quality ofmedia consumption or even to help
to decide between di�erent versions of the same media item.

Service: information about candidate services, for
example, multimedia content such as streaming movies,
to recommend is also an important concept. �e most
important features of the class are the metadata and the
presentation format of the service. From this concept, let us

take a streaming movie as an example, from which in-
formation about the genre, titles, and so on can be obtained.
�is information could be used in the recommendation
process to �lter important characteristics of the audiovisual
content, such as video-audio formats and so on.

Adaptation: the adaptation concept describes the
presentation of the service items based on the device
characteristics, environment conditions, network conditions,
and so on [20, 35]. �e adaptation concept relates to other
concepts such as the environment, device, network, time, and
so on. �e concept can be used to de�ne rules to determine
when and how a service should be delivered. For example, if

Trust

Trust
Trust

Trust

Trust

Trust

Trust

Activity Service

Device

environmentFor

hasTime

Time
User

Location

hasLocation
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environmentFor

environmentFor
environmentFor

Environment
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Figure 11: Relationship between the framework ontology concepts and trust.
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Figure 10: Cognitive upper and lower domain context ontology model.
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the network condition such as bandwidth is very poor while
delivering a streaming movie in HD, the adaptation decision
could decide to deliver the content in formats that consume
less computational resources.

Trust: trust has been used as a measure of con�dence that
an entity will behave in an expected manner despite the lack
of the capability to monitor or control the environment in
which it operates [5]. Trust is an important concept as we
enforce con�dence in items being suggested to the target
users. In our framework, trust is used to enforce con�dence
of the target users in the recommendations that are provided
in the given contexts. In the semantic model, trust is used as
a property of other concepts (Figure 11), whereby every
concept has an associated trust property and it is measured
based on the feedback obtained from users after consuming
services in speci�c contextual situation.

(2) Cognitive context reasoning using SWRL. �e
knowledge-based or cognitive context model incorporates
reasoning mechanisms based on two methods. �e �rst
method is the inherent ontology reasoning mechanism that
is responsible for checking class/concept consistency and
implied relationships.�is method uses the inference engine
such as Pellet or Jena to provide functionality for checking
the consistency of ontologies, computing the classi�cation
hierarchy, explaining inferences, and answering queries [41].

�e second method is based on the Semantic Web Rule
Language (SWRL) [42, 43]. Because OWL does not provide
the mechanisms for expressing all relations between con-
cepts in the ontology model, OWL has been extended with
SWRL to allow inferring new knowledge from multiple facts
or conditions at the same time by providing mechanisms for
expressing complex relations. For example, OWL cannot
express the relation between a child and married parents

because it does not have themechanism to express the relation
between individuals with which an individual has relations.
For instance, OWL cannot relate that a user, say Ana, is the
child of the married parents James and Comfort. Neverthe-
less, with SWRL, this can be expressed in the follow-
ing way: user(?u)∧hasParent(?u,?f)∧hasSpouse(?f,?m)→
childOfMarriedParents(?u). �is speci�cation adds rules
to OWL ontologies, while also providing an extra layer of
expressivity and the capability to infer additional information
from an OWL knowledge base. Basically, SWRL consists of
antecedent and consequent parts, which in turn consist of
positive connections of atoms. Informally, SWRL can provide
high-level reasoning in the following form: if all atoms in the
antecedent are true, then all the consequents of the rule must be
true or vice versa. Besides, SWRL comes with built-in unary
predicates for describing relations between classes and data
types, binary predicates for data properties, and some n-ary
predicates such as arithmetic operators to compute desired
behaviors. For example, it is easier using SWRL to infer if Ana,
in the previous example, is an adult or not using these built-
in predicates as follows: user(?u)∧hasAge(?u,?age)∧swrl:
greaterThan(?age,18)→adult(?u). Likewise, by combining
time and location data, the type of the device, and whether the
user is accompanied or not, as well as user activity, the system
will be able to infer the situational contexts of the user, for
example, Ana is sitting at home.

In listings 1–3 of Figure 13, we provide some examples of
speci�c domain rules supported by the context ontology
model. Listing 1 is an example that infers that the user is
indoor, sitting at home, and on a weekend. In listing 2, the
user is in outdoor in the o«ce walking, whereas in listing 3,
the user is indoor, sitting in the o«ce. Using this contextual
information, personalization systems can be designed to
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Figure 12: Activity concept [40].
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recommend relevant service items that suit these specific
contextual situations and preferences of the user [40].

3.3. Trust Evaluation. ,e Trust Evaluation aggregates trust-
related information and feedback obtained from users
whenever they consume services in specific contexts to
derive an evaluation for the trustworthiness of context data.
Such evaluation for the trustworthiness supports decision-
making of users. ,e trust evaluation is done using the
following key modules as illustrated in Figure 14:

(i) Trust Data Collection and Preprocessing: the data
collection implements the trust data collection
agents using the available interfaces or APIs pro-
vided by the IoT platform data access layer such as
the FIWARE [44] context broker or other REST
interfaces, to collect or gather trust-related data.,e
data could be opinions of entities (users) as feed-
backs on services consumed and so on.

(ii) Trust Feature Computation: the feature computa-
tion is responsible for computing/extracting fea-
tures from the collected trust-related data. It also
preprocesses the collected data to eliminate erro-
neous or repetitive and other irrelevant data for
trust indicators’ evaluation.

(iii) Trust Data Store: this module is responsible for
storing trust-related data and the history of inter-
actions between entities of the IoT platform. Addi-
tionally, this historical data store stores trust scores
for the entities of the platform. Any trust score
consumers, for example, recommendation manager,
can interact with the trust data store via a web service
interface, or via the Wise-IoTdata access component
such as the FIWARE broker to request such data.

(iv) Trust Indicator Computation: trust indicator com-
putation implements one of the functionalities of the
trust evaluation, realized based on the REK model
[16]. It is responsible for calculating trust indicators
such as experience, reputation, and knowledge.

(v) Trust Score Evaluator: this implements the REK
model, themainmodule responsible for evaluating and
generating trust scores for IoT entities of the frame-
work. ,e trust evaluator computes the trust score or

index from the combination of trust indicators, for
example, experience, reputation, and knowledge.

In summary, the trust evaluationmodule subscribes to the
IoT context broker. Whenever a user submits a feedback
about the service he/she has just consumed, the feedback
manager sends the feedback information to the trust com-
ponent (TC), using the provided API. Details of mechanisms
for trust score computation can be found in [16].

3.4. Contextual Entity Profiling. We define a user as any
entity that has the capability to provide and consume services
be it data or any other information service. In this section, we
present a profile/preference model capable of using the user’s
contextual situation, preferences, and other related infor-
mation to personalize and deliver relevant services.

3.4.1. Contextual User Preference Definition. ,e user profile
describes preferences of a user in the form of a summary,
normally based on the history of the user’s actions such as
consumption or provisioning of services [9]. ,e contextual
user profile service (CUPS), based on our previous work in
[11, 20], summarizes the user’s service consumptions into
a limited set of categories. Categories can be characterized by
one or more services, and such services can be characterized
by many properties or attributes. Several services can be
associated with one or more service categories. In addition,
the profiling model incorporates contextual dimension,
associating one or more inferred context with each category-
service-property relationship, with each context having an
associated trustworthiness score. ,us, we have category-
service-property-context-trust concept, presenting each user
profile as a five-level tree, as shown in Figure 15, and the root
of the tree represents the entity or user’s optional information
such as entity ids, timestamp, and so on. ,e first level of
nodes corresponds to the service category; the second level
represents the services associated with the specific service
category; the third level contains the attributes of a given
category-service.,is level provides the service item’s context,
characterizing at a finer detail, the consumed service, and thus
the preferences of the user. A limited set of properties is used
for each service to obtain a good compromise between suf-
ficient degree of characterization of service (hence, sufficient
ability to make distinctions) and reasonable dimensions of the

Listing 1
Context:hasUserId (?user, ?userId) context:atHome (?user, ?location) context:weekEndAtLocation(?location, ?weekend)
Context:locationTimeIs (?location, ?time) context:isMorning(?location, ?time) context:inIndoorLocation (?user, "true")
Context:hasUserActivity (?derived, ?activity) context:hasHomeLocationActivity (?user, ?sitting)

Context:hasUserId (?user, ?userId) context:atOffice (?user, ?location) context:weekDayAtLocation (?location, ?weekday)
Context:locationTimeIs (?location, ?time) context:isEvening(?location, ?time) context:inOutdoorLocation (?user, "true")

context:hasOfficeLocationActivity (?user, ?walking)Context:hasUserActivity (?derived, ?activity)

Context:hasUserId (?user, ?userId) context:atOffice (?user, ?location) context:weekDayAtLocation (?location, ?weekday)
Context:locationTimeIs (?location, ?time) context:isEvening(?location, ?time) context:inOutdoorLocation (?user, "true")

context:hasOfficeLocationActivity (?user, ?sitting)Context:hasUserActivity (?derived, ?activity)

Listing 2

Listing 3

Figure 13: Listings 1, 2, and 3: example cognitive rules for inferring higher-level contextual information using SWRL.
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user pro�le. �e leaf nodes provide information about the
contexts (where the user preferences have been expressed) and
associated trust score representing trustworthiness of the
context information. Leaf nodes have four numerical �elds
(type, trust score, intensity, and lifetime), whereas all other
nodes have only the type �eld. In the leaves, the types rep-
resent the type of context.�e introduced concepts in the user
pro�le, the intensity, trust score (as an extension), and lifetime,
track the user’s contextual consumption history, allowing
incorporation of the trustworthiness of the contextual situa-
tion wherein the users consume services.

Using these weighted parameters, the system can de-
termine the services that are important and relevant to the
target user based on his/her contextual preferences with some

measure of con�dence. �e intensity provides information
about the number of times the user has consumed items of
that category-service-attribute in that speci�c context. �e
intensity (the dynamic preference of the user) of those ele-
ments belonging to the item’s content tis calculated by
summing up the products (weight× lifetime) of all their oc-
currences. �e intensity value of the retained elements at
this level is obtained by visiting their child nodes in
a breadth-�rst traversal. �e same applies to the retained
elements of the category level. �e intensity of the ele-
ments that belong to the genre level is the largest value of
their children. Accordingly, these values are obtained by
performing a depth-�rst traversal. �is way, the user pro�le
can handle any category of services, for example, services

IoT applications

IoT context broker

Trust management component

Trust indicator
computation (REK)

Trust index and
value evaluation

Experience, knowledge,
reputation

Trust feature
computation

Trust data
collection and
preprocessing

Trust data 
(e.g., feedback rating) Trust score/index

Local trust data store

Honesty, similarity,
cooperativeness, and so on

Figure 14: Trust computation component.
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Figure 15: �e preference model, showing the structure and relationships between entities in the pro�le model.
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providing multimedia items such as movie, news, and music to
name a few.

,e intensity (the dynamic preference of the user) is
computed by summing up the product (weight× lifetime× trust
score), given in (4), of all their occurrences.

Pri � 
n

i�1
(weight × lifetime × trust) (1)

3.4.2. Entity Profile Definition. Let E be the set of N things or
entities, and entities can be humans (users), objects, or devices.
Each entity E � e1, e2, . . . , en  is defined bym set of optional
demographic attributes A � A1, A2, A3, . . . , Am  and a set of
preferences Pr(ui) � pr1, pr2, pr3, . . . , prir , where each
preference Prim of user a is further defined by a set of attributes
SA � sa1, sa2, sa3, . . . , sap . Furthermore, we have a set of
high-level context information SC � sc1, sc2, sc3, . . . , scn 

associated with each preference Pri.
In the above definitions, context SC has a very complex

structure, which reflects the nature of the difficulties in ac-
curately representing context information. However, in this
paper, it is assumed that the context information is defined
by a structure that allows atomic contexts to be related in
a way that allows high-level contextual information to be
inferred, that is, a three-layer structure of inferring from
low-level sensor data, a high-level atomic context in-
formation, which can be related to another context in-
formation to arrive at a higher-level semantic context
information. For instance, from the above definition, an
entity ei where ei ∈ E � e1, e2, e3, . . . , en  is defined by a set
of demographic information A � {entityId, Name, etc.}, by
a set of preferences Pr � pr1, pr2, pr3, . . . , prn . Each service
is classified into a category Ca � cr1, cr2, cr3, . . . , crn . Each
category is characterized by a set of services
S � s1, s2, s3, . . . , sn , and each service is characterized by
a set of attributes Sa � sa1, sa2, sa3, . . . , san . In addition,
each context sci defined above is associated with the set Tr �

tr1, . . . , trn  of trust.,e trust value defines the confidence of
the user in services recommended to his/her in that context.
,emodel of the user preference can then be built in a general
form as follows:

Y � f(X1, X2, X3, . . . , Xn), where X1, X2, X3, . . . , Xn

represent the profile information such as the set of service
attributes, A, and preferences, Pr, characterized by the sets
S,Ca, and SC with associated trust values Tr. Y is the
dependent variable (representing user preference) to be
predicted, and function f is the predictive function as
provided in Section 3.4.3. For example, we can predict the
services that user ui will like to consume using this model.
,is model can be defined such that we can have context-
based user preferences, context-aware trust-based user
preferences, and user preferences without context and
trust information as defined in (2)–(4), respectively.

Yct � fct X1C1T1, X2C2T2, . . . , XnCnTn( , (2)

Yc � fc X1C1, X2C2, X3C3, . . . , XnCn( , (3)

Y � f X1, X2, X3, . . . , Xn( . (4)

,ese models can be used to build the contextual user
profile and can also be switched to build the traditional user
profile.

,e parameters ci�1, . . . , ci�n represent the contextual
information ti�1, . . . , ti�n; fc, fct, and f are the functions for
retrieving users’ contextual preferences, user context-aware
trust-based preferences, and ordinary user preferences, re-
spectively. As (2)–(4) illustrate, the profilemodel can be used
to learn the user profile in three modes. It works in the
contextual mode and in the noncontextual or traditional
mode to determine the user preferences with and without
using contextual information, respectively. ,e traditional
mode (non-contextual mode) is executed in situations where
the user’s contextual information is not available or when it
is difficult or impossible to acquire. In this mode, an entire
profile considering the user consumption history (if any) is
used. Alternatively, it could use the consumption history of
users who have similar preferences to the current user to
learn the target user’s preference. ,e default mode is the
contextual mode in which the user’s contextual information
is used to learn the user’s preferences. ,e contextual mode
allows us to incorporate trust information of the context
information, and thus, the ability to evaluate the preferences
is not only based on contexts but also based on the trust
information of the contexts.

3.4.3. Feedback Mechanism. To learn the user’s service
consumption preferences based on the entity profile model in
the last section, the proposed system adopts the relevance
feedback method, which we have used in our previous so-
lution [11]. Relevance feedback is a technique used to obtain
a user’s opinion on recommendations. It can speed up the
user preference learning process and improve the quality of
recommendations [42]. ,ere are two methods in literature
used for learning user preferences based on user feedback,
namely, implicit and explicit relevance feedback [9]. In im-
plicit user feedback, the system observes the content con-
sumptions by the user and records information about the
consumed content. In our case, such information includes
category, genre, property of the item, and most importantly
the context in which users consume this item. ,e user
feedback process, without asking for any information from
the user, assigns a relevance value to the consumed content
using the content metadata information as well as the context
of consumption. ,e explicit user feedback involves asking
the user to provide ratings or some form of evaluation of the
relevance of the consumed content, using metrics such as like
or dislike of the recommended items. In mobile environ-
ments, this approach can be obtrusive as it distracts and
consequently bores users, discouraging them from using the
recommendation system, which consistently requires them to
provide rating information every time they consume content
[12]. For this reason, we adopted an implicit user feedback
method in combination with a simpler form of explicit user
feedback. Our approach neither asks users for explicit rating
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information nor measures how long a user has spent during
the consumption of any service, for example. Measuring time
spent on recommended items as argued by Bjelica [42] may
lead to wrong conclusions. ,us, rather than measuring time
spent when consuming content, we used a combination of the
contextual user profile learning model and the context in
which users respond to recommendation either by clicking or
not (e.g., the device’s screen) to learn the user’s feedback on
the recommended items. It then extracts implicit information
about such items to learn whether users like or dislike such
items by assigning what we call relevance values to the
extracted information, such as category of the content and its
genre, taking into consideration the contextual situation of
the user at that given time. ,e system automatically assigns
these relevance values in two numeric formats as illustrated in
(5)–(7) consisting of weight w and lifetime c parameters.
Equation (5) represents positive feedback, whereas (6) rep-
resents negative feedback. Equation (7) is used as a decay
function, which updates the preferences as the elapses.

An intensitywij represents the relevance of a service with
the preference pri belonging to the contextual situation C

that entity ei consumes in context Ci. Whenever the context
awareness model detects that the entity is in a context Ci, for
a continuous period of time [0, T], the reasoner finds the
preference of service s1, s2, s3, . . . , sn, whose contextual sit-
uations match the present contextual situation of the entity;
then, weights wici ∈ [0, 1] are associated with this service
preference, which at time T are updated as follows:

wici � wi−1ci−1 + c α−wi−1ci−1( , i � 1, 2, 3, . . . , n. (5)

,en, for those services b1, b2, b3, . . . , bn with associated
weights w1b1, w2b2, w3b3, . . . , wnbn not consumed by the
user, these weights are updated as follows:

wici � wi−1ci−1 − c α−wi−1ci−1( , i � 1, 2, 3, . . . , n, (6)

where c is a learning parameter whose value is obtained by

c � 1−
t
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5
. (7)

α ∈ [0, 1] and its value is set to 1 in (5) and 0 in (6).
Equation (7) was derived so that certain attributes in the

user profile that represent items that have not been seen for
a long period (note that we have considered the long period to
be 30 days) will eventually have no impact on the preference
evaluation. However, unlike our previous solution in [11],
where the weight wi provides information on the number of
times the user has consumed items in specific contexts, here
wi represents the trust tri of context of consumption com-
puted from feedback information obtained from users. ,e
lifetime parameter, c, provides an indication of the time
elapsed since the last consumption occurred. Its value is set
to 1 when the user consumes a service that belongs to
a category-service-attribute of Figure 14 and periodically
decrements it if the consumed service does not belong to
such category-service-attribute. Smaller values indicate that
the user has lost interest in that type of service, regardless of the
value of its weight or contexts. We also use this value to
determine if a trustworthiness can be considered valid or not.

For example, in practice, it allows to give more importance to
contexts of items consumed recently and less to those con-
sumed long time ago. ,e factor α has a value in the range
[0, 1], assigning less or more importance to new category-
service-attribute. For newly created category-service-attribute,
α assumes the value of 1; otherwise its value, determined based
on experiments, is set at 0.5.,e value of −1 is used to indicate
that the user has rejected or not preferred a service item with
those properties.

,e lifetime parameter as explained earlier is set to 1 for
matching items in the user profile, by assigning the value 0 to
the factor t.,e factor t represents the number of days elapsed
since the last time the user has consumed an item with the
characteristics described by the profile. With (7), the relative
importance of the category-service-property of an item con-
sumed by a user remains above 0.9 in the first 30 days after it
has been visited, rapidly decreasing to zero after that period
(nonnegative values are automatically converted to zero).
For all other category-service-attribute in the user profile, the
update of the lifetime parameter is performed by linearly
increasing the value of t. ,us, category-service-attribute of
a service that has been consumed before but has not been seen
or consumed for a long period will have either low or no
impact on the user preference evaluation. Also, note that the
trust score influences the relevance of a given service.

3.5. Incorporating Trust as an Extension of the Context-Aware
Recommendation Process. In this section, we demonstrate
how trust can be incorporated into context-aware collabo-
rative recommendations. ,e process of incorporating trust
into the recommendation system, especially context-aware
collaborative recommendations, is in three key important
steps, namely, building entity profile, generating entity trust,
and predicting service preferences for the target user.

In recommendation systems, especially collaborative rec-
ommender systems, opinions of the neighbors (or so-called
friends) of a target user are used to suggest interesting items.
,us, it is required that such neighbors whose opinions are
used to compute suggestions are those neighbors that are
trusted by the target user. In a social network environment,
people are usually influenced by the opinions of friends with
whom they have established trust relationships. Trust-based
recommendations will enhance the acceptability of recom-
mendations provided by the system when it uses information
from trusted sources. ,erefore, incorporating trust into
recommendation processes as shown in Figure 6 will not only
improve the accuracy of the recommendations but also has
the potentials to enhance the user experience. Service con-
sumers will only receive recommendations from those who
are in their trust networks. With trust, it is also possible to
address the challenges of the traditional recommender sys-
tems [15]. However, there is no clear explanation on how it
can be used in CARSs. We proposed to incorporate trust into
CARSs with three main components as we have earlier il-
lustrated in Figure 2, namely, trust-related information or trust
scores, context information, and recommendationmechanisms
(including contextual preferences) as analyzed in the previous
sections.
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3.5.1. Building Entity Profile. Generally, this process involves
associating user preferences with contexts in which such
preferences have been expressed. As discussed in Section 3.3,
every time a user consumes a service, information such as the
context of consumption, relevance of that service in such
a context, which is given as rating provided by the user after
consuming the service or through an implicit means, and the
computed trust score for the given context is captured in the
user profile. Also, the user profile is updated using a relevance
feedback mechanism explained in Section 3.4.3 ,us, the
context, the preference, the relevance feedback, and other
information about the consumed service will make up the
entity or user profile.

3.5.2. Trust Score Computation. ,e second step, which
involves how the trust score is computed for any entity
such as the context of a user, is beyond the scope of the
current paper. However, Jayasinghe et al. have provided
computational models for trust computation in [16], in-
terested readers can check the reference for details.
However, the trust score for a given context of con-
sumption is computed using the implicit or explicit rating
information obtained from the relevance feedback process,
and this score is associated with the context, service, and
preference of the service for a given user in every con-
sumption session.

3.5.3. Generating Predicted Preference. In this section, we
illustrate how trust can be used to generate predicted
preference for a given item or service for a target user.

In a typical collaborative recommendation system, the
goal is to predict rating (preference) of the target users based
on the similarity of other users with similar taste. ,is
concept has been extended in context-aware collaborative
recommendation where the goal is to first determine users
who prefer certain items in a similar context and then exploit
this information to predict the preferences of the target user
in such contexts [11]. ,us, in a traditional collaborative
recommendation, typically the Pearson Correlation Co-
efficient (PCC) is used to find the degree of linear re-
lationships between two entities. In this article, we modified
the PCC to incorporate contexts. ,is means that the degree
of linear relationships between two entities takes their
contexts into account. ,us, the similarity between an entity
v and its neighbor u in context c can be defined by the PCC
equation as follows:

wv,u,c �


m
i�1 pv,i,x −pv  pu,i,c −pu 

σvσu

. (8)

Using this equation, the CARSs can combine the sim-
ilarity between the relative preferences of users v and u for
the same item in context c for all the items they have both
consumed and preferred in that context or other similar
contexts. Usually, it generates one of the two values: +1 or
−1. +1 means that users v and u have similar taste, and −1
means that they have dissimilar taste.

After obtaining the similarity between v and u, CARSs
process the profiles of all friends of v, that is, those users who
have similar taste as the target user by computing the average
of their previous preferences in the rating form, using the
PCC value generated above as a weight [25]. ,e predicted
preference for the target user for the item i can then be
computed using

prv,i,c � pv + j 
n

u�i

pu,i −pu wv,u. (9)

To introduce trust into the context-aware collaborative
model, each contextual preference is associated with at least
a context and a trust score as explained in Section 3.3. Now,
we define a contextual trust-based preference as follows:

Pu,i,c,t � j 
x∈C


m

i�1
pu,i,c simt(c, x)Tc, (10)

where simt(c, x) is the similarity between the target user’s
current context and context of his/her friends. Tc represents
the trust scores for the contexts of those friends. ,e inner
sum loops over each context dimension and the inner sum
loops over all context trust scores in that dimension to
obtain their trust scores. Interested readers can see [11]
where we presented a model for computing similarity be-
tween two contexts.

We now substitute Pu,i,c,t in (8) to have

prv,i � pv + j 
n

u�i

Pu,i,c,t −pu wv,u. (11)

,is model combines all weighted preferences with re-
spect to similarity between the target user’s context, contexts
of his/her friends, and their corresponding trust scores to
provide an overall context-aware trust-based predicted
preference for the target user in the current context. In
Section 4, we would be evaluating the impact of context and
trust on the relevance of recommendations.

4. Experimental Evaluation and Results

In this section, we provide our initial experimental evalu-
ations of the proposed conceptual framework based on the
context-aware preference models. But first, we define the
metrics used in the evaluations and then we provide details
of the evaluations.

4.1. Evaluation Metrics

4.1.1. Precision. Precision can be broadly defined as the
proportions of the top n recommended items that are rel-
evant. It is the number of relevant items selected from
recommended items to the number of items that are relevant
in the recommended set. It represents the probability that
a selected recommended item is relevant according to the
preferences of the user.

In context-aware recommendation systems, precision
represents the probability that the selected items among
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those recommended in the current context are relevant in
such context as defined in (12):

P �
Nrc

Nc
, (12)

where Nrc is the number of items from the recommendation
list selected by the users as relevant in the context of use. Nc
is the number of relevant items.

4.1.2. Recall. Recall is the ratio of the recommended media
items relevant and preferred by the users in the current context
(for contextual recommendations) to the total number of
relevant items in the recommendation set as defined in (13). In
other words, it measures the proportions of all relevant items
included in the top n ranked recommended items.

R �
Nrc

Nr
, (13)

where Nr is the number of selected relevant items in the
recommendation set.

4.1.3. F-score. F-score is the harmonic mean or weighted
average of precision and recall. It is a measure of the ac-
curacy of the recommendation system in consideration of
relevant and nonrelevant items included in the recom-
mendation set. In practice, precision and recall are inversely
proportional and are both dependent on the number of
recommended items returned to the user. When more items
are returned, recall tends to increase whilst precision de-
creases and vice versa.,us, evaluating the detailed accuracy
of the performance of a recommendation system becomes
difficult using only precisions and recalls individually.
However, both metrics can be combined using the standard
F-score metric to evaluate the quality of a recommendation
system to address this conflict as shown in

F-score �
2PR

P + R
. (14)

An example of how to compute these metrics is given in
Figure 16, and the precision, recall, and F-score of item number
5 in the ordered recommendation list are obtained as follows.

From the recommendation list, which contains ten
items, only seven are relevant.

Nr � 7, Nrc � 4, Nc � 5, P � 4/5 � 0.8, R � 4/7 � 0.57,
and F-score � ((2 × 0.8 × 0.57)/(0.8 + 0.57)) � 0.67.

4.1.4. Average Precision (AP@K). Average precision (AP@
K) is the mean precision score obtained for each relevant
item at top k recommendations in the test cases for every test
profile computed as follows:

AP@K �
1
m


m

i�1

1
ki

, (15)

where m is the number of relevant items and 1/ki � 0, if item
i in the set is not relevant.

4.2. Evaluation Data. Currently, no available open data suit
and address the methods in this article. ,us, to evaluate the
feasibility of the proposed framework, we conducted pre-
liminary evaluations by using our existing anonymous survey
data solicited from online users capturingmovie consumption
preferences of various users on mobile devices [11, 20, 40].
With these data, we created 200 unique user profiles, each with
19 different entries at the attribute level (the entry in the
category level was the same for all users—movie-streaming
service). High-level contexts, as presented in Section 3.2, were
associated to these entries. Examples of such high-level
contexts are provided in Table 1. ,e anonymous users
were asked to associate these terms with location, time, and
activity in which they consume any content with such terms.
Using these data, we instantiated those contextual profiles
representing contextual preferences. For the candidate
movie items, online movie databases were explored. ,us,
specific movie data were crawled from two popular online
movie databases, namely, the IMDB and ,e Movie Data-
base (TMDB). ,e crawled candidate content metadata for
5000 movie records from,e Movie Database (themoviedb.
org) further enhanced with additional metadata retrieved
from the IMDB.

,is metadata set consists of unique movie genres
representing the service attributes in the preference model,
and each record contains, on the average, 3 different genre
labels. Genres were further characterized by language, cast,
country, duration, and release date. ,ese terms thus
constitute the media item’s attributes in the profile model.
Given that users were anonymous and thus were not available
to provide feedback, we devised an alternative approach to
allow marking of recommended items as relevant or as ir-
relevant in an experimental context-aware movie streaming
recommendation application we have developed [11]. ,is
allowed to simulate the acceptance or rejection of those
items by the user (Figure 17). Hence, an item is selected as
relevant if two-thirds of the terms that appear in the item
record (but not less than 2 terms) also appeared in the user
profile with a weight larger than the average weight of all
terms in the user profile. Specifically, a recommended movie
item with a metadata record presenting 3 terms is marked as
relevant if 2 out of these 3 terms appear in the user profile
with weights larger than the average weight of all terms.
Otherwise, it is marked as irrelevant. We adopted this ap-
proach because we observed that the number of terms
contained in the item metadata profile or record along the
attribute-context concept influenced the classification of
candidate items.

4.3. User Profile-Centered Evaluation. To understand the
impact of context and trust on quality of recommendations
according to the user preferences either with or without
context and trust, we examine the three preference models.
In this section, we evaluate the three preference models
defined in Section 3.4.3. ,ese models represent those
preferences and service consumption that are characterized
by context information, trust, and traditional user prefer-
ences that are not characterized by these additional
properties.
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4.3.1. Traditional Preference Evaluation. In the �rst exper-
iment, the user preferences were computed without con-
sidering the consumption contexts. Of course, this also
means that we do not consider whether consumption
context is trustworthy or not.�e user preferences have been
retrieved with no consideration for these additional char-
acterizations by context and trust. �us, recommendations
were generated based only on the preference values. After
analyzing the recommendations based on the content of user
pro�les and movie items, we computed the F-score for each
recommendation accordingly. Note that, in all experiments,
5 rounds (R1-R5) of recommendations were generated. Also,
note that n@j[j � 5, 10, 15, 20, 25] represents the number of
recommendations generated.

�e rationale was to observe if the model could �nd
more relevant recommendations from the corpus of can-
didate’ items as we increased the number of items in the
recommendation set. As explained in Section 4.2, each
recommendation set is generated, and its F-score is com-
puted. Figure 18 shows the F-score as a measure of the
accuracy of recommendations. In this �gure, as the number
of recommended items increased, the F-score also increased,
but from n � 20 and 25, the F-score begins to fall. However,
the best accuracy was obtained between n � 10 and 15,

getting up to 70%. �e possible reason for this is that as the
number of items in each set of recommendation increases,
the relevant items left in the corpus also decrease, which
means that it is di«cult for the system to obtain relevant
items as this number increases.

4.3.2. Contextual User Preference Evaluation. �e second
evaluation involves generating the user preferences with
speci�c contexts, for example, movies in the category-service-
attribute-context. In this case, the records of services
(streaming movies in this instance) consumed by users in
speci�c contexts being processed have been recommended
according to the contextual situations of the users. In practice,
this translates into setting average weights for preferences
assigned to services and properties in speci�c contexts,
whereas others are assigned very low weights or even zero by
the system since the user might not prefer such a service in
that speci�c contextual situation. �is means that if a user
consumes a service/item in each context, such preferences
receive bigger weights than those services consumed where
contexts of consumption were not considered. �is prefer-
ence model does not consider the trust scores for the context
entities in the evaluation process. We call this scenario
contextual pro�ling. �e F-scores were computed as in the
last experiments for the contextual pro�les. Figure 19 illus-
trates the F-scores obtained for the context-based preference
model. We observed an improvement in the F-scores

Recommended media items

Relevant media items

Precision

Recall

F-score

1

0.14

0.25

0.14

0.60

0.5

0.33

0.44

0.67

0.43

0.55

0.75

0.57

0.67

0.80

0.71

0.77

0.83

0.71

0.71

0.71

0.86

0.80

0.75

1.0

0.88

0.78

1.0

0.82

0.70

Figure 16: Computing precision, recall, and F-score for the recommendation system [40].

Table 1: Sample contextual information.

User High-level contexts

User 1

{(DayOfWeek: Sunday), (TimeOfDay: Evening),
(Activity: Sitting), (Location: Cinema), (Illumination:

Bright), (Noise Level: Normal)}
. . .

User 2

{(DayOfWeek: Friday), (TimeOfDay: Evening),
(Activity: Sitting), (Location: Home), (Illumination:

Bright), (Noise Level: Normal)}
. . .

User 3

{(DayOfWeek: Monday), (TimeOfDay: Evening),
(Activity: Jogging), (Location: Sport Complex),
(Illumination: Bright), (Noise Level: Normal)}

. . .

User 4

{(DayOfWeek: Monday), (TimeOfDay: Evening),
(Activity: Sitting), (Location: O�ce), (Illumination:

Bright), (Noise Level: Normal)}
. . .

User 5
. . .

{(DayOfWeek: Friday), (TimeOfDay: Evening),
(Activity: Sitting), (Location: Home), (Illumination:

Bright), (Noise Level: Normal)}
. . .

Figure 17: Item relevance/irrelevance simulation interface on the
mobile device.
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computed for each round of recommendations compared to
the traditional preference model in the last section. �e
improvement can be explained as being the result of the
capability of the system for using contexts to �lter the can-
didate items according to the contextual preferences of the
users. We also observed that the system maintains better F-
score as the number of items in the recommendation set
increases, sometimes up to 0.8.

4.3.3. Context-Aware Trust-Based User Preference Eval-
uation. In this section, we provide an experiment conducted
to study the impact of context and trust on recommendation
accuracy using F-score as an evaluation metric as we did in
the previous sections. In the current evaluation, however, we
evaluate the possible impacts of trust on recommendation
quality. Other possible evaluations could be to determine the
impact of using untrustworthy pro�les to compute
the preferences of the target users. We would leave that for
the next phase of our project. As explained in Section 3.3,
we extended and developed a dynamic context-based

preference model with the capability to incorporate trust-
worthiness of contexts in which preferences are expressed
by any consumption entity (users). For each preference
expressed, there exist associated contexts and trust scores.
Trust can be used in the recommendation �ltering process for
eliminating or excluding preferences of any pro�le considered
untrustworthy based on its associated trust score. In fact, the
pro�le containing such pro�le can be entirely excluded from
the recommendation process. �e ground truth is that the
possible consequence of this would be an improvement in the
accuracy of recommendations.

�us, the goal of the current evaluation is to study the
impact of trust on CARSs. In the recommendation process,
preferences whose contexts’ trust scores are below the
threshold, which we set at 0.5 [0, 1] being the range of the
trust values, are excluded from the recommendation process.
Using this mechanism, recommendations were generated as
done in the previous experiments. F-score for each round of
recommendations is computed, and the obtained results in
comparison to the other preference models are as shown in
Figure 20. �e �gure shows that using context and trust-
related information in the recommendation �ltering process
can improve the recommendation quality. For example,
average F-scores atN � 5 for the 3 models are 0.68, 0.25, and
0.74, respectively, showing a progressive improvement in the
recommendation accuracy.

In addition to evaluating the proposed solution using
F-score, we have also compared the performances of tra-
ditional, context-, and trust-based recommendations by
computing the average precision as illustrated in (15) of
Section 4.1. �e results obtained are illustrated in Figure 21.
�e result follows similar trends in the other evaluations
presented above.

4.3.4. Comparison of Processing Time for Traditional, Con-
text-, and Trust-Based Recommendations. One of the key
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Figure 18: F-score for noncontextual preferences.
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performance metrics we have considered for measuring the
quality of experience and thus of recommendation is the
time taken to execute the recommendation execute and
generate a set of ranked recommendations. In this regard, we
computed the time taken to obtain recommendations with
context and trust and without context and trust. ,e ex-
perimental system contains Intel® Core™ i7-3610 QM CPU
@ 2.30GHz, with 8GB RAM, running 64-bit Windows 10
Pro. Like the previous experiments, recommendations were
generated and ranked with 5, 10, 15, 20, and 25. Figure 22
shows the n@j[j � 5, 10, 15, 20, 25] and the processing time.
Generally, the computational time increases with the
number of items in the recommendation sets. However, we
observed that computation time for the trust-based process
is higher compared to the context-based and the traditional
processes.,is is due to the additional computation required
to determine the trust-related information from the user
profile information.

5. Discussion

In this article, our goal is to present a conceptual framework
including an architecture for context-aware personalization
using cognitive contexts obtained from diverse sources in-
cluding IoT devices and present how trust can be in-
corporated into the recommendation filtering process. ,e
framework comprises components for realizing its specific
functionality. From context sensing, context classification
and inference to contextual entity preference modeling and
recommendation mechanisms utilizing contexts, prefer-
ences, and trust to filter candidate services during the rec-
ommendation process. ,e work presented in this article is
the initial stage of our work, which is based on developing
a framework for context-aware trust-based personalized
service delivery in IoT using mechanisms incorporating the
elements of trust, context, and recommendation to per-
sonalize service delivery. ,e work, especially the trust

management component, is part of a European-Korean
H2020 research project on interoperable global IoT [30].

,e context awareness component of the framework was
designed to utilize context sensing and classification
mechanisms using machine learning algorithms, whereas
the cognitive inference of higher-level or complex contextual
situations of entities can be performed using semantic web
technologies: ontological model, based on OWL, reasoning,
and inference.,e goal is to combine contexts from different
sources including IoT objects to characterize the contextual
situations of any entity in the ubiquitous environment.

To predict the preferences of the entity, a component has
been proposed with the capability to learn such preferences
in the contexts where they have been expressed. In many
existing personalized systems, contexts of consumption have
not been considered when filtering candidate items. And
even those that utilize contexts of consumption do so with
a limited set of static contexts, which are obtained directly
from the users or from their mobile phones. ,e developed
contextual preference model includes mechanisms to obtain
feedback from users to adapt and improve the future per-
sonalization process. In addition, such feedback information
can be used to compute and incorporate trustworthiness in
the personalization process. ,e component can utilize the
contextual preference model to filter and personalize can-
didate services using recommendation mechanisms. ,e
goal is to use the contextual preferences and trust score
associated with the consumption to filter such services. With
this capability, we aim to improve the relevance of rec-
ommendations and improve user experience as our initial
evaluation has confirmed.

To understand how contexts and trust can influence user
preferences and consequently the quality of provided rec-
ommendations, we have performed some preliminary ex-
periments to analyze the impacts of context and trust on
recommendations. We evaluated the traditional preference
model, which does not consider the contexts of consumption
as well as the trustworthiness. We also evaluated the
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contextual preference model. Finally, we evaluated the
impact of trust on context-aware personalized recommen-
dations as presented in the last section. ,e initial results
show that traditional preference model performed poorly in
terms of recommendation accuracy measured by F-score as
a statistical test of the accuracy of recommendations. Further
evaluation of the impact of contexts on the user preferences
shows that more relevant recommendations can be provided
when the consumption context is used in the filtering process.
,is result aligns with previous work where trust has been
explored in traditional collaborative recommendations [15].
Further, incorporating trust into contexts of consumption can
further improve the accuracy of recommendations. However,
this comes with an additional computational cost in terms of
processing time.

6. Conclusion

In this article, we have proposed a conceptual framework for
exploiting the IoT’s context awareness for predicting the
user’s preferences for personalized services. ,e article has
discussed and elaborated the components of the proposed
context-aware framework addressing some important func-
tionality. First, the design addresses fourfold requirements,
namely, (1) it proposes a context-aware framework that can
collect, analyze, and infer high-level context information from
IoT objects. (2) It can provide suggestions to users based on
the context information, taking into account the contextual
preferences of the users. (3) It proposes a context-based entity
profile model for managing preferences. (4) It also proposes
the incorporation of trust into context-aware personalized
recommendations. Secondly, an integrated layered architec-
ture of the system was proposed, and each component of
the architecture has been elaborated based on how it realizes
the system’s functionality. One of the salient features of the
framework is the contextual profile model with the capability
to incorporate trustworthiness of contextual information.,e
proposed conceptual framework thus provides the following
important features supporting context-aware personalization:
context sensing, recognition, cognitive reasoning, and in-
ference and modeling supports that provide a generic
context awareness framework for mobile service personal-
ization to address the problem of static contextualization of
existing approaches. Contextual entity profiling supports the
automatic learning of the entity’s service consumptions in
contexts, thereby allowing dynamic determination of its
contextual preferences.

To validate our proposal, we conducted preliminary
context-aware preference-centered evaluations of the profile
models to establish the importance of contextual user prefer-
ences for filtering candidate service items in recommendation
processes. We have also evaluated the importance of trust-
worthiness for context-aware personalization during the rec-
ommendation process. We have presented and discussed some
initial results of the experimental validation of the proposed
system.,e results obtained emphasize the importance of these
parameters for improving the quality of recommendations.

One key advantage of the proposed system is its unique
ability that allows incorporating various context-aware

recommendation algorithms, which can be implemented
as components of the framework to deliver different kinds of
recommendations.

Although the system shows some promise in terms of its
potentials to improve the accuracy of recommendations and
their relevance to the user’s contextual preferences, we have
evaluated only recommendations based on an extended
collaborative filtering approach. We would like to experi-
ment with other recommendation algorithms, especially
content-based or hybrid-based recommendations in-
corporating context and trust. In addition, trust manage-
ment mechanisms have been used in some existing works to
provide security, reliability, and dependability of entities
among others. However, we have not used trust in the
current work to enforce security, but it has been used as
a means to improving the quality of recommendations. Our
future goal is to use trust as a means to ensuring that data or
information from malicious entities is not allowed in the
context-aware personalized service recommendation pro-
cess. Finally, we would be implementing the framework for
real-world deployment in the future and then perform ex-
tensive user studies with real users.
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