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Abstract 
 

In Klass and others v Germany, the first surveillance case before the European Court of 
Human Rights, it was acknowledged that the threat of secret surveillance posed by 
highlighting its awareness Ôof the danger such a law poses of undermining or even destroying 
democracy on the ground of defending it.Õ This thesis considers a form of surveillance, 
communications data retention as envisioned in Part 4 of the Investigatory Powers Act 2016 
and its compatibility with the European Convention on Human Rights. This thesis highlights 
that communications data is not only just as, if not more intrusive than intercepting content 
based on what can be retained. It also reveals that communications data is mass surveillance 
within surveillance. Additionally, this thesis demonstrates that communications data does not 
just interference Article 8 of the Convention, but a collection of Convention Rights including 
Articles 9, 10, 11, 14, Article 2 Protocol 4 and potentially Article 6. Each of these rights are 
important for democracy and Article 8 and privacy underpins them all. Furthermore, this 
thesis highlights that obligation to retain communications data can be served on anything that 
can communicate across any network. Taking all factors highlighted into consideration, when 
assessed for compatibility with the Convention, communications data retention in Part 4 not 
only fails to be Ôin accordance with the lawÕ, it fails to establish a legitimate aim, and fails to 
demonstrate its necessity and proportionality. In establishing that communications data 
retention as envisaged in Part 4 of the Investigatory Powers Act 2016 is incompatible with 
the Convention, it demonstrates that it undermines democracy and has sown the seeds for its 
destruction. Not only would the findings of this thesis create an obstacle to an UK-EU post-
Brexit adequacy finding, it would have an impact beyond UK law as many States in Europe 
and outside seek to cement data retention nationally. 
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Chapter 1: Introduction and Methodology 

 
1.1!The Explosion of Data and the Information Overload 

 
In 2014, Susan Gunelius wrote about the data explosion of how much data is created every 
minute for certain services.1 This explosion in data lead to Richard Harris predicting that more 
data will be created in 2017 than the previous 5000 years of humanity.2 Harris argued that the 
type of data everyone will create is:  
 

[E]xpanding rapidly across a wide range of industries: biotech, energy, IoT, healthcare, 
automotive, space and deep sea explorations, cyber-security, social media, telecom, 
consumer electronics, manufacturing, gaming, and entertainment.3  

 
In 2017, Linnet Taylor, Luciano Floridi, and Bart van der Sloot acknowledged that there were 
7.4 billion mobile connections worldwide, 5.5 billion of them in low and middle income 
countries and 2.1 billion people already online.4  According to the Office for National Statistics 
(ONS) Internet Access Quarterly Update, Q1, 89% of adults in the UK had recently used the 
internet, an increase of 1% from 2016.5 In 2013, Ofcom acknowledged that: 
 

The internet is at the heart of how many people communicate, find information and 
seek entertainment. And more and more devices are becoming internet-enabled. As a 
result it is becoming increasingly difficult to separate the use of internet services from 
conventional television, radio and voice communication services Ð they can all be 
provided by the same device.6 

 
With the Internet of Things (IoT), the digital is spilling over into the analog and merging with 
it7 creating an ÔonlifeÕ which leads to the Ônew experience of a hyperconnected reality within 
which it is no longer sensible to ask whether one may be online or offline.Õ8  This has led to 
what Mark Andrejevic regards as ÔinfoglutÕ or information overload, in which we are in an age 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
1 Susan Gunelius, ÔThe Data Explosion in 2014 Minute by Minute Ð InfographicÕ (12 July 2014) 
<https://aci.info/2014/07/12/the-data-explosion-in-2014-minute-by-minute-infographic/> accessed 27 October 
2017. 
2 Richard Harris, ÔMore data will be created in 2017 than the previous 5,000 years of humanityÕ (23 December 
2016) <https://appdevelopermagazine.com/4773/2016/12/23/more-data-will -be-created-in-2017-than-the-
previous-5,000-years-of-humanity-/> accessed 27 October 2017. 
3 ibid. 
4 Linnet Taylor, Luciano Floridi, and Bart van der Sloot, ÔIntroduction: A New Perspective on PrivacyÕ in 
Linnet Taylor, Luciano Floridi, and Bart van der Sloot (eds) Group Privacy New Challenges of Data 
Technologies (Springer Nature 2017), 3. 
5 Office for National Statistics. ÔInternet users in the UK 2017Õ (19 May 2017) 
<https://www.ons.gov.uk/businessindustryandtrade/itandinternetindustry/bulletins/internetusers/2017> accessed 
3 January 2018.  
6 Ofcom, ÔCommunications Market Report 2013Õ (1 August 2013) 
<https://www.ofcom.org.uk/__data/assets/pdf_file/0021/19731/2013_uk_cmr.pdf> accessed 3 January 2018, 
p259. 
7 Luciano Floridi, ÔA Look into the Future Impact of ICT on Our LivesÕ (2007) The Information Society 23:1 
59, 61. 
8 Luciano Floridi, The Onlife Manifesto Being Human in a Hyperconnected Era (Springer 2009), 1. 
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where there is too much information to decipher.9 From a policing and security perspective, 
Andrejevic acknowledges that this leads to data collection without limits as it renders all data 
as potentially relevant, no matter how seemingly trivial, irrelevant, personal or invasive it may 
seem.10 This is precisely what this thesis, from the perspective of the legality of 
communications data retention aims to tackle. 
 

(a)! The European Convention on Human Rights, a Bulwark Against Totalitarianism? 
 
The dossier of private information is the badge of the totalitarian state.11 

 
The European Convention on Human Rights (ECHR or Convention Rights) was set up with 
the primary aim (though not its only one)12 of creating a type of collective pact against 
totalitarianism.Õ13 From as early as 2004, the Information Commissioner, Richard Thomas 
warned that the UK was sleep walking into a surveillance society.14 Jacobs notes that Thomas 
was referring Ôto the increased recording and monitoring of peopleÕs behaviourÕ such as Ôdata 
retention for (mobile) phone and email communication.Õ15 History appears to have repeated 
itself with regards to the Investigatory Powers Act 2016 (IPA 2016), the Ômost intrusive 
surveillance law of any democracy in historyÕ16 as 76% of Britons were completely unaware 
of the legislation in question.17  This public and political debate has been overshadowed by the 
UKÕs intention to leave the European Union18 (which will have implications for data protection 
adequacy, see Chapter 8). 
 
Jacobs preferred the term totalitarian society to surveillance society, and did not confine 
totalitarianism to brutal physical suppression.19 For Jacobs, totalitarian societies deliberately 
Ôexert explicit influence and control in private lives.Õ20 Jacobs continues that the issue of 
potential abuse is serious and has to be faced explicitly because preventing totalitarian societies 
is one of the major challenges of our time.21 In addition, Jacobs notes that the Ôemergence of 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
9 Mark Andrejevic, Infoglut: How Too Much Information is Changing the Way We Think and Know (Routledge 
2013), 1-2.   
10 ibid, 36.   
11 Marcel and Others v Commissioner of Police of the Metropolis and Others [1991] 2 W.L.R. 1118, [1130]. 
12 Maris Burbergs, ÔHow the right to respect for private and family life, home and correspondence became the 
nursery in which new rights are born: Article 8 ECHRÕ in Eva Breams and Janneke Gerards (eds) Shaping 
Rights in the ECHR: The Role of the European Court of Human Rights in Determining the Scope of Human 
Rights (Cambridge University Press), 318. 
13 Ed Bates, The Evolution of the European Convention on Human Rights: From Its Inception to the Creation of 
a Permanent Court of Human Rights (Oxford University Press, 2010), preface; Luzius Wildhaber, ÔDialogue 
Between JudgesÕ (2006) <http://www.echr.coe.int/Documents/Dialogue_2006_ENG.pdf> accessed 4 October 
2017. 
14 Richard Ford, ÔBeware rise of Big Brother state, warns data watchdogÕ (16 August 2004) 
<https://www.thetimes.co.uk/article/beware-rise-of-big-brother-state-warns-data-watchdog-hhv3qtwgswk> 
accessed 3 January 2018.  
15 Bart Jacobs, ÔKeeping our Surveillance Society NontotalitarianÕ (2009) 1(4) Amsterdam Law Forum 
<http://amsterdamlawforum.org/article/view/91/165> accessed 3 January 2018.  
16 Liberty, ÔState SurveillanceÕ <https://www.liberty-human-rights.org.uk/human-rights/privacy/state-
surveillance> accessed 3 January 2018.  
17 Aatif Sulleyman, ÔSnooperÕs Charter: Majority of Public Unaware of Government Online SurveillanceÕ (22 
May 2017) <https://www.independent.co.uk/life-style/gadgets-and-tech/news/snoopers-charter-investigatory-
powers-bill -government-online-surveillance-majority-uk-unaware-a7749851.html> accessed 3 January 2018. 
18 Ibid; House of Commons Library, ÔBrexit: what happens next?Õ (30 June 2016) 
<http://researchbriefings.parliament.uk/ResearchBriefing/Summary/CBP-7632> accessed 25 July 2016. 
19 Bart Jacbobs, (n15). 
20 ibid. 
21 ibid. 
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populist movements in Europe, with their limited care for fundamental civil rights, may be seen 
as making this matter more urgent.Õ22 Dahan concurs23 and Giddens notes that Ôaspects of 
totalitarian rule are a threatÕ in advanced societies because surveillance is Ômaximized in the 
modern state.Õ24 Zšller notes that liberty dies by inches,25 the erosion of civil liberties is not an 
event, but a process (see Chapter 2).  
 
Judge Pettiti in Malone v UK noted that: 
 

The mission of the Council of Europe and of its organs is to prevent the establishment 
of systems and methods that would allow "Big Brother" to become master of the 
citizenÕs private life. For it is just as serious to be made subject to measures of 
interception against oneÕs will as to be unable to stop such measures when they are 
illegal or unjustified, as was for example the case with OrwellÕs character who, within 
his own home, was continually supervised by a television camera without being able to 
switch it off.26 

 
George OrwellÕs 198427 has been frequently, and rightly read as a warning against totalitarian 
systems,28 the virtual opposite of democracy.29 This is what the European Court of Human 
Rights (ECtHR), a judicial organ of the Council of Europe, is tasked with preventing by 
upholding democratic principles.  
 

(b)!Undermining or Destroying Democracy on the Ground of Defending it? 
 

The ECtHR in Klass v Germany, the first case on State surveillance before it, acknowledged 
the threat secret surveillance posed by highlighting its awareness Ôof the danger such a law 
poses of undermining or even destroying democracy on the ground of defending it.Õ30 The 
ECtHR continued that Member States could not adopt whatever measures they deem 
appropriate.31 The ECtHR echoed similar sentiments in Weber and Saravia v Germany32 and 
subsequent rulings.33 This demonstrates that secret surveillance does not have to reach the 
threshold of destroying democracy, just undermining it.  
 
This thesis concentrates on only a singular aspect of the many powers found within the IPA 
2016, that of communications data retention. This consideration is important because of the 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
22 ibid. 
23 Michael Dahan, ÔThe Gaza Strip as Panopticon and Panspectron: The Disciplining and Punishing of a 
SocietyÕ (2013) IJEP 4:3 44. 
24 Anthony Giddens, The Nation State and Violence: Volume Two of a Contemporary Critique of Historical 
Materialism (Cambridge: Polity Press), 310. 
25 Verena Zšller, ÔLiberty Dies by Inches: German Counter-Terrorism Measures and Human RightsÕ (2004) 
German Law Journal 5:5 469. 
26 Malone v UK App no. 8691/79 (ECHR, 2 August 1984), Concurring Opinion of Judge Pettit. 
27 George Orwell, Nineteen Eighty-Four (Penguin Classics 2013). 
28 James A. Tyner, ÔSelf and space, resistance and discipline: a Foucauldian reading of George Orwell's 1984Õ 
(2004) Social & Cultural Geography 5:1 129, 130. 
29 Alexandros Mantzaris, Ô'Totalitarianism', Treason and Containment in Catch-22 (and 1984)Õ Comparative 
American Studies An International Journal 9:3 217, 218. 
30 Klass v Germany App no. 5029/71 (ECHR, 6 September 1978), [49]. 
31 ibid. 
32 Weber and Saravia v Germany App no. 54934/00 (ECHR, 29 June 2006), [106]. 
33 Roman Zakharov v Russia App no. 47143/06 (ECHR, 4 December 2015), [232]; Dragojevi! v Croatia App 
no. 68955/11 (ECHR, 15 January 2015), [83]; Szab— and Vissy v Hungary App no. 37138/14 (ECHR, 12 
January 2016), [57]. 
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UKÕs international influence on other countries surveillance laws.34 Roger Clarke has argued 
that data retention arguably Ôrepresents a greater threat to democracy than it does to 
criminals.Õ35 He continued that data retention, a form of mass surveillance applies the ÔyouÕre 
all guiltyÑ weÕre just not sure what of yetÕ tenet and up until 2001 Ôdemocratic countries 
decried such attitudes as being a defining characteristic of un-free nations such as East 
Germany under the Stasi.Õ36 The Stasi archive includes Ô69 miles of shelved documents, 1.8 
million images, and 30,300 video and audio recordings.Õ37 Bernal also regards data gathering 
such as retention fitting more closely with the Stasi and RomaniaÕs Securitate,38 and fits the 
definition of a police state.39

 

 
The term Ôpolice stateÕ was used as a means of conceptualising emerging totalitarian regimes.40 
The ECtHR in Klass noted that Ôpowers of secret surveillance of citizens, characterizing as they 
do the police state, are tolerable under the Convention only in so far as strictly necessary for 
safeguarding the democratic institutions (authorÕs emphasis).Õ41 The case of Klass concerned 
the interception of telecommunications, which demonstrates that the ECtHR does not confine 
police states to Nazi Germany or StalinÕs United States of Soviet Russia (USSR) i.e. secret 
police dragging people from their homes at night,42 and the Ôrepression of public liberties, the 
elimination of political exchange, limiting freedom of speech, abolishing the right to strike, 
freezing wages etc.Õ43 The ECtHRÕs understanding is more akin to including the electronic 
police state, coined by Jim Davis, which aims to control technology, information and the people 
who use it.44 For Logan, the electronic police state is the quiet, unseen use of Ôelectronic 
technologies to record, organize, search and distribute forensic evidence against its citizens.Õ45 
Logan continues that Ôevery surveillance camera recording, every email you send, every 
Internet site you surf, every post you make, every check you write, every credit card swipe, 
every cell phone pingÉare held in searchable databases, for a long, long time.Õ46 In 2008, 
Logan conducted a study of police states, (including a StateÕs ability to retain communications 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
34 -- ÔNew law would force Facebook and Google to give police access to encrypted messagesÕ The Guardian 
(London, 14 July 2017) <https://www.theguardian.com/technology/2017/jul/14/new-law-would-force-facebook-
and-google-to-give-police-access-to-encrypted-messages?CMP=share_btn_tw> accessed 3 January 2018; James 
Vincent, ÔThe UK Now Wields Unprecedented Surveillance Powers Ð HereÕs what it meansÕ The Verge 
(Manhattan, New York City, 29 November 2016) <https://www.theverge.com/2016/11/23/13718768/uk-
surveillance-laws-explained-investigatory-powers-bill> accessed 8 January 2018. 
35 Roger Clarke, ÔData retention as mass surveillance: the need for an evaluative frameworkÕ (2015) 
International Data Privacy Law 5:2 121. 
36 ibid, 127. 
37 Charley Locke, ÔA Rare Look at the Archives of the German Secret PoliceÕ Wired (San Francisco, California, 
11 June 2017) <https://www.wired.com/2017/05/adrian-fish-the-stasi-archives/> accessed 4 January 2018. 
38 Paul Bernal, ÔData gathering, surveillance and human rights: recasting the debate,Õ (2016) Journal of Cyber 
Policy 1:2 243, 259-260. 
39 HL Deb 27 November 2001 vol 629, col 253. 
40 Markus Dirk Dubber and Mariana Valverde, The New Police Science: The Police Power in Domestic and 
International Governance (Stanford University Press 2006), 36. 
41 Klass, (n30), [42]. 
42 Jonathan Logan, ÔThe Electronic Police State: 2008 National RankingsÕ (2008) 
<https://secure.cryptohippie.com/pubs/EPS-2008.pdf> accessed 4 January 2018.  
43 Pablo Gonz‡lez Casanova, Latin America Today (United Nations University Press 1993), 233. 
44 Jim Davis, Ô"Police Checkpoints on the Information HighwayÕ (1994) Computer underground Digest 6:72. 
45 Jonathan Logan, (n42).  
46 ibid. 
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data) and out of 52, England and Wales was ranked 5th47 the highest amongst Western 
democracies. In 2010, the UK as a whole was overtaken by the USA and was ranked 6th.48  
 
LoganÕs assessment, of course, occurred before National Security Agency (NSA) contractor, 
Edward Snowden revealed for example, that the UKÕs spy agency, GCHQ, gained access to 
the Ônetwork of cables which carry the world's phone calls and internet trafficÕ and Ôhas started 
to process vast streams of sensitive personal informationÕ49 under their TEMPORA 
programme.50 SnowdenÕs revelations51 have put surveillance powers and privacy into the 
spotlight, resulting in a series of cases, both domestically52 and internationally.53 Nor could the 
assessment consider the Intelligence and Security CommitteeÕs (ISC) (which examines the 
policy, administration and expenditure of the UKÕs intelligence agencies)54 avowal of intrusive 
powers such as bulk personal data sets (BPD)55 (sets of personal information about a large 
number of individuals, the majority of whom will not be of any interest to MI5)56 or the Home 
OfficeÕs avowal of s.94 of the Telecommunications Act 1984 used to collect communications 
data in bulk.57  The Snowden revelation did not prevent Õthe continuation and expansion of 
surveillance powersÕ58 by the UK. This highlights why the UKÕs surveillance regime was 
closely behind less democratic59 States such as North Korea and China. This was even before 
the above-mentioned revelations, which only serves to highlight the necessity of a rigorous 
assessment of data retentionÕs legality under the ECHR, which had already been invalidated at 
an EU level in Digital Rights Ireland.60 
 
Just as totalitarianism is the opposite of democracy, surveillance itself is its opposite,61 a 
menace,62 a sinister force that threatens personal freedoms.63 Kevin D. Haggerty and Mina 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
47 ibid. 
48 Jonathan Logan, ÔThe Electronic Police State: 2010 National RankingsÕ (2010) 
<https://secure.cryptohippie.com/pubs/EPS-2008.pdf> accessed 4 January 2018.  
49 Ewen MacAskill, Julian Borger, Nick Hopkins, Nick Davies and James Ball, ÔGCHQ taps fibre-optic cables 
for secret access to world's communicationsÕ The Guardian (London, 21 June 2013) 
<https://www.theguardian.com/uk/2013/jun/21/gchq-cables-secret-world-communications-nsa> accessed 5 
January 2018.  
50 -- Der Spiegel (Hamburg) <http://www.spiegel.de/media/media-34103.pdf> accessed 5 January 2018.  
51 Ewen MacAskill, Julian Borger, Nick Hopkins, Nick Davies and James Ball, (n49).  
52 Franziska Boehm and Mark D. Cole, ÔData Retention after the Judgement of the Court of Justice of the 
European UnionÕ (30 June 2014) <http://www.zar.kit.edu/DATA/veroeffentlichungen/237_237_Boehm_Cole-
Data_Retention_Study-June_2014_1a1c2f6_9906a8c.pdf> accessed 31 May 2018, p14-18. 
53 Carly Nyst, ÔAt last, the data giants have been humbledÕ The Guardian (London, 7 October 2015)  
<http://www.theguardian.com/commentisfree/2015/oct/07/data-giants-internet-legal-facebook-google> accessed 
31 May 2018.  
54 Intelligence and Security Committee, ÔAbout the CommitteeÕ <http://isc.independent.gov.uk/> accessed 31 
May 2018. 
55 Intelligence and Security Committee, Privacy and Security: A modern and transparent legal framework 
(2014, HC 1075), 151-163. 
56 MI5, ÔBulk Personal DatasetsÕ <https://www.mi5.gov.uk/bulk-data> accessed 31 May 2018. 
57 Home Office, Draft Investigatory Powers Bill (Cm 9152 2015), 36(b). 
58 Arne Hintz and Lina Dencik, ÔThe politics of surveillance policy: UK regulatory dynamics after SnowdenÕ 
(2016) Internet Policy Review 5:3 1, 5. 
59 Juliet Lapidos, ÔThe Undemocratic People's Republic of KoreaÕ Slate (New York City, 1 April 2009) 
<http://www.slate.com/articles/news_and_politics/explainer/2009/04/the_undemocratic_peoples_republic_of_k
orea.html> accessed 4 January 2018. 
60 Joined Cases C-293/12 and C-594/12 Digital Rights Ireland and Seitlinger and Others [2014] ECR I-238. 
61 Kevin D. Haggerty and Mina Samatas, ÔSurveillance and democracy: an unsettled relationshipÕ in Kevin D. 
Haggerty and Mina Samatas (eds), Surveillance and Democracy (Routledge-Cavendish (2010), 1. 
62 Roman Zakharov, (n33), [171]. 
63 Kevin D. Haggerty and Mina Samatas, (n61). 
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Samatas ask what could be more Ôself-evident that the fact that surveillance curtails personal 
freedoms, inhibits democracy, and ultimately leads to totalitarianism (authorÕs emphasis)?Õ64 
Schwartz argued that the widespread, silent collection of personal information in cyberspace 
Ôis bad for the health of a deliberative democracyÕ because it Ôcloaks in dark uncertainty the 
transmutation of Internet activity into personal data that will follow one into other areas and 
discourage civic participation.Õ65 Schwartz continued that it also has a negative impact on 
individual self-determination, making it difficult to engage in the necessary thinking out loud 
and deliberation with others upon which choice-making depends.66 Caspar Bowden argued that 
it was Ôincompatible with human rights in a democracy to collect all communications or 
metadata all the time indiscriminately.Õ67 This is important as the ECtHR has a role in 
enhancing democracy68 and maintaining and promoting the ideals and values of a democratic 
society.69 Consideration of data retention under the ECHR becomes all the more pertinent as 
the UK has voted to leave the European Union (EU) and in the House of Commons have voted 
against (the House of Lords disagreeing)70 retaining the Charter of Fundamental Rights (CFR) 
in UK law after exit day.71 This thesis will highlight the various ways in which communications 
data retention is incompatible with it. In doing so, this thesis will demonstrate that not only 
does data retention severely undermine democracy, it paves the way for its total destruction.  
 

1.2!Research Aims 
 
The principal aim of this thesis is to examine the compatibility of data retention found within 
Part 4 of the IPA 2016 with various rights set out in the ECHR. 
 
 

1.3!Research Questions 
 
In order to fulfil the research aims, a series of questions are asked in build up, such as whether 
communications data retention poses an equally, if not more serious interference with 
Convention Rights based on the type of data retained. Furthermore, it will be sought out, which 
Convention Rights are engaged by communications data retention. Moreover, the question will 
be asked as to whether communications data retention should be regarded as surveillance. 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
64 ibid. 
65 Paul M. Schwartz, ÔPrivacy and Democracy in CyberspaceÕ (1999) Vand. L. Rev. 52 1607, 1701. 
66 ibid. 
67 Caspar Bowden, ÔPrivacy and Security Inquiry: Submission to the Intelligence And Security Committee of 
ParliamentÕ (7 February 2014) <https://b1cba9b3-a-5e6631fd-s-
sites.googlegroups.com/a/independent.gov.uk/isc/public-evidence/12march2015/20150312-P%2BS-043-
Bowden.pdf?attachauth=ANoY7cqU8inv9fTxZ5MVi5GPhH0Z2u9gkKE7yMB3iOOO89VdSiEN3jI_Ak_xqpb
YL1eQHrmbf5djj_q8ZnEpOgM8X-oweDJFf2RmI0I-
O9mSIsTDPblG9aNZbdSghnH3hjSFNeyj0idMFJxlPGsqFwiOJiQfItgKrRlkNim0nEl2X5UoLhXHm-
05_0t75ZdO06d_S6o1OB_dfabXLGl1xCuUmgiwRsOKcn81egRMDl8CfDIO0EedX3OjJPuD7X2uVYQqYeC
8u_ddz3neWhhIzB-70lTFQLBlcw%3D%3D&attredirects=0> accessed 4 January 2018, para 7. 
68 Alastair Mowbray, ÔContemporary aspects of the promotion of democracy by the European Court of Human 
RightsÕ (2014) European Public Law 20:3 469. 
69 Soering v UK App no. 14038/88 (ECHR, 7 July 1989), [87]. 
70 Ben Kentish, ÔHouse of Lords defeats government plans to scrap EU rights charter after BrexitÕ The 
Independent (London, 23 April 2018) <https://www.independent.co.uk/news/uk/politics/brexit-latest-eu-rights-
charter-uk-government-house-of-lords-withdrawal-bill -a8318731.html> accessed 31 May 2018. 
71 Ben Kentish, ÔBrexit: MPs vote against including European fundamental rights charter in UK lawÕ The 
Independent (London, 16 January 2018) <https://www.independent.co.uk/news/uk/politics/brexit-mps-vote-
against-including-european-fundamental-rights-charter-in-uk-law-a8162981.html> accessed 16 January 2018; 
s.5(4) of the EU (Withdrawal) Act 2018. 
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Additionally, it will be necessary to ascertain what services can communications data retention 
obligations can be imposed upon. Finally, all such answers to these questions aids in the 
determination as to whether Part 4 of the IPA 2016 is compatible with identified Convention 
Rights. 
 
 

1.4!Methodology 
 

The methodology for this thesis is one of a doctrinal analysis which:  
 

[P]rovides a systematic exposition of the rules governing a particular legal category, 
analyses the relationship between rules, explains areas of difficulty and, perhaps, 
predicts future developments.72  

 
This analysis will be informed by other factors,73 making it interdisciplinary, which is a 
convergence of different areas of academic study.74 Chapter 3 considers the intrusiveness of 
communications data, and Chapter 5 which considers data retention as secret surveillance 
within surveillance. The ECtHRÕs doctrine of a Ôliving instrumentÕ in which the ECHR must 
be interpreted in the light of present-day conditions75 becomes crucial in this regard as a guide 
for interpretation. This is aided by using a fairly creative interpretation76 of the ECHR to argue 
that communications data retention is just as serious (if not more) of an interference as 
interception or how data retention interferes with Convention Rights other than the obvious 
Article 8. This creative interpretation is now supported by the ECtHRÕs interpretation of the 
ECHR with regards to communications data being regarded as equally intrusive as content. 
This creative approach and the use of the living instrument will also be used to make future 
predictions, such as data retention obligations encompassing much more than just Internet 
Service Providers (ISPs), phone networks, web-based services and apps, but everyday 
interconnected devices. This approach is consistent with the ECHR in that the ECtHR takes Ôa 
pragmatic, common-sense approach rather than a formalistic or purely legal one.Õ77 Thus, this 
thesis will not be overly rigid, but not too flexible to extend beyond acceptable parameters.  
 

1.5!Original Contribution to Knowledg e 
 
This thesis will make an original contribution to knowledge in a variety of ways. Firstly, it will 
highlight that communications data retention is at least, as equally as serious in terms of 
interference, as interception. This will also highlight the social value of privacy which is then 
utilised to inform the interpretation of the ECHR. 
 
Secondly, the importance of Article 8 ECHR for democracy in that it underpins many 
Convention Rights (Articles 9-11), which are, in and of themselves, crucial for democracy. It 
will also contribute to knowledge by highlighting the implications of data retention for Article 
6 ECHR. Additionally, it will demonstrate that the nature of communications data retention in 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
72 Dennis Pearce, Enid Campbell and Don Harding, Australian Law Schools: A Discipline Assessment for the 
Commonwealth Tertiary Education Commission 1987. 
73 Oliver Wendell Holmes Jr, ÔThe Path of the LawÕ (1897) Harv L Rev 10:8 457, 465Ð6. 
74 Douglas Vick, ÔInterdisciplinarity and the Discipline of LawÕ (2004) 31 JL & Soc 163, 164. 
75 Tryer v United Kingdom App no. 5856/72 (ECHR, 25 April 1978), [31]. 
76 Alastair Mowbray, ÔCreativity of the European Court of Human RightsÕ (2005) Human Rights Law Review 
5:1 57, 79. 
77 Botta v Italy App no. 21439/93 (ECHR, 24 February 1998), [27]. 
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relation to Article 14, fails to discriminate between those who are in a substantially different 
position and also the possibility biased data to be generated and retained. Moreover, it will for 
the first time, consider how communications data retention affects freedom of movement found 
within Article 2 Protocol 4. 
 
Thirdly, linking to the first contribution, this thesis will highlight the far-reaching implications 
of the IPA 2016 in terms of who can be obligated to retain, and what can be retained. It will be 
demonstrated that data retention obligations have moved on from traditional telephone 
providers and ISPs to websites, any type of network, any device and many more, including 
Internet of Things (IoT) objects. This is due to the redefinition of telecommunications operators 
and demonstrates that data retention has to now be considered in terms of any device that can 
connect to a network or can communicate. It is only then, the far-reaching implications of the 
IPA 2016 can begin to be realised as browsing habits, thoughts, feelings, movements and other 
activities will be subject to a continuous 12-month retention period. This will eventually turn 
oneÕs city, home and oneself into a Panopticon. Additionally, when one considers who can be 
obligated to retain what, it becomes clear that communications data retention poses at least an 
equally serious interference with Convention Rights as other surveillance methods such as 
interception, when sensitive data such as passwords, sexual preferences, religion and political 
persuasions would be retainable. Further insight is given to the unlimited types of 
communications data that can be retained either through its generation or vague terminology 
by using the examples of Big Data and neurotechnologies which produce mind data. The ability 
to penetrate thoughts would literally create CCTV for inside oneÕs head. This thesis highlights 
that the who can be served with a retention notice, and what data can be retained has not yet 
been fully appreciated. 
 
Fourthly, this thesis will contribute to the debate on surveillance by arguing that 
communications data retention is mass secret surveillance within surveillance by changing the 
way surveillance is currently understood. 
 
Fifthly, this thesis will be the first in depth analysis of communications data retention that takes 
consideration beyond Articles 8 and 10, and questions the very existence of data retention. Not 
only will the legality of Part 4 of the IPA 2016 be scrutinised, but also whether it serves a 
legitimate aim, and whether it is necessary and proportionate. This thesis will highlight, none 
of these requirements are satisfied. This thesis contributes further by asking deeper questions 
than general proportionality in querying the necessity of whom can be obligated to retain, and 
what can be retained, whether such measures are relevant and sufficient, whether this is the 
least restrictive measure used. This line of enquiry demonstrates that consideration under the 
ECHR goes beyond that under the CFR and highlights ways in which the CFR could be 
enriched by the ECHR. 
 
Sixthly, not only will this thesis highlight the many ways in which communications data 
retention is incompatible with various Convention Rights, but how it also potentially threatens 
the presumption of innocence, fairness, increases the possibility of self-incrimination and 
threatens legal professional privilege, guaranteed by Article 6. 
 
Seventhly, this thesis will highlight that data retention is discriminatory, contrary to Article 14, 
and even the Court of Justice of the European UnionÕs (CJEU) approach would still be 
discriminatory and contrary to Article 14.      
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1.6!Chapter Structure 
 

This thesis is broken down into 8 Chapters, the introduction and methodology being Chapter 
1. Chapter 2 briefly considers the legal and political origins of data retention from the 1993 
ILETs report, to the IPA 2016 and the milestone judgment of Digital Rights Ireland which 
invalidated the DRD for its incompatibility with the CFR.  
 
Chapter 3 demonstrates that communications data retention is just as, if not more serious of an 
interference with private life as the interception of content, thus arguing for equivalent 
safeguards. This position has now been supported by the ECtHR in the recent Big Brother 
Watch case. This is done so by first discussing what communications data is, and where it 
comes from. This leads to the consideration of the main types of communications data found 
within the IPA 2016 i.e. Internet Connection Records, Entity and Events Data and the 
requirement to retain all or any description of data (with examples). It also highlights that the 
types of data to be retained extends beyond what was required by EU law. This Chapter also 
highlights the implications of Big Data retention and the social value of privacy. 
 
Chapter 4 demonstrates that data retention is not just a privacy or even an Article 8 issue, but 
involves numerous fundamental rights and democracy itself. This is explored through not only 
explaining why data retention interferes with Article 8, but Articles 9-11, Article 14, 6 and 
Article 2 Protocol 4 and the corresponding rights contained in the CFR (which are meant to be 
equal to or greater than the ECHR protection). All such rights are in their own right, important 
for democracy, and Article 8 underpins them. It also importantly highlights a running theme 
throughout this thesis, data retention, creates a chilling effect on the exercise of fundamental 
rights. Chapter 5 argues that data retention is a form of mass secret surveillance within 
surveillance (which also creates a chilling effect) by demonstrating that not only is it Panoptic 
(knowing of the possibility of being watched), but also Panspectric (being watched unawares). 
It argues that data retention would fall short of David LyonÕs definition of surveillance hence 
why a new understanding is important. The idea that data retention is surveillance is supported 
by not only by literature, but by UK, ECHR and EU law. This Chapter also highlights that 
government and corporations are working in synergy to collectively spy on the populous for 
their own purposes (surveillance within surveillance). This further strengthens the argument 
that data retention should receive the same safeguards interception.  
 
Chapter 6 discusses the services obligated to retain communications data. This Chapter details 
how the obligation has extended from ISPs to now cover any device that transmits a signal 
(such as apps, websites, Internet of Things devices etc), highlighting that erosion of liberties is 
done so by inches. Data from your streets, your home and even your body is subject to retention 
notices. Once again this demonstrates that UK law has taken a step further than EU law in this 
regard. Building on the previous Chapters, Chapter 7 asks the important question whether data 
retention in the IPA 2016 is compatible with the rights set forth in the ECHR mentioned in 
Chapter 4. Since Digital Rights Ireland the UK was of the positon that data retention on the 
grounds of national security are outside the scope of EU law. Whether or not this proves to be 
the case, this is within the scope of the ECHR, and its consideration becomes crucial. Given 
the scale of who can be obligated to retain, the types of data to retain, the rights they affect, a 
full assessment under the ECHR is required. Article 8 is used as a template for the qualified 
rights because a violation of 8 ipso facto violates the others, even when separate 
considerations/justifications are considered with each. Data retention is tested on its legality, 
necessity and proportionality. Data retention is also tested on its compliance with Article 6 and 
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14. This Chapter also highlights deficiencies in the CJEUÕs ruling in Tele2 and Watson78 and 
how an interpretation of the ECHR can remedy this (also in terms of data protection).  
 
Chapter 8 concludes that data retention in the IPA 2016 is not only incompatible with various 
rights set out in the ECHR, it is also incompatible with democracy for reasons that it goes much 
further than the DRD and that it certainly undermines it and paves the way for its destruction. 
Another important point to consider is that if the UK leaves the EU, it becomes a third-country, 
and the issue of transferring personal data outside of the EU to the UK can only occur if the 
UK satisfies a finding of adequate data protection laws. Given that Chapter 7 demonstrates that 
just one provision of the IPA 2016 is incompatible various rights in the ECHR, it would be 
unlikely that the European Commission would regard UK laws as adequate (if the CFR is to 
be regarded as equal to or greater than), and just like the case of Schrems,79 this would put a 
halt to data transfer from the EU to the UK.  
 
 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
78 Joined Cases C�;203/15 and C�;698/15 Tele2 Sverige AB and Watson [2016] ECR I-970. 
79 Case C�;362/14 Schrems [2015] ECR-I 650. 
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Chapter 2: An Introduction to Communications Data Retention and its 
illegality  

 
2.! Introduction  

 
This Chapter is an informative overview which seeks to introduce the notion of 
communications data retention within the European Union (EU) and UK context. The first task 
is one of defining communications data retention. It is then important to consider the history 
of data retention proposals, and to highlight that it was the UK that was the main driving force 
behind data retention laws at national and EU level. Further to this, it will also be highlighted 
that acts of terrorism have served as a pretext (even if a genuine reason) for data retention when 
prior attempts had failed. This demonstrates the post 9/11 effect where politicians ultimately 
overlook the important human rights aspects in the pursuit of perceived security. The reactions 
from the political dimension is met with judicial restraint as seen by courts of EU Member 
States and the Court of Justice of the European Union (CJEU) itself in ruling that the Directive 
2006/24/EC (the Data Retention Directive, DRD) was invalid for its incompatibility with the 
Charter of Fundamental Rights (CFR) and subsequent ruling banning general and 
indiscriminate data retention across the EU. This Chapter analyses the UKÕs response in depth 
to data retention through the Investigatory Powers Act 2016 (IPA 2016).  
 

2.1!What is Communications Data Retention? 
 

Communications data retention is as Ôa method of data preservation over a certain period of 
time which is thus available for retroactive investigations into electronic communications by 
competent authorities.Õ1 The types of data that can be retained will be discussed fully in Chapter 
3, but it is generally described as the Ôwho (e.g. David Smith), where (e.g. outside Parliament 
Square), when (e.g. 21:00 BST) and how (e.g. via hotmail.com through a browser or app) of a 
communication (e.g. e-mail message).Õ2 
 

2.2!Retention in its infancy 
 

Demands for communications data retention can be traced back to the ÔInternational Law 
Enforcement and Telecommunications SeminarsÕ (ILETS).3 ILETS was founded by the 
Federal Bureau of Investigations (FBI) and has police and security agents from up to 20 
countries.4 Following this, the EU Council of Justice and Home Affairs (JHA) Ministers 
adopted a Resolution in November 1993, (which was not published) which called upon experts 
to compare the needs of the EU with regards to the interception of telecommunications Ôwith 
those of the FBI.Õ5 More requirements were formulated by the FBI and adopted by ILETS in 
1994 which formed the basis of a second EU Resolution on the interception of 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
1 Kristina Irion, ÔAccountability unchained: Bulk Data Retention, Preemptive Surveillance, and Transatlantic 
Data ProtectionÕ in Marc Rotenberg, Julia Horwitz and Jeramie Scott (eds), Privacy in the Modern Age The 
Search for Solutions (New Press 2015), 80, n6. 
2 Matthew White, ÔProtection by Judicial Oversight, or an Oversight in Protection?Õ (2017) Journal of 
Information Rights, Policy and Practice 2:1 1. 
3 Chris Jones and Ben Hayes, ÔThe EU Data Retention Directive: a case study in the legitimacy and 
effectiveness of EU counter-terrorism policyÕ (2013), <http://www.statewatch.org/news/2013/dec/secile-data-
retention-directive-in-europe-a-case-study.pdf> accessed 23 May 2017, p6, n7. 
4 Duncan Campbell, ÔIntercepting the InternetÕ The Guardian (London, 29 April 1999) 
<https://www.theguardian.com/technology/1999/apr/29/onlinesupplement3> accessed 31 May 2018. 
5 --Draft Council Resolution on the Interception of Telecommunications, 10090/93 (16 November 1993) 
<http://database.statewatch.org/e-library/1994-jha-k4-03-06.pdf> accessed 23 May 2017.  
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telecommunications adopted in January 1995,6 which had 30 requirements.7 These 30 
requirements set out cooperative obligations of telecommunications companies with law 
enforcement agencies. In the 1999 ILETS report,8 a new issue was discovered, notably with 
the Directive 97/66/EC which made retention of communications data possible only for billing 
purposes. The action required was Ôto consider options for improving the retention of data by 
Communication Service Providers.Õ9 This would eventually lead to Directive 2002/58/EC, 
concerning the processing of personal data and the protection of privacy in the electronic 
communications sector, the e-Privacy Directive (e-PD). 
 

2.3!Passage of the e-Privacy Directive 
 

In the initial proposal stages, Article 15(1) of the e-PD, the European Commission 
(Commission) made no mention of data retention.10  This was due to it merely being an update 
of the pre-e-PD.11 In light of the 9/11 attacks, Article 15(1) was extended to include the 
retention of data for a limited period for certain major public security interests (authorÕs 
emphasis).12 Statewatch believed this was demanded by former USA President, George W. 
Bush.13 The suggestion from the White House was to Ô[r]evise draft privacy directives that call 
for mandatory destruction to permit the retention of critical data for a reasonable period 
(authorÕs emphasis).14 This was in actual fact a proposal in response to the Belgian Prime 
Minister (authorÕs emphasis). Moreover, the European Parliament (EP), in the strongest terms 
opposed this form of retention, in that they urged its use must be entirely exceptional, based on 
specific comprehensible law, authorised by judicial or other competent authorities for 
individual cases and be consistent with the European Convention on Human Rights (ECHR) 
(authorÕs emphasis).15 Furthermore, the EP noted that that Ôa general data retention principle 
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6 Chris Jones and Ben Hayes, (n3), p6. 
7 Council Resolution of 17th January 1995 on the lawful interception of telecommunications, OJ 1996 C 329/01 
<http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:C:1996:329:FULL:EN:PDF> accessed 23 May 
2017. 
8 ILETS Report (1999) <http://www.statewatch.org/news/2001/may/ILETS99-report.doc> accessed 23 May 
2017.   
9 ibid. 
10 Commission, Proposal for a Directive of the European Parliament and of the Council concerning the 
processing of personal data and the protection of privacy in the electronic communications sectorÕ COM(2000) 
385 final.  
11 Statewatch, ÔData or data protection in the EU?Õ <http://www.statewatch.org/news/2001/sep/dataprot.pdf> 
accessed 23 May 2017.  
12 Council of the European Union, Common Position adopted by the Council on 28 January 2002 with a view to 
the adoption of the Directive of the European Parliament and of the Council concerning the processing of 
personal data and the protection of privacy in the electronic communications sector, Statement of Reasons, (29 
January 2002), <http://data.consilium.europa.eu/doc/document/ST-15396-2001-REV-2-ADD-1/en/pdf> 
accessed 23 May 2017; Council of the European Union, Working Party on Telecommunications, Proposal for a 
Directive of the European Parliament and of the Council concerning the processing of personal data and the 
protection of privacy in the electronic communications sector, (16 November 2001) 
<http://www.statewatch.org/news/2001/nov/13883.pdf> accessed 23 May 2017, 21. 
13 Statewatch, ÔEuropean Parliament and EU governments on a collision course over the retention of data 
(telecommunications surveillance)Õ <http://www.statewatch.org/news/2001/nov/15eudata.htm> accessed 23 
May 2017.  
14 James J. Foster, ÕUnited States Mission to the European Union, Proposals For US-EU Counter-Terrorism 
CooperationÕ (16 October 2001) <http://www.statewatch.org/news/2001/nov/06Ausalet.htm> accessed 23 May 
2017. 
15 Marco Cappato,ÕEuropean Parliament, 2nd Report on the proposal for a European Parliament and Council 
directive concerning the processing of personal data and the protection of privacy in the electronic 
communications sectorÕ (24 October 2001) <http://www.statewatch.org/news/2001/nov/cappato.pdf> accessed 
23 May 2017, p29. 
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must be forbiddenÕ and that Ôany general obligation concerning data retentionÕ is contrary to 
the proportionality principle.16 
 
However, as noted above, the 9/11 attacks on the World Trade Centre had occurred,17 which 
led to the Commission accepting the additional sentence of Article 15(1)18 the EP had an 
opportunity to halt this addition, which initially was the case on November 2001, but eventually 
reversed its position on May 2002.19 Data retention was opposed by 40 civil liberties 
organisations to vote against the retention of communications data,20 the Article 29 Data 
Protection Working Party (WP29),21 the European Data Protection Commissioners, 22 the 
International Chamber of Commerce (ICC), European Internet Services Providers Association 
(EuroISPA), the US Internet Service Provider Association (USISPA), the All Party Internet 
Group (APIG)23 and at the G8 Tokyo Conference.24 With the EU accepting UKÕs data retention 
proposal, it highlights something that members of the UK government denied any plans of, and 
as Judith Rauhofer notes Ôthe UK had managed to obtain an enabling provision which would 
allow member statesÕ to obligate data retentionÕ25 demonstrating it was the UK that was more 
influential than the US in this regard.  
 

2.4!Data Retention within the UK and other EU Member States 
 

Prior to the adoption of the e-PD, in the UK, the National Crime and Intelligence Service 
(NCIS) made a submission (on behalf of the Mi5/6, GCHQ etc) to the Home Office on data 
retention laws.26 Blanket data retention was preferred and was ironically noted that a targeted 
approach would be a Ôgreater infringement on personal privacy.Õ27 Lord Cope noted that Ôvast 
banks of information on every member of the public can quickly slip into the world of Big 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
16 Abu Bakar Munir and Siti Hajar Mohd Yasin, ÔRetention of communications data: A bumpy road aheadÕ 
(2004) The John Marshall Journal of Computer & Information Law 22:4 731, 734; Clive Walker and Yaman 
Akdeniz, ÔAnti-Terrorism Laws and Data Retention: War is over?Õ (2003) Northern Ireland Legal Quarterly 
54:2 159, 167. 
17 Judith Rauhofer, 'Just Because You're Paranoid, Doesn't Mean They're Not After You: Legislative 
Developments in Relation to the Retention of Communications Data' (2006) SCRIPTed 3 322, 331. 
18 Statewatch, ÔEU: Final decision on surveillance of communications European Commission sells-out, 
European Parliament vote due in May, January-February 2002, vol 12 no 1Õ 
<http://www.statewatch.org/news/2002/may/05Asurv.htm> accessed 23 May 2017. 
19 Statewatch, ÔEuropean Parliament caves in on data retentionÕ (30 May 2002) 
<http://www.statewatch.org/news/2002/may/10epcavein.htm> accessed 23 May 2017; A breakdown of the 
voting can be seen here - Statewatch, ÔThe vote in the European Parliament to accept data retention and 
surveillance by the law enforcement agencies: an analysisÕ 
<http://www.statewatch.org/news/2002/may/15epvote.htm> accessed 23 May 2017.  
20 Statewatch, ÔCoalition asks European Parliament to vote against data retentionÕ Ô(23 May 2002) 
<http://www.statewatch.org/news/2002/may/09coalition.htm> accessed 23 May 2017; The letter can be viewed 
here: 22 May 2002<http://gilc.org/cox_en.html> accessed 23 May 2017.  
21 Opinion 4/2001 on the Council of Europe's Draft Convention on Cyber-crimeÕ (22 March 2001) 
<http://ec.europa.eu/justice/data-protection/article-29/documentation/opinion-
recommendation/files/2001/wp41_en.pdf> accessed 23 May 2017, page 7. 
22 Statement of the European Data Protection Commissioners, (11 September 2002) 
<http://www.fipr.org/press/020911DataCommissioners.html> accessed 23 May 2017.   
23 Abu Bakar Munir and Siti Hajar Mohd Yasin, (n15), p746-749. 
24 G8 Government Industry Workshop on Safety and Security in Cyberspace, (May 2001) 
<http://cryptome.org/g8-isp-e-spy.htm> accessed 23 May 2017.  
25 Judith Rauhofer, (n17), 331. 
26 Roger Gasper, NCIS submission on data retention law: Looking to the future Ð clarity on communications 
data retention lawÕ (21 Aug 2000) <https://cryptome.org/ncis-carnivore.htm> accessed 26 May 2017. 
27 ibid, para 3.1.5. 
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Brother.Õ28 However, Charles Clarke, the then junior Home Office Minister, and Patricia 
Hewitt, an ÔE-MinisterÕ both made the claim such plans would not come into fruition.29 When 
questioned about the NCISÕs proposals, Hewitt maintained that Charles Clarke and herself 
disagreed with said proposals and said that it should not be implemented.30  
 
But as the previous section noted, the UK did intend to allow itself the power to obligate data 
retention, and did by using the EU as a proxy. The first law to formalise data retention was 
under the controversial31 Part 11 of the Anti-terrorism, Crime and Security Act 2001 (ATCSA 
2001) (now omitted by Schedule 10(62) of the IPA 2016). This came into force three months 
after the 9/11 attacks.32 This allowed for the voluntary (and if need be mandatory) retention of 
communications data by communication service providers (CSPs). During the House of Lords 
debates on ATCSA 2001, Lord Rooker ironically noted that Part 11 was not to be used as 
generalised [fishing] expeditions33 when this is exactly how data retention is described.34 Lord 
Phillips correctly stated that Ôwe cannot defend our values by suspending them.Õ35 The then 
Assistant Commissioner to the Information Commissioner Jonathan Bamford observed that 
ÔPart 11 isn't necessary, and if it is necessary it should be made clear why.Õ36 The Earl of 
Northesk was more vocal in criticism, not only highlighting the reversal in the UKÕs position 
on retention, but noting that Ôthere is no evidence whatever that a lack of data retained has 
proved an impediment to the investigation of the atrocitiesÕ on 9/11.37 
 
It has been suggested that data retention was possible from as early as 1984 via s.94 of the 
Telecommunications Act 1984,38 which may explain how it was possible to retain data in the 
aftermath of 9/11.39 Member States such as France and Belgium had, like the UK adopted data 
retention provisions prior to the e-PD40 with Belgium adopting prior to 9/11.41 This 
demonstrates data retention was not something that was brought about by the e-PD, but could 
be used as justification for such measures. 
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28 Kamal Ahmed, ÔSecret plan to spy on all British phone callsÕ The Guardian (London, 3 December 2003) 
<https://www.theguardian.com/uk/2000/dec/03/kamalahmed.theobserver> accessed 26 May 2017. 
29 Caspar Bowden, ÔCCTV for inside your head Blanket Traffic Data Retention and the Emergency Anti-
Terrorism LegislationÕ (2001) <http://europe.rights.apc.org/eu/cctv_for_the_head.html> accessed 23 May 2017; 
Judith Rauhofer, (n17), 228; Patricia Hewitt and Charles Clarke, Joint letter to Independent on Sunday, 28 Jan 
2000.  
30 Trade and Industry Committee, UK Online Reviewed: the First Annual Report of the E-Minister and E-Envoy 
Report (HC 66 1999-2000), Q93. 
31 Caspar Bowden, (n29). 
32 Judith Rauhofer, (n17), 331. 
33 HL Deb 27 Nov 2001 vol 629 cc142-62, 152. 
34 Franziska Boehm and Paul de Hert, The rights of notification after surveillance is over: ready for 
recognition? (Yearbook of the Digital Enlightenment Forum, IOS Press 2012), 19-39. 
35 HL Deb 27 Nov 2001 vol 629 cc183-290, 249. 
36 ibid, 252.  
37 HL Deb 4 Dec vol 629 col. 808-9. 
38 Jim Killock, ÔISPs will break the law if they continue to retain our dataÕ (9 April 2014) 
<https://www.openrightsgroup.org/blog/2014/are-the-government-and-isps-breaking-the-law-by-continuing-to-
retain-our-data> accessed 23 May 2017.  
39 HL Deb 27 Nov 2001 vol 629 cc183-290, 252. 
40 Yves Poullet,ÕThe Fight against Crime and/or the Protection of Privacy: A Thorny Debate!Õ (2004) 
International Review of Law Computers and Technology 18:2 251, 252. 
41 ibid. 
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After the e-PD came into force, nine out of fifteen states planned or were planning to adopt 
retention legislation.42 With the controversial Article 15(1)43 in mind, Statewatch made a 
prediction that Ô[o]nce the fundamental principles in the existing 1997 Directive on privacy 
and telecommunications are cast aside they will never be reinstated.Õ44 Tony Bunyan of 
Statewatch commented that: 

 
EU governments claimed that changes to the 1997 EC Directive on privacy in 
telecommunications to allow for data retention and access by the law enforcement 
agencies would not be binding on Members States - each national parliament would 
have to decide. Now we know that all along they were intending to make it binding, 
ÒcompulsoryÓ, across Europe.45 

 
2.5!Data Retention across Europe and the beginning of the Data Retention Directive 

 
Within the same year of the coming into force of the e-PD, Belgium proposed a (binding) Draft 
Framework Decision on the retention of traffic data and on access to this data in connection 
with criminal investigations and prosecutions46 which was leaked to Statewatch.47 The 
Decision appeared to speak on behalf of law enforcement and service providers across the EU 
without actually having their opinions referred to (authorÕs emphasis). The Commission noted 
that only an approach that brings together the expertise and capacities of government, industry, 
data protection supervisory authorities and users will succeed in meeting such goals (authorÕs 
emphasis).48 Not only did Statewatch49 and Privacy International50 highlight legal flaws of the 
Draft Framework Decision, but industry also highlighted that data preservation51 i.e. targeted 
storage on specified end users should be favoured over data retention.52 Statewatch noted that 
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42 Statewatch, ÔMajority of governments introducing data retention of communicationsÕ 
<http://www.statewatch.org/news/2003/jan/12eudatret.htm> accessed 23 May 2017.  
43 Daniel B. Garrie and Rebecca Wong, ÔPrivacy in electronic communications: the regulation of VoIP in the 
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49 Statewatch, (n42). 
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this Ôshows that the EU governments always intended to introduce an EC law to bind all 
member states to adopt data retention.Õ53  
 
Despite the failure of BelgiumÕs Draft Framework Decision, there was another attempt on 28 
April 2004 proposed by, the UK, France, Ireland, and Sweden.54 As Rauhofer notes, due to the 
general failure of Part 11 of the ATCSA 2001, the UK sought an alternative way to achieve its 
aim, by focussing on a harmonised approach on the issues of data retention by taking steps to 
convince other EU Member States to introduce minimum data retention periods.55This Draft 
Framework Decision highlighted the lack of harmonisation between Member States on data 
retention.56 However, Cooper and Blaney explained that the date chosen (28 April 2004) by 
the four governments to table their proposal was deliberately done to marginalise the powers 
of the Commission and Parliament in the deliberative process as on 1 May 2004, Member 
States lost their right of initiative and the Commission and EP had gained a Ôco-decision 
procedureÕ for Third Pillar initiatives with First Pillar ramifications.57 Not only was this Draft 
Framework Decision critiqued by Cooper and Blaney, but Statewatch noted the Ôgrave gaps in 
civil liberties protection remainedÕ and that it was worse than the proposal by Belgium due to 
its breadth and depth such as extending the retention period (authorÕs emphasis).58 The Council 
of Bars and Law Societies of Europe (CCBE)59 raised concerns about the Draft Framework 
Decision as although they supported the fight against crime a terrorism, they were worried by 
the growing initiatives taken at the European level which, under cover of the fight against 
terrorism, were serious infringements to fundamental freedoms and rights.60  
 
The Legal Services for the Council of the EU noted the dubious legality of the Draft Framework 
Decision,61 which was withheld from the public and Members of the EP.62  The EPÕs 
Committee on Civil Liberties, Justice and Home Affairs (LIBE) rejected the Draft Framework 
Decision noting that any such power should be compatible with Article 8 of the ECHR, which 
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it was not for lack of legality, necessity and proportionality.63 Importantly the EP noted that 
the ECtHR: 
 

[H]as stressed that the contracting states do not have unlimited discretion to subject 
individuals within their territory to clandestine surveillance. Given that corresponding 
powers, conferred on the ground that the intention is to defend democracy, threaten to 
undermine or destroy democracy, the Court stresses that contracting states are not 
allowed to adopt any measure they deem appropriate in order to combat espionage or 
terrorism (authorÕs emphasis).64 

 
However, during the rejection of the Draft Framework Decision and the proposal for a 
Directive, the 7/7 bombings in London had occurred.65 Just as the 9/11 attacks, this was used 
a fresh justification for data retention at the EU level.66 This was despite the then UK Prime 
Minister, Tony Blair noting that Ôall the surveillance in the worldÕ could not have prevented 
those attacks.67 As Roger Clarke has noted: 
 

[M]ost critical driver of change, however, has been the dominance of national security 
extremism since the 2001 terrorist attacks in the USA, and the preparedness of 
parliaments in many countries to grant law enforcement agencies any request that they 
can somehow link to the idea of counter-terrorism.68 

 
The UK had used its Presidency of the European Council (Council)69 to essentially give the EP 
less than two monthsÕ preparation (one year less than for the e-PD) of a final committee 
report.70 In addition to this, the EP had to utilise the unduly hasty Ôfirst reading onlyÕ procedure 
which was criticised by many as an attempt on part of the Council and the UK Presidency to 
Ôprevent an in-depth investigation of the actual need for mandatory data retention.Õ71 
Furthermore, it was reported that then Home Secretary, Charles Clarke (who as noted above 
apparently did not favour data retention) was reported to have told Members of the EP (MEPs) 
to agree on proposals or Ôhe would make sure the EP would no longer have a say on any justice 
and home affairs matter.Õ72 Clarke also noted that if an agreement could not be reached, the 
prior Framework Decision was still on the table.73 It was further noted that the UK sought to 
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achieve data retention harmonisation before the end of its Presidency, considering that next in 
line was Austria, who were firmly against data retention.74  
 
The EP had instructed Alexander Alvaro MEP of the LIBE to prepare a report on the proposed 
Directive, this included a list of compromises but some key changes.75 When attempts to reach 
an agreement with the LIBE, the UK used it Presidency to directly target leaders of the two 
biggest political groups within the EP in a private meeting, making no concessions, yet 
declaring it a Ôcompromise.Õ76 The DRD came into force on the 3 May 2006 which sought to 
harmonise data retention across the EU by placing retention obligations on publicly available 
electronic communications services or public communications networks for harmonisation of 
telecoms rules law enforcement purposes.77 This was so despite the pleas from Privacy 
International (PI), the European Digital Rights Initiative (EDRi), 90 NGOs and 80 
telecommunications service providers to MEPs.78 In the UK, this was subsequently followed 
by the Data Retention (EC Directive) Regulations 200779 and 2009.80  
 
 

2.6!Data Retention at the EU level 
 

(a)! Two Opposing Views  
 

There were two contrasting views of the legality of the DRD, that of Francesca Bignami, and 
Mariuca Morariu. Bignami argued that the DRD was an accessible, detailed and democratically 
enacted law, continuing that any rule (Chapter 7 will highlight this to be incorrect) that is 
detailed and available to the public satisfies the requirements of the ECHR (authorÕs 
emphasis).81 It was further maintained that a two-year retention period was proportionate.82 
Whereas Morariu argued that the DRD raised several controversies  such as lock of correlation 
between aim and objective, lack of definition of serious crime etc and failed to clearly justify 
its necessity.83  
 

(b)! Legal Challenges 
 

The first legal challenge to the DRD, was an unsuccessful challenge to its legal basis (i.e. 
whether it should have been pursued under First (Single Market) or Third Pillar (policing)),84 
with the result being the former. This meant the only way now was to challenge the law itself, 
which ultimately occurred before the CJEU. Prior to this, however, data retention was met with 
challenges at a domestic level, with ÔBulgariaÕs Supreme Administrative Court, the Romanian, 
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German Federal, Czech Republic Constitutional Courts and the Supreme Court of Cyprus all 
declaring national implementation of the DRD either invalid or unconstitutional (in some or all 
regards) and incompatible with Article 8 ECHR.Õ85 
 
Digital Rights Ireland (DRI) brought the first litigation to challenge domestic and European 
data retention laws on fundamental rights grounds.86 Before the High Court of Ireland (HCI),87 
DRI amongst others things sought for the HCI to request a preliminary reference to the CJEU 
on the validity of the DRD under the CFR.88 The HCI subsequently granted the motion of a 
preliminary reference to the CJEU under Article 267 of the Treaty of the Functioning of the 
EU (TFEU).89 Similarly, the Austrian Constitutional Court90 sought a preliminary reference on 
similar grounds, to which the CJEU joined the cases.91  
 

(c)!A Quest for the Necessity of the DRD 
 

On 9 July 2013, judges of the CJEUÕs Grand Chamber asked for proof of the necessity and 
efficiency of the DRD.92 Despite the lack of statistical evidence from representatives of the  
Member States, Commission, Council, EP still asked the CJEU to reject the complaints by DRI 
and others.93 Only the Austrian government were able to provide the most extensive statistics 
on use of communications data which involved no cases of terrorism (authorÕs emphasis).94 
The UK representative  maintained that there was no Ôscientific dataÕ to underpin the need of 
data retention which raised the question of what data the DRD had been therefore based upon.95 
This lack of evidence of assumed necessity (from the Commission)96 was consistent with the 
findings of the WP29 and the European Data Protection Supervisors (EDPS) (authorÕs 
emphasis).97 Moreover, Chris Jones and Ben Hayes note that the plural of the CommissionÕs 
anecdotes is not ÔdataÕ and:  
 

[E]ven to the extent that case studies can be seen to objectively demonstrate the 
DirectiveÕs effectiveness, it does not necessarily follow that they justify the DirectiveÕs 
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scope, application, or absence of protection for due process and fundamental rights 
(authorÕs emphasis).98 

 
(d)!Opinion of Advocate General Cruz Villal—n in Digital Rights Ireland 

 
In Digital Rights Ireland,99 Advocate General (AG) Cruz Villal—n sought, amongst other 
things, to determine whether the DRD was Ôprovided for by lawÕ within the meaning of Article 
52(1) of the CFR, and whether it satisfied proportionality within the meaning of Article 
52(1).100 Article 52(1) provides that a limitation of rights contained in the CFR must be 
provided by law, proportionate in which limitations necessary and genuinely meets objectives 
of general interest. AG Cruz Villal—n proceeded to consider the DRD in light of Article 7 
(privacy) and 8 (data protection) CFR,101 but ultimately considered the DRD in light of Article 
7 only102 because the latter was of secondary importance.103 AG Cruz Villal—n concluded that 
the DRD as a whole is incompatible with Article 52(1),104 but this was due to primary focus 
being on access and use of data, not its retention (authorÕs emphasis).105 
 

(e)!Judgment of the CJEU in Digital Rights Ireland 
 

Unlike AG Cruz Villal—n, the CJEU ruled that data retention raises questions of not only Article 
7 and 8, but also 11 (freedom of expression) CFR.106 The CJEU, however, proceeded on 
considering the DRD in light of Articles 7 and 8 only.107 The CJEU criticised the DRD for 
practically interfering with fundamental rights of the entire EU population without distinctions, 
exceptions (professional secrecy), relationships between data retained and the aim pursued 
(time, geography, persons and serious crime), not laying down substantive and procedural 
conditions relating to access and subsequent use which was not based on objective criteria, and 
which above all was not dependent on prior judicial authorisation.108 The CJEU ruled that the 
EU legislature exceeded its limits imposed by compliance of proportionality in light of Article 
7, 8 and 52(1) CFR,109 and therefore ruled the DRD as invalid.110 
 

(f)! The Aftermath of Digital Rights Ireland 
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The CJEUÕs ruling has been regarded as ground-breaking,111a milestone,112 a significant step 
in developing fundamental rights protection113 (even in the national security context)114 and a 
landmark115 ruling in that it: 
 

", ! Imposed a new level of responsibility on the EU legislator to protect fundamental 
rights; 

#,! Subjected EU legislation to a novel strict judicial scrutiny test; 
$,! Declared invalid EU law for violation of fundamental rights; and 
%,! Composed substantive instructions for law makers at the EU and Member State level 

to guarantee suitable protection for privacy and data protection.116 
 

The CJEUÕs position is regarded as closing ranks with the ECtHR jurisprudence by treating 
collection and use of data as two separate interferences with privacy and data protection.117 
McIntyre argues that it in fact extends protection beyond the ECtHR jurisprudence in that it 
relied on ex post facto controls and takes a step further with regards to need for prior judicial 
control.118 However, it has also been argued that this merely reflects already (but not often 
cited) existing ECtHR jurisprudence.119 It has also been regarded as putting an end to mass 
surveillance and comes to the same conclusion as AG Cruz Villal—n, but for different 
reasons.120 The invalidation of the DRD also meant that it was invalid from the date it came 
into force.121 
 

(g)! National Responses to Digital Rights Ireland 
  

Niklas Vainio and Samuli Miettinen noted that there were two interpretations of Digital Rights 
Ireland, permissive and strict.122 The permissive approach does not take issue with blanket 
retention in and of itself, but the lack of accompanying safeguards123 as Ôsome form of 
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mandatory data retention in order to combat serious crime and terrorism might indeed be 
compatible with theÕ124 CFR. The strict approach entails that blanket indiscriminate data 
retention is now forbidden125 as Martin Husovec notes forbidding this Ôseems to be an 
indispensable preconditionÕ given that the following paragraph suggests how to proportionally 
limit such retention.126 
 
The Austrian Constitutional Court (ACC)127 and Bulgarian Constitutional Court (BCC)128 both 
ruled national data retention laws as unconstitutional. As did the Romanian Constitutional 
Court (RCC).129 NetherlandsÕs District Court of The Hague (DCH) also ruled that national 
measures were invalid for going too far, violating freedom of expression and lacked evidence 
of necessity.130 
 

(h)!The UKÕs response to Digital Rights Ireland 
 

For three months, the UK did nothing,131 then suddenly fast-tracked132 Ôemergency legislation,Õ 
the Data Retention and Investigatory Powers Act 2014 (DRIPA 2014) which was adopted 
within three days.133 Niklas Vainio and Samuli Miettinen were unconvinced of the UK 
GovernmentÕs position that DRIPA 2014 satisfied many of the requirements of Digital Rights 
Ireland as the differences between DRIPA 2014 and the DRR were Ôminimal.Õ134 A challenge 
against DRIPA 2014, brought by David Davis MP, Tom Watson MP and others was soon to 
follow on the grounds of Article 8 ECHR and Article 7 and 8 CFR.135 
 
The English and Welsh High Court (HC) ruled that s.1 of DRIPA 2014 was inconsistent with 
EU law for failing provide clear and precise rules on access and use of communications data 
in relation to precisely defined serious crimes and not having prior independent/judicial 
authorisation for said access.136 The English and Welsh Court of Appeal (CoA) took a radically 
different approach137 to the HC, but sought clarification from the CJEU on whether its ruling 
in Digital Rights Ireland were meant to be treated as mandatory requirements (clear and 
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precise, accessible rules, judicial control of access to communications data etc) by Member 
States.138 
 

(i)! Preliminary References 
 

Alongside the CoAÕs preliminary reference, the Stockholm Administrative Court of Appeals 
(SACoA) among other things, asked the CJEU whether a general obligation to retain 
communications data was compatible with Article 15(1) of the e-PD taking account of Articles 
7, 8 and 15(1) of the CFR.139 The President of the CJEU decided to join both references.140 
 

(j)! Opinion of A-G Saugmandsgaard ¯e in Tele2 and Watson 
 

AG Saugmandsgaard ¯e in Tele2 and Watson noted that Article 15(1) gave Member States a 
choice141 and Member States can avail themselves of the possibility subject to the conditions 
laid out in Article 15(1) itself i.e. general principles of Union law, the CFR and Digital Rights 
Ireland.142 AG Saugmandsgaard ¯e also maintained that the CFR is applicable to national 
measures of data retention, but not access of police and judicial authorities.143AG 
Saugmandsgaard ¯e maintained that each of the safeguards mentioned by the CJEU in Digital 
Rights Ireland must be regarded as mandatory.144 AG Saugmandsgaard ¯e concluded that 
Member States should not be precluded from creating general data retention obligations if such 
laws are: 
 

1.! Accessible, foreseeable and adequately protects against arbitrary interference; 
2.! Respects the essence of Article 7 and 8 CFR; 
3.! Strictly necessary i.e. the only measure possible to achieve objective; 
4.! Accompanied by all the safeguards mentioned in Digital Rights Ireland; and 
5.! Must be proportionate.145 

 
(k)!The CJEUÕs Judgment in Tele2 and Watson 

 
Unlike AG Saugmandsgaard ¯e, the CJEU held that retention146 and access147 to 
communications data fell within the scope of the e-PD (authorÕs emphasis). Furthermore, the 
CJEU held that data retention not only raises questions of compatibility with Article 7 and 8 
CFR, but also Article 11 CFR (freedom of expression),148 and thus must be taken into account 
when interpreting Article 15(1) of the e-PD.149 The CJEU ruled that national laws that 
implement a general indiscriminate power to retain exceeds the limits of what constitutes what 
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145 ibid, [263]. 
146 Joined Cases C-203/15 and C-698/15 Tele2 Sverige AB and Watson [2016] ECR I-970, [73-5].  
147 ibid, [76-80]. 
148 ibid, [92]. 
149 ibid, [93] 
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is strictly necessary in democratic society as required by Article 15(1) as required by Articles 
7, 8, 11 and 52(1) CFR.150 
 
The CJEU echoed the view of AG Saugmandsgaard ¯e in the rules governing access to 
communications data must be legally binding (authorÕs emphasis).151 The CJEU further 
elaborated laws governing access must lay down substantive and procedural conditions.152 The 
CJEU also favoured notification when it would no longer jeopardise investigations,153 and to 
guarantee security and data protection, all data must be retained within the EU, subject to 
irreversible destruction at the end of the retention period.154 
 

(l)! Initial Reaction to Tele2 and Watson, and the UKÕs response 
 

Initial reactions to the CJEUÕs judgment in Tele2 and Watson were positive, many regarding it 
as a blow to the UK data retention surveillance regime.155 The Legal Services of the Council 
acknowledged that Ôa general and indiscriminate retention obligation for crime prevention and 
other security reasons would no more be possible at national level than it is at EU level.Õ156 On 
30 November 2017, the Home Office responded with a consultation seeking to amend certain 
provisions of the IPA 2016 (including that which concerns data retention) to comply with Tele2 
and Watson.157 These potential amendments will be considered separately (as they are not yet 
law) for their compatibility with the ECHR in Chapter 7. 
 
In Tom Watson and Others v Secretary of State for the Home Department158 the CoA were 
asked to determine the legality of DRIPA 2014 in light of Tele2 and Watson.159 Despite ruling 
that DRIPA 2014 was inconsistent with EU law for not limiting the purposes of retention to 
fighting serious crime and access to communications data was not based on prior review by a 
court or administrative body,160 the CoA declined to grant declaratory relief that it contained 
no limitations.161 The three reasons were that: 
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150 ibid, [107]. 
151 ibid, [117]. 
152 ibid, [118]. 
153 ibid, [121]. 
154 ibid, [122]. 
155 Javier Ruiz, ÔEU Court slams UK data retention surveillance regimeÕ (21 December 2016) 
<https://www.openrightsgroup.org/blog/2016/eu-court-slams-uk-data-retention-surveillance-regime> accessed 
21 June 2017; Julia Fioretti, ÔEU court says mass data retention illegalÕ Reuters (London, 21 December 2016) 
<http://uk.reuters.com/article/uk-eu-court-privacy-idUKKBN14A0YD> accessed 21 June 2017; Owen Bowcott, 
ÔEU's highest court delivers blow to UK snooper's charterÕ The Guardian (London, 21 December 2016) 
<https://www.theguardian.com/law/2016/dec/21/eus-highest-court-delivers-blow-to-uk-snoopers-charter> 
accessed 21 June 2017; Nicole Kobe, ÔBlow for Snoopers Charter as EU court bans mass data collectionÕ ITPro 
(21 December 2016) <http://www.itpro.co.uk/public-sector/snoopers-charter/27819/blow-for-snoopers-charter-
as-eu-court-bans-mass-data-collection> accessed 21 June 2017; Liberty, ÔGovernment IS breaking the law by 
collecting everyone's internet and call data and accessing it with no independent sign-off and no suspicion of 
serious crimeÕ (21 December 2016) <https://www.liberty-human-rights.org.uk/news/press-releases-and-
statements/government-breaking-law-collecting-everyones-internet-and-call> accessed 21 June 2017. 
156 Legal Services letter to Permanent Representatives Committee, Brussels, 1 February 2017 (OR. en) 5884/17, 
para 14; See also Anna Biselli, ÔEU discusses future of data retention: ÒIndiscriminate retention no longer 
possibleÓÕ (31 May 2017) <https://edri.org/eu-discusses-future-of-data-retention-indiscriminate-retention-no-
longer-possible/> accessed 22 June 2017.  
157 Home Office, ÔOpen consultation Investigatory Powers Act 2016Õ (30 November 2017) 
<https://www.gov.uk/government/consultations/investigatory-powers-act-2016> accessed 15 January 2018. 
158 Tom Watson and Others v Secretary of State for the Home Department [2018] EWCA Civ 70. 
159 ibid, [7]. 
160 ibid, [27]. 
161 ibid, [22-24]. 



!

#&!

 
I.! It was not argued that DRIPA 2014 was unlawful for failing to provide direct or indirect 

links between data retained of an identifiable public and serious crime. 
II.! The CJEUÕs judgment as in response and applied to Swedish law and therefore not 

directly applicable to DRIPA 2014; and 
III. ! The HC would be dealing with such matter later that year. 
 
This position is problematic due to it relying on the CJEUÕs judgment only applying to Swedish 
law, when it in fact applies to every EU Member State.162 Moreover, DRIPA 2014 does permit 
general retention as it allows the possibility to do so, the only difference between Swedish law 
and DRIPA 2014, is that the former is a Ôcatch allÕ and the latter is a Ôpower that can catch allÕ 
to argue otherwise is playing semantics.163 Instead of addressing the issue, the CoA performed 
legal gymnastics to avoid answering the question as to whether DRIPA 2014 permitted general 
data retention.164 
 
When the issue came before the HC in Liberty v Secretary of State for the Home Department 
and Others165 they ruled that the IPA 2016 was incompatible with EU law for the same reasons 
that DRIPA 2014 was.166 The HC ruled that s.87(1) of the IPA 2016 did not involve the content 
of communications,167 Chapter 3 will disprove this reasoning. The HC also did not consider 
the ECHR implications of the IPA 2016,168 nor did they consider that the IPA 2016 permitted 
general and indiscriminate data retention.169 This necessitates the importance of this thesis 
considering data retention through the ECHR, particularly in Chapters 4 and 7. 
 

2.7!Conclusions  
 
This Chapter has briefly demonstrated the politics behind the adoption of data retention 
measures, particularly in the UK and at an EU level. It has shown that the UK (and not the US) 
was the main driving force behind data retention harmonisation across the EU through the 
DRD, something that even the US has never adopted.170 This has been described as a master 
class in diplomacy and political manoeuvring171 but it must also noted that the calls for data 
retention tend to be at their strongest following an act of terrorism as governments often act in 
a Ôknee-jerkÕ manner.172 Simon Davies believed Charles Clarke was hell-bent as an act of 
political desperation to give the pretence of leadership in Europe.173 The haste at which the 
DRD was passed Ôleft MEPs little time to consider its effect and to organise effective 
oppositionÕ and those who voted in favour may not have done so on an informed basis.174 
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162 Matthew White, ÔData Retention is still here to stay, for nowÉÕ (5 February 2018) 
<https://eulawanalysis.blogspot.co.uk/2018/02/data-retention-is-still-here-to-stay.html> accessed 1 June 2018. 
163 ibid. 
164 ibid. 
165 Liberty v Secretary of State for the Home Department and Others [2018] EWHC 975. 
166 ibid, [186]. 
167 ibid, [3]. 
168 ibid, [2]. 
169 ibid, [120-136]. 
170 Chris Jones and Ben Hayes, (n3), p11. 
171 Judith Rauhofer, (n17), 341. 
172 Paul Bernal, ÔTerrorism and knee-jerk legislationÉÕ (23 May 2013) 
<https://paulbernal.wordpress.com/2013/05/23/terrorism-and-knee-jerk-legislation/> accessed 29 May 2017. 
173 Simon Davies, (n67). 
174 Judith Rauhofer, (n17), 342. 



!

#' !

Various Member State Courts rejected national implementation of data retention measures 
which was soon outlawed at an EU level by the CJEU. The CJEU subsequently ruled that 
general indiscriminate data retention was not permissible in the EU. However, considering that 
the UK has been a driving force for data retention, with many Member States seeking to follow 
suit and ignore the CJEU,175 it is necessary in this thesis to go above and beyond the CJEU and 
their reasoning, by considering data retention envisaged in Part 4 of the IPA 2016 through the 
lens of the ECHR. The then EDPS, Peter Hustinx, regarded the DRD as the most privacy 
invasive instrument ever adopted by the EU in terms of scale and the number of people it 
affects176 and its compatibility with Article 8 of the ECHR became questionable (authorÕs 
emphasis).177 These observations make it crucial to consider in the next Chapter, just how 
privacy invasive the communications data that can be retained via Part 4 of the IPA 2016. 
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175 IT-Pol, ÔEU Member States plan to ignore EU Court data retention rulingsÕ (29 November 2017) 
<https://edri.org/eu-member-states-plan-to-ignore-eu-court-data-retention-rulings/> accessed 15 January 2018. 
176 Peter Hustinx, ÔThe "moment of truth" for the Data Retention Directive: EDPS demands clear evidence of 
necessityÕ (3 December 2010) <http://europa.eu/rapid/press-release_EDPS-10-17_en.htm?locale=en> accessed 
25 May 2017. 
177 Judith Rauhofer, (n17), 339; Clive Walker and Yaman Akdeniz, (n16), 179. 
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Chapter 3: Communications data is just as, if not more intrusive than 
content 

 

3.1!Introduction  
 

This Chapter focusses specifically on the communications data to be retained and its 
intrusiveness. In order to achieve this, it first needs to be understood what this data is and where 
it comes from. Communications data, also referred to as traffic1 and metadata2 is further 
defined in UK law as Internet Connection Records (ICR) (i.e. website visited), entity Data (i.e. 
contact details), and events Data (i.e. sending a message/making a call).3 Though Sophie Stalla-
Bourdillon et al have argued equating metadata with communications data can be misleading 
and have the consequence of unduly broadening the scope of telecommunications operatorsÕ 
data retention obligations.4 This Chapter, will, however, demonstrate that telecommunications 
operatorsÕ data retention obligations are unduly broad irrespective of distinctions between 
communications data and metadata as their analysis took place before the introduction of the 
Investigatory Powers Act 2016 (IPA 2016).  
 
This Chapter examines the specifics of communications data, relevant communications data, 
ICR, entity and events Data found within the IPA 2016. Looking into the specifics of these 
types of data provides an illustration of what it can reveal, and it is against this backdrop that 
these classes of data will be assessed for their intrusiveness. This Chapter also considers the 
potential for third party data to be retained and its implications. 
 
The IPA 2016 allows for data to be generated for the purposes of retention. It is not clear what 
this data may be, only that it would include ICRs.5 This Chapter will highlight that much of the 
data retention discussion concerns the revealing nature of communications data but little is 
discussed about the Big Data elephant in the room. This Chapter will give an example of how 
intrusive the any/all description of data to be retained can be. Finally, this Chapter will briefly 
note interference becomes more severe based upon whom has access to retained data. This 
Chapter will therefore conclude that the types of data to be retained (any data already in a 
telecommunications operatorsÕ possession, any description of data or capable of obtaining) or 
generated for retention) puts interference with fundamental rights on the same (if not more) 
magnitude as content, and thus adversely effects the essence of the right. Such conclusions 
would mean that the safeguards for content and communications data should be the same.  
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1 Advocate General Saugmandsgaard ¯e uses it synonymously in Joined Cases C-203/15 and C-698/15 Tele2 
Sverige AB and Watson [2016] ECR I-572, [259]; See Executive Summary of Privacy International and EDRi, 
ÔInvasive, Illusory, Illegal, and Illegitimate: Privacy International and EDRi Response to the Consultation on a 
Framework Decision on Data RetentionÕ, (15 September 2004), 
<http://www.statewatch.org/news/2004/sep/data-retention.htm> accessed 29 September 2016. 
2 Big Brother Watch, ÔBriefing Note: Why Communications Data (Metadata) MatterÕ (July 2014) 
<https://www.bigbrotherwatch.org.uk/wp-content/uploads/2014/07/Communications-Data-Briefing.pdf> 
accessed 9 October 2017. 
3 Liberty v Secretary of State for the Home Department and Others [2018] EWHC 975, [145]. 
4 Sophie Stalla-Bourdillon, Evangelia Papadaki and Tim Chown, ÔMetadata, Traffic Data, Communications 
Data, Service Use InformationÉ What Is the Difference? Does the Difference Matter? An Interdisciplinary 
View from the UKÕ in Serge Gutwirth, Ronald Leenes and Paul De Hert (eds), Data Protection on the Move 
(Springer 2016), 438. 
5 Section 87(11) of the IPA 2016. 
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3.2!Communications data and/or Metadata: What is it, and where does it come 

from? 
 

When discussing data retention, the terminology used is often either communications data or 
metadata. For the purposes of this thesis, they are one and the same.6 It is sometimes described 
as data about data i.e. all other information excluding the content, the where, when, who, how 
long, and how (of communications).7 This includes information about the time, duration, and 
location of a communication as well as the phone numbers or email addresses of the sending 
and receiving parties.8 This may also include device information i.e. make/model number.9 But 
where does this data come from? Bruce Schneier10 explains that computers constantly produce 
data through their input and output, but also as a by-product of everything they do. 
 
Computers continuously document what they are doing i.e. your word processor keeps a record 
of what you have written, even overwritten versions of what you have written, and only erases 
them when disk space is needed for something else.11 Schneier further explains that connecting 
to the internet only increases the amount of data that is produced, whether it be websites visited, 
ads clicked on or words typed. Your computer, the sites you visit, the computers in the network 
all produce data. Your browser sends data to websites about the software you have, when it 
was installed, the features enabled, to the point where one can be uniquely identified,12 by for 
example, unique device IDs (discussed below).  
 
Schneier also notes that data is a by-product of modern technological social interactions, such 
as the use of social media i.e. Facebook, Twitter, Instagram and Google. These systems do not 
just transfer data, they also create records of your interactions with others.13 Schneier continues 
that mobile phones are constantly producing data about your general location. Use of that 
phone produces even more data, and with smart phones more still due to the data production 
of apps and GPS receivers.14 Newell notes that: 
 

Metadata is generated whenever a person uses an electronic device (such as a computer, 
tablet, mobile phone, landline telephone, or even a modern automobile) or an electronic 
service (such as an email service, social media website, word processing program, or 
search engine). Often, this results in the creation of considerable amounts of 
information (metadata).15  

 
On the notion of smart phones and social media, Abdulaziz Almehmadi details what he calls 
the spy in your pocket.16 Almehmadi notes that smart features on your smartphone are not just 
tools for collecting personal information for sale, but harvesting information from sensors via 
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6 Big Brother Watch, (n2). 
7 ibid. 
8 Bryce Clayton Newell, ÔThe Massive Metadata Machine: Liberty, Power, and Secret Mass Surveillance in the 
U.S. and EuropeÕ (2014) I/S A Journal of Law and Policy for the Information Society 10:2 481, 488. 
9 ibid. 
10 Bruce Schneier, Data and Goliath: The Hidden Battles to Collect Your Data and Control Your World (W.W. 
Norton 2016), 15. 
11 ibid. 
12 ibid, 15-16. 
13 ibid, 16. 
14 ibid. 
15 Bryce Clayton Newell, (n8), 488. 
16 Abdulaziz Almehmadi, The Spy in Your Pocket (CreateSpace Independent Publishing Platform 2017). 
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app permissions.17 Almehmadi gives the example of information collected from ones Global 
Positioning System (GPS), camera, microphone and contact list.18 Schneier continues that 
making purchases creates data, modern cars generate yet more data, from the speed, to how 
hard pedals are pressed19 
 
Schneier came to the conclusion that he had been looking at things backwards, for example, a 
refrigerator is not a refrigerator with a computer, itÕs a computer that keeps food cold, your 
phone is a computer that makes calls, your car is a computer with wheels and an engine.20 
Schneier rightly points out that computers are becoming increasingly embedded into more and 
more products that are connected to the internet21 (discussed in greater detail in Chapter 6) 
which, consequently, will increase the amount of data produced.22 
 

3.3!Is communications data just as intrusive as content? 
 
Communications data has often been distinguished from the content of communications. To 
understand this distinction, it is necessary to understand what content actually means. Content 
is usually described as what is within a message such as the body of an email or conversation 
over the telephone (authorÕs emphasis).23 The IPA 2016, s.261(6) defines content as any 
element of the communication or data logically associated with which reveals anything of what 
might reasonably considered the meaning of the communication. Section 261(6)(a) and (b), 
however, considers inferences24 that can be drawn from communications does not equate to 
content, neither does systems data25 as set out in s.263(4).26 Systems data is described as data 
which may be used: to identify, or assist in identifying, any person, apparatus, system or 
service; to identify any event; or to identify the location of any person, event or thing.27  
 
This section deals with controversy surrounding the intrusiveness of communications when 
compared to content. 
 

(a)! Not as Intrusive?  
 
UK courts have had a tendency to acknowledge that interception of content is more intrusive 
than access to communications data.28 This is also, and not surprisingly, the position of various 
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17 ibid, 28. 
18 ibid, 29-38. 
19 Bruce Schneier, (n10), 17. 
20 ibid, 18. 
21 ibid, 18. 
22 ibid, 20. 
23 Davis & Ors, R (on the application of) v Secretary of State for the Home Department & Ors [2015] EWHC 
2092 (Admin), [13]. 
24 Explanatory notes to IPA 2016, para 728. 
25 Which means any data that enables or facilitates, or identifies or describes anything connected with enabling 
or facilitating, the functioning of any of the followingÑ  (a) a postal service; (b) a telecommunication system 
(including any apparatus forming part of the system); (c) any telecommunications service provided by means of 
a telecommunication system; (d) a relevant system (including any apparatus forming part of the system); (e) any 
service provided by means of a relevant system. 
26 Explanatory notes to IPA 2016, (n24), incorrectly refers to s.264 for the definition of systems data, para 729. 
27 Explanatory notes to IPA 2016, (n24), para 735. 
28 Davis, (n23), [81]; Liberty and Others v Government Communication Head Quarters and Others [2014] 
UKIPTrib 13_77-H, 5 December 2014, [34], [111], [114]. 
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law enforcement agencies e.g. the National Crime Agency, police forces etc,29 and GCHQ.30 
This was also the position of the then Independent Reviewer of Terror Legislation, David 
Anderson Q.C.31 The Intelligence and Security Committee (ISC) of the UK Parliament 
acknowledged that communications data makes it possible to build a richer picture of an 
individual, but they were of the opinion that it was significantly less intrusive than content 
(authorÕs emphasis).32 The then Home Secretary, Theresa May MP likened the newly defined 
ICRs as the modern equivalent of an itemised phone bill.33 In Schrems, the Court of Justice of 
the European Union (CJEU) maintained that the legislation permitting the public authorities to 
have access on a generalised basis to the content of electronic communications must be 
regarded as compromising the essence of Article 7 (Article 8 ECHRÕs corresponding right) of 
the Charter of Fundamental Rights (CFR) (authorÕs emphasis).34 In contrast, the CJEU in 
Digital Rights Ireland held that data retention does not adversely affect the essence of Article 
7 and Article 8 (data protection) because it does not permit the acquisition of knowledge of the 
content of the electronic communications as such (authorÕs emphasis).35 The essence of the 
right (which may be similar to the Ôvery substance of the rightÕ)36 is adopted from the 
jurisprudence of the European Court of Human Rights (ECtHR).37 The ECtHR have used the 
essence of the right for various Convention Rights38  and therefore, there is no reason why this 
could not be adopted for the interpretation of Article 8. Though not defined, Hoyano indicates 
that it may mean that there is an absolute indispensable core to the right which cannot be 
impaired regardless of the circumstances of any particular instance.39 The ECtHR in Uzun v 
Germany40 regarded surveillance via GPS interfered less with Article 8 than interception of 
phone calls. This was used as justification by the Investigatory Powers Tribunal (IPT) in 
Liberty and Others v GCHQ and Others to maintain that interference with communications 
data as a whole was not as serious as interception.41  
 
In the USA, there has been an inconsistent approach in regards to communications data. The 
District Court for the Southern District of New York42 highlighted that telephone service 
subscribers maintained no legitimate expectation of privacy in their call data, whereas the 
District Court for D.C.43 maintained there is a very significant expectation of privacy.44 
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29 David Anderson, ÔA Question of Trust, Report of the Investigatory Powers ReviewÕ (June 2015, 
<https://terrorismlegislationreviewer.independent.gov.uk/wp-content/uploads/2015/06/IPR-Report-Print-
Version.pdf> accessed 2 March 2016, para 9.30. 
30 ibid, para 10.40(c). 
31 ibid, Annex 2(5), 10.28, 14.53.  
32 Intelligence and Security Committee, Privacy and Security: A modern and transparent legal framework 
(2014, HC 1075) para 143(V). 
33 Theresa May, ÔHome Secretary: Publication of draft Investigatory Powers BillÕ (4 November 2015) 
<https://www.gov.uk/government/speeches/home-secretary-publication-of-draft-investigatory-powers-bill> 
accessed 3 April 2017.  
34 Case C�;362/14 Schrems [2015] ECR-I 650, [94].  
35 Joined Cases C-293/12 and C-594/12 Digital Rights Ireland and Seitlinger and Others [2014] ECR I-238, 
[39-40]. The High Court took the same approach in Liberty v Secretary of State for the Home Department and 
Others [2018] EWHC 975, [3]. 
36 Geotech Kancev GMBH v Germany App no. 23646/09 (ECHR, 2 June 2016), [51]. 
37 Laura Hoyano, ÔWhat is balanced on the scales of justice? In search of the essence of the right to a fair trialÕ 
(2014) Crim. L.R. 1 4, 11. 
38 ibid. 
39 ibid, 15. 
40 Uzun v Germany App no. 35623/05 (ECHR, 2 September 2010), [66]. 
41 Liberty and Others, (n28) [34], [111], [114]. 
42 ACLU v Clapper, 2013 WL 6819708 (S.D.N.Y. Dec. 27, 2013). 
43 Klayman v Obama, 2013 WL 6571596 (D.D.C. Dec. 16, 2013). 
44 Bryce Clayton Newell, (n8), 510-511. 
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However, on 22 June 2018, the US Supreme Court ruled that the Government violates the 
Fourth Amendment (unreasonable search and seizure) by accessing mobile phone location data 
without a search warrant where there is a legitimate privacy interest.45 This, however, was only 
confined to a type of communications data, location data, and it is beyond the scope of this 
thesis to consider what a Ôlegitimate privacy interestÕ entails. These contrasting views highlight 
that there is still a line drawn between communications data, and the content of said 
communications. Kift and Nissenbaum, however, argue that the National Security AgencyÕs 
(NSA) position that metadata is non-sensitive data no longer makes sense, nor did it to begin 
with, because it always created an expectation of privacy.46 
 

(b)! Just as, if not More Intrusive? 
 
One of the key elements of classifying content as more intrusive than communications data is 
the assumption that people are more concerned about what they are actually saying, than who 
they are saying it to. The truth of the matter is that sometimes people care more about the 
communications data than the content.47  For example, an email reply with just the text ÔlolÕ 
reveals very little, but the communications data associated with that email can reveal the 
sender/recipient email address, the date and time it was sent, the subject line, the service used 
of both sender and recipient, the anti-spam application used and in some instances an 
approximate location of the sender.48  
 
As Schneier suggests, communications data gives us context,49 and context matters because it 
gives us meaning.50  It has been noted that the effect of communications data Ôis that a very 
comprehensive dossier on an individual's private life can be produced (including contacts, 
where he or she has been, is, or will be going, and his or her interests and habits).Õ51 This 
opinion has also been endorsed by the German Constitutional Court where they believed that 
Õit cannot automatically be assumed in this connection that recourse to these [sic] data carries 
fundamentally less weight than the content-based monitoring of telecommunications.Õ52 The 
following press release stated that Ô[e]ven though the storage does not extend to the contents 
of the communications, these data may be used to draw content-related conclusions that extend 
into the usersÕ private sphere (authorÕs emphasis).Õ53 Saiban and Sykes have also supported this 
notion by stating that Ô[a]lthough the content of the data may not be revealed, it will be clear 
from certain website and email addresses what kind of content is being viewed (authorÕs 
emphasis).Õ54 Solove is also of this opinion.55 This highlights the problematic definition of 
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45 Carpenter v. United States, No. 16-402, 585 U.S. ____ (2018). 
46 Paula Kift and Helen Nissenbaum, ÔMetadata in Context - An Ontological and Normative Analysis of the 
NSA's Bulk Telephony Metadata Collection ProgramÕ (2017) ISJLP 13 333. 
47 Daniel Solove, Understanding Privacy (Harvard University Press 2009), 68; Daniel Solove, ÔReconstructing 
Electronic Surveillance LawÕ (2004) 72 The George Washington Law Review 1701, 1728. 
48 Guy McDowell, ÔWhat Can You Learn From An Email Header (Metadata)?Õ (13 August 2013) 
<http://www.makeuseof.com/tag/what-can-you-learn-from-an-email-header-metadata/> accessed 4 April 2017. 
49 Bruce Schneier, (n10), 26. 
50 Penny Tompkins and James Lawley, ÔContext MattersÕ (5 April 2003) 
<http://www.cleanlanguage.co.uk/articles/articles/205/1/Context-Matters/Page1.html> accessed 3 April 2017. 
51 Nick Taylor, ÔPolicing, privacy and proportionalityÕ (2003) European Human Rights Law Review 86, 97. 
52 BVerfG, judgment of the First Senate of 02 March 2010 - 1 BvR 256/08 - Rn. (1-345), [227]. 
53 Bundesverfassungsgericht, ÔData retention unconstitutional in its present formÕ (March 2010) 
<https://www.bundesverfassungsgericht.de/SharedDocs/Pressemitteilungen/EN/2010/bvg10-011.html > 
accessed 4 April 2017.  
54Jason Saiban and John Sykes, ÔUK ANTI-TERRORISM ACT 2001 & ISPÕS: A CYBER CHECK-POINT 
CHARLIE?Õ (2002) Computer Law & Security Review 18:5 338, 338.  
55 Daniel Solove, Reconstructing Electronic Surveillance Law, (n47), 1726-1728.  
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content in s.261(6) of IPA 2016 as it essentially proclaims content is meaning, but not that kind 
of meaning that can be gained from the communications data (even if it produces the same 
meaning). The explanatory notes to the IPA 2016 noted that Ô[w]hile it is possible to draw an 
inference from the fact a person has contacted another person this is distinct from the content 
of, for example, the telephone call.Õ56 This, distinction however, does not reflect reality as a 
study by Stanford University demonstrated the type of inferences they could draw from phone 
metadata.57 
 
It is difficult to conclude that such inferences do not detail the meaning of the communication. 
Moreover, collected internet traffic data has even been regarded by Alberto Escudero-Pascual 
and Gus Hosein as mildly more sensitive than traditional telephone traffic data (authorÕs 
emphasis).58 This is why it was unhelpful for the then Home Secretary, Theresa May MP to 
claim that ICR were equivalent to phone bills as her own evidence submitted to the draft Joint 
Committee of the Investigatory Powers Bill demonstrated that communications data goes well 
beyond just billing data.59 MayÕs statement is contradicted when considering ICRs60 as a 
telephone bill can reveal who youÕve been speaking to, when and for how long, but your 
internet activity reveals everything you do online (authorÕs emphasis).61 
 
This is why it has been suggested that interference with communications data at the very least 
is as just as serious as interference with content (authorÕs emphasis).62 The Royal United 
Services Institute (RUSI), considered that this might be a possibility.63 Advocate General (AG) 
Saugmandsgaard ¯e in Tele2 and Watson noted that that in the individual context a general 
data retention obligation would facilitate equally serious interference as targeted surveillance 
measures, including those which intercept the content of communications (authorÕs 
emphasis).64 The Article 29 Data Protection Working Party (WP29) was of the opinion that 
metadata and content should both have the same high level of protection.65  

 
Escudero-Pascual and Hosein have suggested that Ô[t]raffic data analysis generates more 
sensitive profiles of an individualÕs actions and intentions, arguably more so than 
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56 Explanatory notes to IPA 2016 (n24), para 728. 
57 Jonathan Mayera, Patrick Mutchlera, and John C. Mitchella, ÔEvaluating the privacy properties of telephone 
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communications content (authorÕs emphasis).Õ66 AG Saugmandsgaard ¯e in Tele2 and Watson 
maintained that risks associated with the access to communications data may be greater than 
access to the content of communications.67 As Roberts notes, the interference posed by data 
retention cannot solely be based on the nature of the data but also whom has access.68 Paul 
Bernal notes that gathering of communications data is of a greater intrusion than the 
examination of content. This is because communications data is structured, making it more 
suitable for aggregation and analysis. Furthermore, content can be disguised more easily 
through encryption69 or using coded language.70 Examples of how communications data can 
constitute a greater intrusion than content is now to be provided. Andrew Reed and Michael 
Kranch demonstrated, even with a HTTPS (encrypted) protected Netflix videos, the videos 
watched could still be identified using only the TCP/IP headers71 (which would be classed as 
relevant communications data).72 Bernal notes many intimate subjects are often deliberately 
avoided (to avoid disclosure of sexuality, religion and health information) when writing 
content, this can be determined by communications data analysis.73 
 
This revealing nature is given further weight based on its usefulness in terms of prevention or 
detection of crime, or the prevention of disorder, or prevention of death or injury or 
safeguarding national security.74  The ISC were Ôsurprised to discover that the primary value 
to GCHQ of bulk interception was not in reading the actual content of communications, but in 
the information associated with those communications (authorÕs emphasis).Õ75 The NSAÕs 
General Counsel, Stewart Baker admitted that Ômetadata absolutely tells you everything about 
somebody's life. If you have enough metadata, you don't really need content (authorÕs 
emphasis).Õ76 Former director of the NSA and the Central Intelligence Agency (CIA), Michael 
Hayden agreed with Bakers comments as being Ôabsolutely correctÕ because Ô[w]e kill people 
based on metadata.Õ77 Using metadata from 55 million phone users in Pakistan aids NSA in 
who to target for drone strikes.78  
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Most importantly, the ECtHR in Big Brother Watch were not persuaded: 
 

[T]hat the acquisition of related communications data is necessarily less intrusive than 
the acquisition of content. For example, the content of an electronic communication 
might be encrypted and, even if it were decrypted, might not reveal anything of note 
about the sender or recipient. The related communications data, on the other hand, could 
reveal the identities and geographic location of the sender and recipient and the 
equipment through which the communication was transmitted. In bulk, the degree of 
intrusion is magnified, since the patterns that will emerge could be capable of painting 
an intimate picture of a person through the mapping of social networks, location 
tracking, Internet browsing tracking, mapping of communication patterns, and insight 
into who a person interacted with.79 

 
The ECtHRÕs position echoes arguments made in this subsection, and takes a step further than 
the CJEU in considering content and communications data as equals. This has important 
ramifications for appropriate safeguards when communications data is concerned (see Chapter 
5). One could argue that the IPT in Liberty and Others used the ECtHRÕs ruling in Uzun to 
make the distinction between communications data and content. However, the: 
 

The IPTÕs reasoning was based on the false analogy raised by the RespondentÉthat 
because GPS data didnÕt amount to the required seriousness of that of interception, the 
same principle applied to communications data. However, in accepting this analogy the 
IPT made a critical error as location data, derived from GPS isnÕt the only data that 
forms part of the broad definition of communications dataÉ Therefore, when the IPT 
gave weight to Uzun it did so by considering a case of an isolated specific type of data, 
which cannot be used to justify an argument that interference is less severe whilst 
ignoring the cumulative total of the different types of communications data.80 

 
In further support of the ECtHRÕs position, it is important to now consider communications 
data as envisaged in the IPA 2016 and the level of intrusiveness. 
 

3.4!Data by type and intrusiveness 
 
Part 4 of the IPA 2016 concerns the issuing of data retention notices. This part also provides 
insight into what data can be retained. Section 87(1) of the IPA 2016 allows the Secretary of 
State to issue retention notices on telecommunication operators to retain Ôrelevant 
communications data.Õ Section 87(4) details that telecommunications operators are not to retain 
Ôthird-partyÕ data,81 but s.87(4)(d) allows this data to be required to be retained if it is used or 
retained for a lawful purpose. Section 87(11) concerns the retention of ICRs and s.87(9)(b)(i) 
provides that retention notices can obligate data to be generated for the purposes of retention.  
It is necessary to break down and discuss relevant communications data, third party data, ICRs, 
generated data and their intrusiveness separately.  
  

(a)! Relevant Communications Data 
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According to s.87(11) of the IPA 2016, relevant communications data includes the sender or 
recipient (human or not) of a communication, its time, duration, type, mode/pattern or fact of 
communication, the telecommunications system82 the communication has been transmitted to, 
from or through and its location. 
 
These five categories, Graham Smith suggests, at face value appear to go wider than the data 
types found under the Data Retention and Investigatory Powers Act 2014 (DRIPA 2014) 
(which implemented the DRD definitions) as amended by the Counter Terrorism and Security 
Act 2015 (CTSA 2015).83 Smith notes that the scope of Ôrelevant communications dataÕ 
captures communications not just between humans. This, Smith highlights, Ôsweeps up not 
only background interactions that smartphone apps make automatically with their supplier 
servers, but probably the entire internet of thingsÕ84 (see Chapter 6). Smith continues that Ôdata 
such as the Ôtype, method or patternÕ of communicationÕ extend beyond the familiar 
sender/recipient, time and location.85 For example, logging onto Facebook via an iPhone using 
Safari.  
 
Smith highlights that when considering what relevant communications data consists of, there 
are 14 (with ÔidentifierÕ no longer present in the IPA 2016) interlinked definitions that make it 
up.86 This includes: 
 

1.! Relevant communications data, 
2.! Telecommunications system, 
3.! Person, 
4.! Communications data, 
5.! Communication, 
6.! Apparatus, 
7.! Telecommunications operator, 
8.! Telecommunications service, 
9.! Entity data, 
10.!Events data, 
11.!Entity, 
12.!Content of a communication; and, 
13.!Data.  

 
Telecommunications operator/service/system and apparatus will be dealt with in more detail 
in Chapter 6 highlighting that what can be retained is dependent on who can be obligated to 
retain. Although s.87 of the IPA 2016 refers to Ôrelevant communications dataÕ it is important 
to note that s.261(5)(a) defines communications data as either entity or events data which is or 
is capable of being held or obtained, by or on behalf of the telecommunications operators. This 
includes data held by a telecommunications operator or available directly from the network 
which identifies a person or device on the network, ensures that a communication reaches its 
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November 2015) <http://www.cyberleagle.com/2015/11/never-mind-internet-connection-records.html> 
accessed 8 April 2017.  
84 ibid. 
85 ibid. 
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intended destination, describes how a person has been using a service or is about the 
architecture of the telecommunication system itself.87 
 
Entity (which is a person or thing)88 data refers to data about entities or links between them 
and telecommunications service/systems but according to the explanatory notes does not 
include information about individual events,89 this includes phone numbers, service identifiers, 
physical address, or IP addresses.90 Section 81(1) of the Regulation of Investigatory Powers 
Act 2000 (RIPA 2000) defines person (which the IPA 2016 is silent on) as including any 
organisation and any association or combination of persons. Therefore, entity data can be 
summarised as data about an individual, any group of individuals or any object. This, therefore, 
contrary to the explanatory notes, can provide information about individual events. 
 
Events data is defined in s.261(4) and can be summarised as identifying and describing events 
taking place on a telecommunication system or other device which consist of one or more 
entities engaging in an activity at a specific point, or points, in time and space.91 The 
explanatory notes to IPA 2016 gives examples of the fact that someone has sent or received an 
email, phone call, text or social media message; the location of a person when they made a 
mobile phone call or the Wi-Fi hotspot that their phone connected to; or the destination IP 
address that an individual has connected to online.92 The explanatory notes also details that 
entity data is generally less intrusive than events data without explaining why.93 
  
Given that the relevant definitions discussed above recite ÔcommunicationÕ and ÔdataÕ 
frequently, it is important to highlight their definitions also.94 Communication is defined in 
s.261(2) as: 
 

a)! anything comprising speech, music, sounds, visual images or data of any description, 
and  

b)! signals serving either for the impartation of anything between persons, between a 
person and a thing or between things or for the actuation or control of any apparatus.  

 
Data is defined in s.263(1) which includes data which is not electronic data and any information 
(whether or not electronic). Combining these definitions above will later highlight that the 
types of data that can be retained under Part 4 is essentially limitless. However, in order to 
make sense of the relevant communications data issue, some insight can be gleamed from the 
Home Secretary, who presented evidence to the Joint Committee on the Draft Investigatory 
Powers Bill gave a table (see Table A) of examples what is considered to be communications 
data and content.95 Although not a definitive legal source, it does give some insight into what 
is considered communications data.  
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Communications data Content 
Postal 

¥! Name of a 
customer of a postal 
product 
¥! Address of a 
customer of a postal 
product 
¥! Phone number 
of a customer of a 
postal product 
¥! Email address 
linked to a 
customerÕs account 
of a postal product 

¥! Any 
redirections 
in place on a 
customerÕs 
account 
¥! Accou
nt details 
used to pay 
for the 
service 
¥! The 
address on a 
letter or 
parcel in the 
postal 
system 

  

¥! Any 
replacement 
address put on a 
letter or parcel to 
facilitate re-
direction 
¥! Billing data 
for sending mail 
(e.g. corporate 
account) 

¥! The content of a 
letter or parcel 

NB for a postcard the 
content would be the 
message on the postcard 
and picture on the front. 
The address and other 
information added to 
facilitate delivery of the 
package would be 
communications data. 

Mobile Telephony including SMS, MMS, EMS 
¥! Cell mast 
name 
¥! Cell mast 
locations 
¥! Cell mast 
sector 
¥! Network maps 
¥! 2G/3G/4G 
coverage maps 
¥! Name/address 
of a customer 

¥! Email 
address 
linked to a 
customerÕs 
account 
¥! Devic
e identifiers 
linked to a 
customerÕs 
account Ð
e.g. IMSI, 
IMEI, Mac 
Address 
¥! Accou
nt details 
used to pay 
for the 
service 
¥! Dialle
d phone 
number 
¥! Phone 
number of a 
customer 

¥! Dialling 
phone number 
¥! Time/date/loc
ation a phone call 
was made 
¥! Device 
identifiers linked to 
a communication 
¥! Billing data 
¥! A handshake 
between a phone 
and a cell mast so 
the network knows 
where to route a call 

¥! The audio of a 
phone call 
¥! The body of a text 
message 
¥! An image sent as 
an MMS 

Internet access NB Ð this may additionally include information in relation to internet 
applications (below) where held by the internet access provider for business purposes 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
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accessed 17 April 2017. 
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Broadband Public Wi-fi  Mobile   
¥! Routing 
information 
¥! Name of a 
customer 
¥! Address of a 
customer 
¥! Phone number 
of a customer 
¥! Device 
identifiers linked to 
a customerÕs 
account Ðe.g. IMSI, 
IMEI, MAC 
Address 
¥! Email address 
linked to a 
customerÕs account 
¥! Account 
details used to pay 
for the service 
¥! User name 
¥! Password 
¥! Billing data 
¥! RADIUS logs 
(IP session 
start/stop) 
¥! Destination IP 
address and port 
number 
¥! The domain 
url (this is the part 
such as 
bbc.co.uk)** 
¥! Server Names 
indicator** 
¥! Public source 
IP address and port 
number 
¥! Time/date/loc
ation of an internet 
communication 
¥! Device 
identifiers linked to 
a communication 
¥! Volumes of 
data 
uploaded/download
ed 

Instead of the 
location/addre
ss of the 
broadband 
router the 
following data 
may 
additionally 
be captured: 

¥! Wi-fi 
access point 
name 
¥! Wi-fi 
access point 
address 
¥! Wi-fi 
access point 
device 
identifiers 
e.g. MAC 
address 
¥! Cover
age maps 

  
NB Ð What 
may appear as 
a single wi-fi 
access session 
to a customer 
may actually 
constitute 
multiple 
sessions 
using differen
t wi-fi access 
points or a 
number of 
applications 
on a device 
opening 
separate 
connections. 
A session may 
also use 
mobile data 
for some 
periods where 
the data in the 
next column 

Instead of the 
location/address of 
the broadband router 
the following data 
may additionally be 
captured: 

¥! Cell mast 
name 
¥! Cell mast 
sector 
¥! Cell mast 
locations 
¥! Network maps 
¥! 2G/3G/4G 
coverage maps 
¥! Device 
identifiers (e.g. 
MAC address, 
IMSI, IMEI) of the 
device connecting 
to the mobile 
internet Ð e.g. 
phone, tablet, 
dongle 
¥! Device 
identifiers (e.g. 
MAC address) of 
any other devices 
using the internet 
through that 
connection (some 
devices can 
broadcast their 
signal allowing 
another device to 
use their 
connection). 
¥! A handshake 
between a phone 
and a cell mast so 
the network knows 
where to route a 
mobile data session 
¥! NAT/PAT 
logs 

  
NB Ð what may 
appear to a customer 
to be a single mobile 

¥! The url of a 
webpage in a browsing 
session (e.g. 
www.bbc.co.uk/news/s
tory or news.bbc.co.uk 
or 
friendÕsname.facebook.
com) 
¥! The content of the 
webpages being 
viewed, including any 
text, images, audio and 
videos embedded in the 
page 
¥! The names and 
content of any files 
transmitted over a peer 
to peer connection 
¥! Private posts 
being transmitted to or 
viewed on a webserver 
*  
¥! A like message 
being posted on social 
media * 

  
NB Ð in practice an 
internet access provider is 
often unable to 
distinguish what traffic it 
is carrying from a source 
IP to a destination IP. 
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¥! Location/addr
ess of access point 
such a broadband 
router 

  

will be 
relevant 
  

  

internet session may 
be multiple sessions 
for the same reasons 
as for public wi-fi 
access. 

Internet applications (such as Internet Telephony, Internet email) 
¥! Routing 
information 
¥! Name of a 
customer 
¥! Address of a 
customer 
¥! Phone number 
of a customer 
¥! Email address 
linked to a 
customerÕs account 
¥! Time/date/loc
ation at 
logon/logoff/reconn
ect 

¥! Accou
nt details 
used to pay 
for the 
service 
¥! User 
name (or 
other 
credentials 
used to 
access the 
service)*** 
¥! Passw
ord 
¥! Billin
g data 

  

¥! Email address 
of the sender or 
recipient of an 
email 
¥! Caller and 
callee for voip calls 
¥! Source IP 
address and port 
number 
¥! Message type 
(e.g. email, IM) 
¥! Time/date/loc
ation of each 
internet 
communication 

¥! The body of an 
email 
¥! The subject line of 
an email 
¥! Any attachments 
to an email 
¥! The audio/ visual 
of an internet call 
¥! The messages 
comprising a 
conversation in an 
internet chat 

Table A 
 

(b)! Passwords and Usernames  
 
The definition applies to username and passwords associated with Broadband (i.e. BT, Virgin, 
Talktalk) and what the Home Secretary regards as Internet applications such as Internet 
telephony (i.e. Skype, Whatsapp) and Internet email (i.e. Gmail, Hotmail etc). It must be noted 
that Internet applications does not appear to be limited to Internet telephony and Internet email, 
and this therefore could include web browsing (i.e. Safari, Chrome), peer-to-peer services (i.e. 
BitTorrent, Utorrent).96 This can also include media (i.e. Youtube, BBC iPlayer) information 
search (i.e. Google search, Bing search), communities (i.e. Facebook, Twitter), entertainment 
(i.e. Playstation Network, X-Box Live, Netflix), e-business (i.e. Amazon, eBay), finance (i.e. 
Barclays online banking) and other applications.97 Many of these applications can overlap, but 
the examples serve to highlight the breadth of coverage.  
  
As Kevin Fu et al note 
 

Passwords are the primary means of authenticating users on the Web today. It is 
important that any Web site guard the passwords of its users carefully. This is especially 
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96 Encyclopaedia ÔInternet ApplicationsÕ <http://www.encyclopedia.com/computing/news-wires-white-papers-
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97 National Institute of Open Schooling ÔInternet Applications and ServicesÕ 
<http://oer.nios.ac.in/wiki/index.php/INTERNET_APPLICATION_AND_SERVICES> accessed 10 April 
2017. 
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important since users, when faced with many Web sites requiring passwords, tend to 
reuse passwords across sites.98 

 
They continue that Ô[c]ompromise of a password completely compromises a user.Õ99 It is this 
compromising nature which puts passwords and usernames at the most intrusive end of 
communications data. Some passwords need not be stored for authentication,100 would they 
require generation for the purposes of retention via s. 87(9)(b)(i)? If a Broadband provider 
provides the router, this will contain network/router username and password, which would be 
classed as communications data. Obtaining a routerÕs username and password can lead to 
malicious actors pretending to be genuine sites with the aim of stealing username and 
passwords for other internet applications, such as bank details.101 Obtaining network username 
and password can lead to all traffic being intercepted.102 If any of the traffic is difficult to 
intercept because of the use of a third party application (which uses encryption), then the 
username and password for these services (which would fall under Internet applications) could 
also be used to defeat encryption. Moreover, if the username and password for example, 
Google Password Manager103 was compromised, this would reduce the difficulty in gaining 
access to other Internet applications. This not only demonstrates an example of entity data104 
being more intrusive than events data, but how two types of communications data could 
compromise essentially anything done online. These two types of data alone would make any 
argument that content is more intrusive than communications data superfluous because not 
even the services provided to the consumer can guarantee safety,105 let alone the 
Government.106 
 

(c)!  Unique Identifiers and Location Data  
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100 Leigh Lundin, ÔPINs and Passwords, Part 2Õ (11 August 2013) <http://www.sleuthsayers.org/2013/08/pins-
and-passwords-part-2.html> accessed 10 April 2017. 
101 Michael Horowitz, ÔDefending your router, and your identity, with a password changeÕ (19 March 2008) 
<https://www.cnet.com/uk/news/defending-your-router-and-your-identity-with-a-password-change/> accessed 
10 April 2017.  
102 Mike Chapple, ÔWireshark tutorial: How to sniff network trafficÕ TechTarget (Newton, Massachusetts, 
October 2008) <http://searchsecurity.techtarget.com/tip/Wireshark-tutorial-How-to-sniff-network-traffic> 
accessed 10 April 2017. 
103 Amit Agarwal, ÔAccess your Passwords from Anywhere with Google Password ManagerÕ (1 February 2016) 
<https://www.labnol.org/internet/google-passwords-manager/29077/> accessed 10 April 2017; Abdulaziz 
Almehmadi, (n16), 60-61. 
104 Home Office, ÔCommunications Data DRAFT Code of PracticeÕ (November 2017) 
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There are various identifiers for phones alone. 107 Table A also regards device identifiers that 
are linked to a customerÕs Broadband/mobile account as communications data. Moreover, this 
includes the identifiers associated with communications associated with said 
Broadband/mobile service. Finally, communications data also consists of Wi-Fi access point 
identifiers, device identifiers when using mobile internet and any devices identifiers of any 
other devices using the internet through that connection. The Home SecretaryÕs evidence gives 
an example of such identifier, the Media Access Control (MAC). These are unique hardware 
numbers for computers.108 Bluetooth technologies periodically advertise MAC addresses.109 
According to Edward Snowden the NSA has a system that tracks the movements of everyone 
in a city by monitoring the MAC addresses of their electronic devices,110 Cunche agrees this is 
very possible,111 with traffic and retail store monitoring already happening.112 Tim Banks 
argues that Ôthere is a greater probability of correlation between the owner of the device and 
the MAC address than there is of an IP address and an individual.Õ113 This is possibly because 
IP addresses can be dynamic i.e. the IP address changes each time there is a new connection to 
the internet, as noted in Breyer,114 whereas MAC addresses are not (unless hidden by the device 
owner).115 Mapping the movements is also possible through other devices identifiers such as 
the International Mobile Subscriber Identity (IMSI) and the International Mobile Station 
Equipment Identity (IMEI) numbers. These are also classed as communications data. IMSI and 
IMEI numbers are unique mobile device identifiers, in which ISMI catchers116 can retrofit 
location monitoring technologies to determine the location of a target within one metre,117 
though they have been argued to not be as effective as once thought.118  
 
This leads to the necessary discussion regarding location data/information119 given that this 
also falls under communications data. Location data/information is regarded Ôas any type of 
data that places an individual at a particular location at any given point in time, or at a series 
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of locations over time.Õ120 This also encompasses Ôgeo-positioning other than latitude, 
longitude and altitude, which can be ascertained with varying degrees of precision.Õ121 There 
is another important term, geo-location data, which refers to data generated by electronic 
devices that can be used to determine the location of the relevant devices and their users.Õ122 
The WP29 regards that Ôthe combination of a MAC address of a WiFi access point with its 
calculated locationÕ should be treated as personal data.123 Location data is also regarded as 
personal data for the purposes of Article 4(1) of the Regulation (EU) 2016/679 (General Data 
Protection Regulation (GDPR)).  
 
In Recommendation AAA, the ISC regards approximate location data to be not as sensitive as 
communications data plus because the latter includes a more detailed class of information about 
a personÕs habits, such as preferences or lifestyle choices and websites visited.124 However, as 
Teresa Scassa125 and Anne Uteck126 have suggested, location data can be used to create a data 
picture of movements of identifiable individuals.127 Rozemarijn van der Hilst would go further 
than the WP29 and GDPR and argue that location could be considered Ôsensitive personal 
dataÕ128 or a Ôspecial category of personal data because Ôit can reveal information about a 
personÕs habits, (future) whereabouts, religion, and can even reveal sexual preference or 
political views.Õ129 This highlights not only that location data can reveal very intimate details, 
it can be used to make future predictions based on current data possessed.130 Though the WP29 
did acknowledge that: 
 

A behavioural pattern may also include special categories of data, if it for example 
reveals visits to hospitals and religious place, presence at political demonstrations or 
presence at other specific locations revealing data about for example sex life.131 

 
Sensitive/special categories of personal data is defined in Article 9(1) of the GDPR as: 
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[P]ersonal data revealing racial or ethnic origin, political opinions, religious or 
philosophical beliefs, or trade union membership, and the processing of genetic data, 
biometric data for the purpose of uniquely identifying a natural person, data concerning 
health or data concerning a natural person's sex life or sexual orientation...  

 
The Grand Chamber (GC) of the ECtHR in S and Marper highlighted that where ethnic origin 
can be inferred from data, their retention is Ôall the more sensitive and susceptible of affecting 
the right to private life.Õ132 Abdulaziz Almehmadi details a real-life example of how Google 
Maps could generate a pattern of lifestyle, who one is and how time is spent based on location 
data emitted from a mobile phone.133 Prior to this, Kai Biermann noted how our own phones 
betray us, 134 giving the example of Malte Spitz of the German Green party who published the 
data that was retained under GermanyÕs data retention laws. Zeit Online created an interactive 
map which detailed SpitzÕs movements,135 based on nearly 36000 data points. 136 Biermann 
continued that this data revealed: 
 

[W]hen Spitz walked down the street, when he took a train, when he was in an airplane. 
It shows where he was in the cities he visited. It shows when he worked and when he 
slept, when he could be reached by phone and when was unavailable. It shows when he 
preferred to talk on his phone and when he preferred to send a text message. It shows 
which beer gardens he liked to visit in his free time. All in all, it reveals an entire life 
(authorÕs emphasis).137  

 
In 2011, Mark Gasson et al conducted a study138 of tracking four individuals from three EU 
Member states via their GPS enabled mobile phones. Their location data were stored in a 
central database for automated and manual processing (akin to data retention) in order to form 
profiles. Gasson et al noted that based on location data, a job profile could likely be drawn for 
certain participants.139 Gasson et al were also able to infer the relationship (a business) between 
two of the participants based on travel patterns.140 Gasson et al were also able to infer that one 
participant was in some way involved with children, based on trips to the park and 
kindergarten.141 Based on routine, Gasson et al were also able to infer shopping habits based 
trips to petrol stations.142 On the issue of sensitive personal data, Gasson et al noted that 
although determining a participantÕs religion was inconclusive it may be possible to classify a 
personÕs specific religion with some degree of certainty, due to the fact that most mainstream 
religions have a defined routine, held in identifiable locations.143 A point that Gasson et al note 
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is that based on just the data examined there was Ôreal potential for incorrect conclusions being 
reached based on the data.Õ144 This could have significant impact on individuals.145 
 
In 2006, using raw GPS data, Lin Liao et al146 were able to make inferences about daily 
activities and movements and even when routine was broken. Gerald Friedland and Robin 
Sommer were able to find private addresses of celebrities as well as the origins of otherwise 
anonymized Craigslist posting from geo-location data.147 A website called ÔI know where your 
cat livesÕ148 uses location data from EXIF images149 which is uploaded on social media to 
broadcast where cats live, therefore revealing addresses. Dr Alex Pentland, director of MIT's 
Human Dynamics Laboratory noted that '[j]ust by watching where you spend time, I can say a 
lot about the music you like, the car you drive, your financial risk, your risk for diabetes.Õ150  
 
The WP29 highlighted that behavioural patterns Ômay also include data derived from the 
movement patterns of friends, based on the so-called social graph.Õ151  van der Hilst noted that 
there Ôis a possibility that the use of location tracking devices causes effects that are so harmful 
to an individual or to society at large.Õ152 In doing nothing, we may Ôend up being a society that 
distrusts, that we break down the social fabric that we call networked groups and allow 
ourselves to be taken control over by the techno-political elite.Õ153 The societal value of privacy 
is highlighted and the potential for its devaluation to change society forever. This is all the 
more serious as location data is difficult to anonymise.154  
 

(d)! Third Party Data 
 
During written evidence to the Joint Committee on the draft Investigatory Powers Bill 
(JCDIPB) the Home Office noted that there were no proposals being brought forward for the 
retention of third party data.155 This section will prove that although there may have been no 
proposals (when in fact there were),156 third party data retention is still possible. Third party 
data is described as Ôinformation thatÕs collected by an entity that doesnÕt have a direct 
relationship with consumersÕ157 or anyone.158 Or more specifically, where Ôone 
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telecommunications operator is able to see the communications data in relation to applications 
or services running over their network, but where they do not use or retain that data for any 
purpose.Õ159 As noted above, s.87(4)(d) of the IPA 2016 allows third party data to be retained 
if it is used or retained for a lawful purpose. BT in their written submissions highlight that to 
obtain third party data from Facebook, it would have to Ôexamine all the data, including the 
content.Õ160 In order to do this, BT would have to conduct Deep Packet Inspection (DPI) which 
enables the ISP to access information addressed to the recipient of the communication only.161 
This, as the European Data Protection Supervisor (EDPS) maintains, requires the interception 
of the metadata and content (authorÕs emphasis).162 Therefore, s.87(4)(d) allows data that has 
been intercepted to be retained and in doing so stretches beyond what is argued to be 
communications data as DPI can allow the original content of the communication to be 
reconstructed in full and analysed.163 There is no indication in the IPA 2016 that such data 
would be treated as content.  
 
Moreover, this can be imposed on telecommunications operators via s.87(9)(b)(i) by requiring 
them to process data for the purposes of retention. iiNet (in an Australian context) argued that 
data retention would force commercial businesses to become agents of the state in storing and 
safeguarding large databases they have no business need to do so.164 This is certainly true for 
UK businesses when one considers that data generated can be obliged. 
 
The WP29 also opined that requirements for operators to retain traffic data which they do not 
need for their own purposes would constitute a derogation without precedent to the 
finality/purpose principle.165  
 
Steven Dalby noted that it is Ôseriously overstatedÕ that service providers engage in data 
retention for their own purposes to track URLs, source and destination IP addresses, e-mail 
headers and the like.Õ166 However, BTÕs own Broadband privacy policy indicates that they keep 
information about how their Broadband is used, to manage traffic flows (traffic management), 
improve services and for marketing purposes (authorÕs emphasis). BT notes that this includes 
(and therefore is not limited to) IP addresses and other traffic data including websites 
individuals have visited.167 They also state that the law requires them to keep certain (not 
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defined) information about service use for 12 months for law enforcement and national security 
purposes. 
 
There are issues to be taken with the position adopted by BT. Firstly, Sophie Stalla-Bourdillon 
noted that website names are application-level metadata, and would require DPI to obtain this 
information,168 and therefore BT would be conducting interception. Secondly, traffic 
management is possible without the use of DPI, thus enhancing both privacy and security.169 
Thirdly, BT does not define what it considers traffic data, so it is impossible to deduce just how 
intrusive the policy is, but there is some indication based on keeping information on ÔhowÕ 
their services are used i.e. as noted, what websites are visited. Fourthly, the EDPS has 
maintained that traffic management policies other than for maintaining delivery and security 
of service (including limiting congestion) should require consent.170 Fifthly, BT have misstated 
the law, the law does not require them to retain data for 12 months, the law permits the 
Secretary of State and Judicial Commissioner to oblige them to retain data for 12 months, and 
more importantly, this fact should not be made public according to s.95(2) of the IPA 2016 
unless the Secretary of State has approved (s.95(4) of the IPA 2016). If retaining data for 12 
months without a notice served, this would run contrary to data protection and human rights 
standards. Sixthly, the information BT stores may be used for purposes beyond law 
enforcement and national security whether the obligation came from s.1 of DRIPA 2014 or 
s.61(7) of the IPA 2016. Seventhly, and possibly the most worrying is that s.46 of the IPA 2016 
could allow this interception in any event. Section 46(2) allows any business (s.46(4)(a)) to 
conduct interception if it constitutes a legitimate practice reasonably required for the purpose, 
in connection with the carrying on of any relevant activities for the purpose of record keeping. 
Subsection 2(b) indicates that this includes communications relating to business activities. Due 
to being vaguely defined, this essentially allows interception for Ôbusiness purposes.Õ This 
would fit with the Home OfficeÕs narrative in 2009 where they noted that ÔDPI is a term used 
to describe the technical process whereby many communications service providers currently 
identify and obtain communications data from their networks for their business purposes 
(authorÕs emphasis).Õ171  Given the definitions of communication and data noted in s.261(2) 
and s.263(1) what is to stop for example, another Phorm scandal?172 This involved BT, 
TalkTalk and Virgin Media making a deal with Phorm to covertly intercept traffic of their 
customers. If Regulations are made for business purpose interception, s.87(4)(d) would not 
apply because this would constitute a lawful purpose for retention. Therefore, this could allow 
interception of data and its retention173 unsuspectedly, therefore again, highlighting the severity 
of interference and that third-party data actually can be retained.  
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(e)!  Internet Connection Records 
 
Internet Connection Records are defined in s.62(7) of the IPA 2016 as communications data 
which may be used to identify or assist in identifying a telecommunications service when a 
communication occurs and the data that is generated or processed by the telecommunications 
operator when supplying said service to the sender of the communication. It is essentially a list 
of our online activity.174 
 
Section 62(7) itself does little to highlight this, nor is it further clarified in the explanatory 
notes, nor does the technical standards of the Internet define them.175 ICRs do not Ônaturally 
exist within the technical infrastructure of a telecommunications operatorÕ and so would have 
to make infrastructural changes in order generate and retain ICRs (authorÕs emphasis).176 The 
Government did indicate that ICRs are Ôrecords of the internet services that have been accessed 
by a deviceÕ for example Ôa record of the fact that a smartphone had accessed a particular social 
media website at a particular time.Õ177 The Government further maintained that ICRs do not 
provide a full browsing history, nor does it reveal every webpage that a person visited or any 
action carried out on that webpage.178 
 
Claiming that ICR does not reveal every webpage visited (which Graham Smith and Open 
Rights Group think otherwise)179  does not detract from the fact that they are a truncated form 
of everyoneÕs180 web browsing history181 which can be very revealing.182 Many have noted that 
retaining ICR will reveal sensitive personal information, such as political and religious views, 
sexual orientation, health conditions and spending habits.183 Liberty and others184 also noted 
that equating phone bills with ICRs is a false  comparison as they would provide (or at least 
that is the intention)185 a detailed record of a 12 month log of websites visited, communications 
software used, system updates downloaded, desktop widgets used (e.g. calendars, notes), every 
mobile app used (e.g. Whatsapp, Signal, Google Maps), and logs of any other device 
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connecting to the internet, such as games consoles, baby monitors, digital cameras and e-book 
readers.186 Due to the absence of definition of an Ôinternet communications servicesÕ noted in 
s.62(4)(b)(i) and (5)(c)(i) of the IPA 2016,187 it is likely that a natural meaning would be used 
and thus potentially very expansive. Acquiring what is considered ICR would also require some 
form of DPI to intercept all packets to determine what is and what is not communications 
data.188 Moreover, this would capture third party data,189 which again disproves the position of 
the Home Office regarding not wanting third party data retention.190 Given that it has been 
noted that ICRs would require generation for retention, it is important to consider data 
generation for the purposes of retention. 
 

(f)!  Generated Communications Data 
 
As noted above, ICR would need to be generated in order to be retained, this however, does 
not limit the possibilities for other data to be retained. As techUK noted, a CSP may be required 
to generate data about the location of its users and then store that data purely for the purposes 
of law enforcement.Õ191 Moreover, s.87(9)(b) can place requirements for obtaining (including 
by generation) data for the purpose of retention. Smith asked the question as whether this could 
mean that a telecommunications operator could obligate a customer or third party to generate 
data so it could be obtained and retained,192 such as Sonos (wireless sound system) compelling 
its customers to accept their new privacy policy (which collects more data e.g. email addresses 
and location data) or risk their sound system ceasing to function.193 Telecommunications 
operators could be obligated to conduct traffic and social network analysis and data mining194 
either to be obtained or generated for retention purposes, increasing the severity of 
interference.195 Furthermore, s.87(9)(b) can also impose requirements for the processing of 
data for retention. This point is highlighted due to the fact that for example, MicrosoftÕs 
Windows 10196 raised significant concerns with the WP29. Their concerns were based on some 
of the personal data collected and further processed within Windows 10, and specifically the 
default settings or apparent lack of control for a user to prevent collection or further processing 
of such data.197 Despite changes proposed to Windows 10, the WP29 were still concerned about 
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the level of protection of usersÕ personal data,198 in which the Dutch Data Protection Authority 
found a breach of data protection laws in October 2017.199  
 
The title for Part 4, which contains the retention powers, refers not to the retention of relevant 
communications data, but to certain data. This implies that retention is not limited to relevant 
communications data. Given that s.87(9)(b) does not refer to relevant communications data but 
just Ôdata,Õ it may be possible that telecommunications operators could be obliged to 
obtain/generate and retain data as defined in s.263(1) which includes (and therefore not limited 
to) data which is not electronic data and any information (whether or not electronic). Therein 
lies the danger, because data is so broadly defined, it makes the possibilities as to what can be 
retained, endless, such as speech data allegedly being hoovered up by Instagram.200 The only 
example given is that of ICRs, but it is clear that s.87(9)(b) would not be limited to them. For 
example, it could force zero-logging201 Virtual Private Networks202 (VPNs) to now log data by 
way of generation for the purposes of retention. This would effectively defeat the purpose of 
their existence (to prevent web histories from being stored and masking locations). This means 
that data can still be more intrusive than what is considered Ôcontent.Õ This concern might not 
be as far away as some might think, Facebook has announced that it seeks to develop 
technology that would be able to read a personÕs mind in order to communicate.203 The risks 
of using brainwaves to eavesdrop and gain passwords204 is already here, which is matched by 
calls for human rights to protect mental privacy, cognitive liberty, mental integrity and 
psychological continuity.205 This is an early signpost of how Article 8 and Article 9 (freedom 
of religion/thought/conscious) interrelate as discussed in Chapter 4 in light of who can be 
obligated to retain (Chapter 6). Retention of thought data would truly encompass what Caspar 
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Bowden highlighted when he coined the term ÔCCTV for inside your headÕ206 with respect to 
data retention.  
 

(g)! The Big Data Elephant in the Room 
 
Ashlin Lee has argued that communications data retention is only the Ôtip of the data icebergÕ 
as it is but one example Ôof the emerging ecosystem of digital traces, fragments and identifiers 
that are created as a part of digitally-mediated social interactions.Õ207 Lee refers to Big Data 
(which communications data is crucial for),208 which the Oxford English Dictionary defines 
as: 
 

Extremely large data sets that may be analysed computationally to reveal patterns, 
trends, and associations, especially relating to human behaviour and interactions.209 

 
Though Shoshana Zuboff argues Big Data as of yet has no reasonable definition.210 Lee 
continues that it is tempting to focus solely on communications data retention, but to do so 
would ignore the vast amounts of data being collected and used today and the social questions 
they raise211 because Big Data systems seem to be connected to the interests of society as a 
whole (authorÕs emphasis).212  
 
As Manon Oostveen notes, on a basic level, Big Data clashes with privacy and the protection 
of personal data because the collection of data in the acquisition phase can reveal intimate 
details about a personÕs life.213 Big Data casts doubt on the distinction between personal and 
non-personal data, clashes with data minimisation, undermines informed choice,214 and 
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presents a challenge to purpose limitation.215 Its accuracy has been described as 
Ôcontentious.Õ216 It has also been argued that European data protection laws are insufficient to 
deal with Big Data due its dependency on identifiability of an individual and its focus on the 
individual (which Big Data does not concern itself with).217Big Data is likely to only benefit 
key commercial entities such as Google, Facebook or Amazon, and not  society at large,218 in 
which divisions in society could intensify,219 increasing inequality220 and even threatening 
democracy,221 especially with fake news.222 It is also the foundation of surveillance capitalism 
(see Chapter 5).223 Despite this, it has been argued that the ECtHRÕs approach to Article 8 
Ôcould prove indispensable in the age of Big DataÕ224 and may Ôlay down stricter and more far-
reaching rules and obligations than those following from the GDPR.Õ225 
 
For the purposes of the IPA 2016, Big Data would fall under the umbrella term of 
communications data, which could be retained in three ways. The first is to be found in s.87(b) 
of the IPA 2016 where retention notices can oblige telecommunications operators to retain all 
or any description of data (therefore, not even limited to Big Data). Thus, for example, Splunk, 
which uses Big Data226 to profile individuals to make them uniquely identifiable227 could be 
served with a retention notice to retain this data. It also highlights why the definition of ÔdataÕ 
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in s.263(1) of the IPA 2016 becomes important, because of the nigh unlimited228 possibilities 
of what could be retained.  
 
The second way is via data generation in which s.87(9)(b) could compel a telecommunications 
operator to generate Big Data for the purposes of retention. Big Data generation for policing 
purposes could be imposed on telecommunication operators because they are often 
Ôoverwhelmed by the sheer volume of data collected through digital surveillance methods, and 
lack the technological capabilities to use it for operational purposes.Õ229 This runs the risk of 
retaining data that produces biased230 results based on race,231 (as the ECtHR has previously 
acknowledged)232 gender and socio-economic background.233 Due to the vagueness of 
s.87(9)(b), there is no detail on how this (or what) is to be achieved, and thus the secretive234 
algorithms used,235 which can be artificially intelligent.236 
 
The third, is under what constitutes entity data. The JCDIPB referred to LINXÕs submission on 
entity data being exceptionally broad as it could include anyone interacting over a 
telecommunications operatorÕs network. 237 This would be wider still because of the definition 
of telecommunications operator (see Chapter 6) would encompass companies such as Apple, 
Facebook, Google, Microsoft, Yahoo! and others and everything they knew about everyone.238 
The JCDIPB acknowledged that given the sophisticated automated profiling of users 
undertaken by such companies, it would not be difficult to see how entity data would be 
considerably more detailed and intrusive than subscriber data as envisaged in RIPA 2000 
(authorÕs emphasis).239 The potential detail of entity data based upon the detailed automated 
profiles created was of great concern to the JCDIPB.240  
 
Continuing with entity data, David Lyon highlights social media sucks up data of ordinary 
usersÕ social activities to be quantified and classified, Big Data goes beyond this (authorÕs 
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emphasis).241 Many corporations seek to capitalise on Big Data242 as it Ôdraws on data streams 
from social and online media as well as personal devices designed to share data.Õ243 For 
example, FacebookÕs social graph, Ôa global mapping system of users and how they are related 
to each otherÕ and the biggest on the planet244 has been likened to practices of the Stasi.245  In 
2011 it was pointed out that Facebook stores up to 800 pages of personal data per user account 
which includes deleted messages, events not attended and every machine used to log into 
Facebook with (authorÕs emphasis).246 Similarly, Judith Duportail demonstrated that Tinder 
kept 800 pages of her online dating behaviour (authorÕs emphasis).247 Google is the largest and 
most successful Big Data company because it is the most visited website, thus having the 
largest data exhaust.248 It also is largely the reason the explosion in attractiveness of Big Data 
analytics.249 Big Data analytics is not just conducted by Google and Facebook, but many other 
large internet-based firms and appears to be the default model for most online startups and 
applications.250  
 
Big Data analytics is also prevalent in marketing, finance, insurance, at work, through devices 
and platforms, data brokers,251government and corporate databases, and private and public 
surveillance cameras.252 
 
Therefore, the main difference between communications data (as discussed before this 
subsection) and Big Data, is that with the latter, the data is already aggregated,253 the mosaic254 
notion of communications data, and the profiles built from them are readily available. Thus, 
the sensitive profiles of an individualÕs actions and intentions are readily retainable, further 
increasing the severity of interference. As Fisher et al put it, Ôbig data analytics is a workflow 
that distills terabytes of low-value dataÉdown to, in some cases, a single bit of high-value 
data.Õ255 As Feiler points out Ôeverybody's communicational behaviour would be automatically 
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analyzed for certain 'suspicious' communication patterns - irrespective of any anterior 
suspicion.Õ256 
 
The bias in Big Data to be retained could be based on what telecommunications are obligated 
to generate for law enforcement (due to ethnic profiling,257 which can intensify ethnic 
profiling)258 or inherent within the operations of the telecommunications operators.259  
 

(h)! Big Data, Group Privacy, the social value of Privacy and Article 8 ECHR 
 
Taylor et al noted that in the era of Big Data Ôwhere analytics are being developed to operate 
at as broad a scale as possible, the individual is often incidental to the analysisÕ but instead 
are directed at the Ôgroup level.Õ260 As van der Sloot notes, Article 34 ECHR allows groups to 
make applications to the ECtHR.261 van der Sloot continues that Ôlarge groups are or society 
as a whole is affected and that group or societal interests are underminedÕ by Big Data 
processes (authorÕs emphasis).262This reference to society allows for an important discussion 
on the social value of privacy and Article 8. Solove notes that privacy is a recognition that in 
certain circumstances it is in societyÕs best interests to curtail the power of its norms, in 
protecting the individual for the good of society.263 It has been argued that Ôthat a sociological 
analysis is useful in illuminating aspects of human rights law in ways that remain largely 
absent in legal scholarship.Õ264Regan regarded privacy a common value because we all 
recognise its importance in our lives, a public value because it is necessary to the proper 
functioning of a democratic political system, and a collective value because technology and 
market forces make it increasingly difficult for any of us to have privacy unless we all have 
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privacy at a similar level.265 Hughes builds on the latter two aspects highlighting that privacy 
is good for democracy and in terms of voter autonomy and its attraction of talented people to 
public office.266 Privacy fosters autonomous individuals, providing them with space to 
develop opinions and ideas (such as this thesis), which in turn improves society as a whole.267 
Privacy is also important for ideas unconnected to democratic functions connected to broader 
autonomy based activities such as freedom of speech and building different types of social 
relations.268 Malloggi argues that if we fail to protect the sphere of social relationships, we 
may also fail to defend a democratic state,269 and an attack on privacy is consequently an 
attack on autonomy.270 Malloggi argues that post-Snowden Ôwe know that the privacy of 
citizens has been disregardedÕ by the US and EU.271 For Malloggi, privacy is the substratum 
of every social relationship, and if privacy is defended for a group, it means that we preserve 
the individualÕs autonomy because surveillance at group level is dangerous for the 
maintenance of a democratic society and the freedom of expression which conditions it.272van 
der Sloot adds that although the ECtHR has not recognised group privacy (grouping based 
upon algorithms etc that salient features of interest, according to some particular purpose)273 
as such, they have accepted that large groups and entire towns can complain under Article 
8.274 Forgetfulness (due to data retentions endurance) is not just an individual good, but a 
social good.275 They contend that a world where everything one does is recorded and never 
forgotten is not a world conductive to the development of democratic citizens.276  
 

(i)!  An Example of the retention of the any or all description of data: Session-Replay 
Scripts and Password Managers 

 
Section 87(2)(b) of the IPA 2016 can be used to oblige telecommunications operators to retain 
all or any description of data. For the purposes of this Chapter, Session-Replay Scripts will be 
used as an example. Session-Replay scripts are third-party website analytic scripts that record 
keystrokes, mouse movements, scrolling behaviour along with the contents of the page 
visited.277 Englehardt et al note this could include information regarding medical conditions, 
credit card details, passwords without submission of said information liking it to someone 
looking over your shoulder (authorÕs emphasis).278 Englehardt et al also demonstrated how 
third-party scripts could exploit web browserÕs password managers by extracting usernames 
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and passwords.279 Websites using such third-party scripts would fall under retention 
obligations as they would be considered telecommunications services.280This would only serve 
to highlight another way in retention of communications data at the very least puts it on par 
with interception of content. 
 

3.5!Interference based upon whom has access 
 
As Roberts noted above, interference posed by data retention cannot solely be based upon the 
nature of the data but whom has access. The ECtHR has stressed that the risk of abuse is 
intrinsic to any system of secret surveillance.281 The CJEU in Digital Rights Ireland referred 
to the ECtHRÕs jurisprudence on the risk of unlawful access and use of said data282 and AG 
Saugmandsgaard ¯e highlighted the very real risk of abusive or illegal access to retained data 
based on the Ôextremely highÕ number of requests by Sweden and the UK.283 As Bernal notes, 
once data is gathered, the risks of misuse, misappropriation, hacking, loss, corruption, error 
and function creep become more apparent.284 Under the IPA 2016 many public authorities now 
have access to retained data for which sufficient justification has not been made285 which is a 
concern.286 Moreover, outside of the bodies that have lawful access, the vulnerability to e.g. 
hacking serves to increase the severity of interference posed. 
 

3.6!Conclusions 
 
This section has considered specific types of communications data, and more general 
observations to reveal just how intrusive they are. It was highlighted that two types of 
communications data, username and password, in and of themselves was enough to render 
communications data more intrusive than content, because obtaining this would completely 
compromise the individual or user. It also highlighted how intrusive other forms of 
communications data can be for example, location data which can lead to revealing sensitive 
personal data. Consideration was also given to the fact the retention of ICRs and third party 
data would require interception, the very thing that would make available the content of 
communications. These types of communications data can also reveal sensitive personal data 
and habits. Finally, as it was noted that for ICRs to exist, they would have to be generated, but 
it was highlighted that ICRs are not the only type of data that could be generated as Part 4 
leaves the possibility for other unknown types of data (such as mind data) which are not limited 
to relevant communications data to be retained. Communications data such as ICRs,287 entity 
data,288 and all and any description of data extend well beyond the data types to be retained at 
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an EU level. Said data could and would also be more intrusive than the content of 
communications. 
 
The Interception of Communications Commissioner (IoCC) in a report detailed: 
 

761,702 items of communications data were acquired by public authorities during 2015. 
An item of data is a request for data on a single identifier or other descriptor, for 
example, 30 days of incoming and outgoing call data in relation to a mobile 
telephone would be counted as one item of data.289  

 
Given what could be revealed from telephone data mentioned above290 it demonstrates how 
intrusive powers can be masked, when in reality the amount of items of data could be in the 
hundreds or thousands. Would 12 months of call data also only be classed as one item of data?  
This one item of data could tell public authorities a great deal about the individual concerned. 
A long enough history of phone communications data can be used to determine socioeconomic 
status, and can Ôaccurately reconstruct the distribution of wealth of an entire nation or to infer 
the asset distribution of microregions composed of just a few households.Õ291 This will only 
intensify with what is now considered under the umbrella term of communications data. This 
relates back to the mosaic notion of communications data in which the cumulative total of 
different types of communications data292 has to be considered. Such data may be used to 
predict gender, age group, marital status, job and number of people in the household,293 it can 
uncover the hidden patterns of our social lives, travels, risk of diseaseÑ even our political 
views.294  
 
The UN Office of the High Commissioner for Human Rights (OHCHR) also felt the distinction 
between communications data and content were no longer persuasive because it can go beyond 
even that conveyed by accessing the content of a private communication (authorÕs emphasis).295 
 
This intrusiveness intensifies further because communications data is already parsed in a 
computer-readable form that allows it to be combined with billions of other pieces of 
communications data,296 particularly in light of Big DataÕ297 which provides a ÔGodÕs eye view 
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of ourselves.Õ298 Big Data analysis is possible through retaining all or any description of data, 
the generation and obtaining of communications data and entity data. This includes traffic, 
social network analysis, and data mining which together would Ôallow for fishing expeditions 
and a continuous surveillance of the entire population,Õ299a situation Judge Pettiti warned 
against300 many years before. One in ten business in the EU (and 15% of UK businesses) 
analyse Big Data301 and this is likely to increase. 
 
Also, even if one were to follow this arbitrary distinction in intrusiveness, iiNet has 
demonstrated that embedded data about communications like Twitter, Facebook, and websites 
does in fact reveal content of communications (such as tweets), and lots of it.302 Therefore, 
even taking into account the CJEUÕs restrictive approach on the essence of right in comparison 
to data retention and access to content, making such a distinction becomes more 
unconvincing.303 Moreover, in Digital Rights Ireland the CJEU did not examine profiling or 
analytical use of data (which Big Data by itself allows) which does touch upon the essence of 
the right to privacy and others.304 It was also demonstrated that access to retained data should 
factor into the severity of interference with the rights in question. 
 
In R.E v United Kingdom305 the ECtHR acknowledged that it generally only applies strict 
criteria with regards to interception cases, but accepted this would depend on the circumstances 
of the case at hand and the level of interference with Article 8.306The ECtHR continued that it 
has not excluded the principles developed in interception jurisprudence as the divisive factor 
would be the level of interference and not the technical definition of that interference (authorÕs 
emphasis).307 This would be consistent with the ECtHRÕs Ôpragmatic, common-sense approach 
rather than a formalistic or purely legal one.Õ308 
 
Although this case concerned covert-surveillance, such a position can be applied to 
communications data which is supported by the ECtHR in Szabo where it was maintained that: 
 

Given the technological advances since the Klass and Others case, the potential 
interferences with email, mobile phone and Internet services as well as those of mass 
surveillance attract the Convention protection of private life even more acutely 
(authorÕs emphasis).309 
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This demonstrates that even if the UK considers communications data as less revealing than 
content, a human rights approach will consider the impacts of rights, and not constrain itself to 
technical definitions. This is even more so as the ECHR is regarded as a Ôliving instrumentÕ in 
which it must be interpreted in the light of present-day conditions.310 Lestas notes the Ôliving 
instrumentÕ has shifted from Ôcommonly accepted standards in domestic legislation to signs of 
evolution of attitudes amongst modern societies (authorÕs emphasis).Õ311 Given that Chapter 4 
will highlight that privacy and data protection are valued by individuals and society, this should 
also inform the ECtHRÕs interpretation. Furthermore, the ECHR must not be confined to the 
intentions of their authors as expressed many decades ago.312 What is more, the ECtHR noted 
with regards to its own case law that a failure to maintain a dynamic and evolutive approach 
would risk rendering it a bar to reform or improvement.313 Alastair Mowbray welcomes the 
ECtHRÕs creativity regarding the interpretation and application of the Convention.314 Such 
creative interpretation should guide the ECtHR to conclude that communications data is just as 
if not more intrusive than access to the content. Given that the ECtHR already takes a robust 
approach to data protection315 the use of new technologies in surveillance and databases,316 this 
evolution would be consistent. This would also fall in line with AG Saugmandsgaard ¯eÕs 
opinion in Tele2 and Watson that in the individual context, a general data retention obligation 
would facilitate equally serious interferences as interception. To add further weight to this 
point, data retention will involve some form of interception depending on what 
communications data is sought. The ECtHR applies stricter standards regarding interception,317 
and thus the same standards should apply here. As judge Pettiti in Malone articulated that the 
ECtHR:  
 

[F]ulfils that function by investing Article 8Éwith its full dimension and by limiting the 
margin of appreciation especially in those areas where the individual is more and more 
vulnerable as a result of modern technology (authorÕs emphasis).318 

 
Chapter 5 will detail further why the same strict standards of interception should apply to data 
retention due to both constituting secret surveillance. This Chapter has also demonstrated ways 
in which communications data can create a more serious interference. In conclusion, there is 
at least an arguable319 case that data retention as envisaged in the IPA 2016 adversely effects 
the essence of rights that are interfered with has been made. Wisman, in the opinion of the 
author is correct in concluding that data retention Ôis the codification of arbitrariness and 
therefore irreconcilable with the essence of the right to private life.Õ320 The CJEU should 
reconsider their position on this and have the opportunity to do so given the preliminary 
reference from the IPT.321 Given the ECtHRÕs position in Big Brother Watch, it should no 
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longer be a question of should the ECtHR apply the standards of interception to data retention, 
but they must as a matter of necessity. 
 
Both the OHCHR and ECtHR spoke of communications data in terms of privacy etc, however, 
as noted above, in order to retain certain communications data, DPI will have to be used and 
in this regard Fuchs noted that we do not only need privacy and data protection assessments, 
but broader societal impact assessments (authorÕs emphasis).322 This reaffirms the notion that 
privacy has a societal importance, and furthermore, privacy and even data protection, are not 
the only fundamental rights that need to be considered because Ôthe human rights impact of 
data retention on the ability to create profiles, or to confirm a future suspicion, has rightly been 
highlighted as a human rights risk (authorÕs emphasis).Õ323 The next Chapter discusses the 
implications of data retention on other fundamental rights as well as privacy and data 
protection. An ECHR perspective becomes all the more important as communications data 
retained324 by information society services325 and entity data326 falls outside the scope of Tele2 
and Watson.327 This would not be the case under the ECHR. 
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Chapter 4: Data Retention, a fundamental rights issue? Article 8 ECHR 
and Article 7 EU Charter underpinning democracy in the digital age? 

 
4.1!Introduction  

 
It must be noted that from the outset, as the previous Chapter indicated, the types of data that 
can be retained under Part 4 of the Investigatory Powers Act 2016 (IPA 2016) includes 
communications data and content.  
 
This Chapter seeks to highlight that data retention affects not just privacy or private life, but 
other fundamental rights such as freedom of expression and religion. This approach will 
consider rights protected under the European Convention on Human Rights (ECHR) and the 
European UnionÕs (EU) Charter of Fundamental Rights (CFR). Article 8 ECHR and itÕs CFR 
equivalent, Article 7 will be considered given that the latter has the same meaning and scope,1 
thus reference to Article 8 includes Article 7. Establishing that data retention interferes with 
Article 8 ECHR/7 CFR, leads to arguing further that private life encompasses more than just 
privacy. An in-depth analysis of private life case law is considered to highlight the multiple 
ways in which data retention threatens it. This will also be the case for family life and 
correspondence. ÔHome' will be discussed in Chapter 6, whereas the data protection aspect of 
Article 8 will be discussed here also. This is specifically protected by Article 8 CFR. 
 
Exclusively focussing on Article 8, (which is usually considered as the main human right that 
bears the brunt of surveillance interferences)2 would be a disservice to the issues at hand. 
Surveillance has pervasive effects Ôon several other human rights.Õ3 Paul Bernal notes that 
privacy is only one aspect of surveillance because it impacts on other fundamental rights. 
Bernal notes that surveillance impacts upon freedom of expression, association, and religion. 
He also notes that surveillance can impact upon a fair trial, and can also have discriminatory 
implications.4 This necessitates an assessment of the types of data retained and its impact upon 
Article 9-11, 14 and 6 ECHR. Article 2 Protocol 4 will also be considered given the importance 
of location data discussed in Chapter 3. In addition to Chapter 3, it demonstrates further just 
how serious of an interference the types of data retained poses to fundamental rights. Each of 
these rights are important for a functioning democracy, and Article 8 underpins them all. This 
also builds on the idea of the social value of privacy and its importance to democracy through 
legal analysis. 
 
The then United Nations High Commissioner for Human Rights (UNHCHR), Ms. Navi Pillay, 
commented in an expert seminar that digital communications technologies have become part 
of the very fabric of our everyday lives.5 Due to information technology innovations, there has 
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been a dramatic improvement in real-time communications and information sharing, which in 
turn foster democratic participation thereby improving human rights.6 There was, however, a 
flip side, in that such new technologies are vulnerable to mass surveillance. There are even new 
technologies covertly designed (such as the Evident Tool, made by BAE)7 for the purpose of 
facilitating said surveillance which in turn threaten individual rights such as privacy, freedom 
of expression, association and thus inhibits the free functioning of a vibrant civil society.8 The 
importance of the UNHCHRÕs comments highlighted, albeit briefly, that what is at stake is not 
just the notion of privacy, but other fundamental rights and the functioning of society. Though 
it has been argued, and will continue to be argued, that privacy is more than just an individual 
right, it is true that data retention is a threat to the free functioning of a vibrant civil society. 
This is precisely why the United Nations (UN) and Council of Europe (CoE) have rightly 
argued Ôthat the rights held by people offline must also be protected online.Õ9 
 

4.2!Article 8: The right to respect for private and family life, home and 
correspondence 

 
Article 8 states: 
 

(1)!Everyone has the right to respect for his private and family life, his home and his 
correspondence. 

(2)!There shall be no interference by a public authority with the exercise of this right 
except such as is in accordance with the law and is necessary in a democratic 
societyÉ 

 
Private and family life and correspondence will be considered in this Chapter. The threshold 
for interference is not an especially high one,10 and such justification11 for interferences does 
not necessarily have to be factual.12 Private and family life, and correspondence is interfered 
with by: 
 

[T]he mere existence of the legislation itself there is involved, for all those to whom the 
legislation could be applied, a menace of surveillance; this menace necessarily strikes 
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at freedom of communication between users of the postal and telecommunication 
services (authorÕs emphasis).13  
 

This supports van der Schyff's view, who has argued for a wider interpretation of a rightÕs 
scope because a narrow interpretation would essentially leave the applicant with the difficult 
task of proving that their right had been interfered with.14 A wider interpretation would 
intensify the onus on the Member State to justify why it had interfered with the applicantÕs 
right in the first place, placing the State on guard in consciously having to respect peopleÕs 
rights.15  
 
In Colon v Netherlands16 the European Court of Human Rights (ECtHR) noted in relation to 
Article 3417 where it was noted that in principle, it is not sufficient to claim to be a victim under 
Article 34 ECHR by the mere existence of legislation but it does entitle: 
 

[I]ndividuals to contend that legislation violates their rights by itself, in the absence of 
an individual measure of implementation, if they run the risk of being directly affected 
by it; that is, if they are required either to modify their conduct or risk being prosecuted, 
or if they are members of a class of people who risk being directly affected by the 
legislation. 

 
This raises the interesting question of whether widespread data retention would have the same 
effect because citizens are left with either abstaining from using the internet or other common 
electronic communications channels or face the risk of being subject to surveillance.18 The 
Romanian Constitutional Court accepted this Ôtake it or leave itÕ approach to technology use 
and data retention.19 
 
Ursula Kilkelly notes that Article 8 concepts are dynamic insofar as their meaning is capable 
of evolving and also, that they have the potential to embrace a wide variety of matters, some 
of which are connected with one another and some of which overlap.20 The following 
subsections will detail why various aspects of Article 8 are interfered with, starting with private 
life. 
 

(a)! Private life 
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The ECtHR in Malone v United Kingdom21 observed that telephone communications data (i.e. 
numbers dialled) were an integral part of telephone communications data, any storage of such 
and release to the police without consent amounted to an interference with Article 8. In Amann 
v Switzerland, the Grand Chamber (GC) of the ECtHR reiterated that storing data relating to 
the Òprivate lifeÓ of an individual falls within Article 8.22 More specific to communications 
data, the ECtHR in Copland v United Kingdom23 ruled that that the collection and storage of 
personal information relating to the applicantÕs telephone (numbers called, the dates and times 
of the calls, and their length and cost),24 as well as to her e-mail (all e-mail activity was 
logged)25 and Internet usage (websites visited, the times and dates of the visits to the websites 
and their duration),26 without her knowledge, amounted to an interference with her right to 
respect for her private life and correspondence.27 Specifically on data retention, the GC in S 
and Marper made it clear that Ôthe mere storing of data relating to the private life of an 
individual amounts to an interference within the meaning of Article 8 (authorÕs emphasis).Õ28 
This is so irrespective of whether there is involvement of computer technology and expertise 
to make sense of said data.29 S and Marper has clear applications to the detailed information 
revealed about individualsÕ private lives by communications data.30  
 
This interference can be explained for several reasons. Storing information that pertains to 
Article 8 is not in line with the statesÕ general negative obligations Ôto respect human rights, 
which only requires states to refrain from interfering with the rights of individuals without 
sufficient justification (authorÕs emphasis).Õ31 The GC acknowledges that Ôeveryone has the 
right to live privately, away from unwanted attentionÕ32 and data retention would be the 
antithesis of this. Moreover, Bernal discusses the harm of surveillance when referring to 
historian Quentin Skinner33 noting that itÕs the very existence of the system that is also harmful 
(authorÕs emphasis).34 As Solove suggests, surveillance can have problematic effects on 
privacy because it can create anxiety, discomfort and alter behaviour.35 Because of its 
inhibitory effects, surveillance is a tool for social control,36 whether for better or worse, 
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surveillance is harmful in all settings.37 It is Kafkaesque because it also creates powerlessness, 
vulnerability, and dehumanisation created by the assembly of dossiers of personal information 
where individuals lack any meaningful form of participation in the collection and use of their 
information.38 This dehumanisation makes no difference whether surveillance is conducted by 
an undercover police officer or a computer algorithm tracking ones every move.39 This accords 
with the GCÕs position in S and Marper where it was noted that the storage of data however 
obtained has a direct impact on the private life interest of an individualÕs irrespective of 
subsequent use of said data (authorÕs emphasis).40 This not only rejects41 the UK's Investigatory 
Powers Tribunal (IPT) reasoning42 that genuine intrusions of Article 8 only occur when the 
data is Ôread,Õ but also the sentient being argument (which the IPTÕs logic stems from) which 
notes computer sifting does not invade privacy because private data is kept from humans.43 
Bernal notes that this is the logic behind the ECtHRÕs reasoning in Klass that the mere existence 
of laws that allows data gathering produces the menace of surveillance which interferes with 
Article 8, S and Marper is the logical extension of Klass (authorÕs emphasis).44 Moreover, not 
only does data gathering pose harms and risks, it also creates vulnerabilities for the data 
(misuse, misappropriation, hacking, loss, corruption and error) the surveillance systems 
(intentional, accidental misuse by authorities and third parties) and function creep.45 Bernal 
continues that data gathering  as a matter of course regardless of innocence or guilt fits more 
closely with police states such as East GermanyÕs Stasi, and RomaniaÕs Securitate.46 Douwe 
Korff went further by arguing that todayÕs capabilities are what the Stasi only could have 
dreamed of.47 This is precisely why the ECtHR in Klass highlighted its awareness Ôof the 
danger such as law poses of undermining or even destroying democracy on the ground of 
defending it.Õ48  
 
However, this argument can be pursued further because Ôthe term Òprivate lifeÓ must not be 
interpreted restrictively.Õ49 As Ivana Roagna details, the notion of Ôprivate life is much wider 
than that of privacy, encompassing a sphere within which every individual can freely develop 
and fulfil their personality, both in relation to others and with the outside world (authorÕs 
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emphasis).Õ50 The European Commission of Human Rights (ECommHR) acknowledged as 
much from as early as 1976.51  It was noted in Szabo that: 
 

Given the technological advances since the Klass and Others case, the potential 
interferences with email, mobile phone and Internet services as well as those of mass 
surveillance attract the Convention protection of private life even more acutely 
(authorÕs emphasis).52 

 
This statement allows for further consideration of various aspects of private life to highlight 
the impact of communications data retention has.  
 

(b)! Other ways in which data retention impacts on private life 
 
ECommHR acknowledged that private life does not end at Ôthe right to privacy, the right to 
live, as far as one wishes, protected from publicity.Õ53 Private life has also been acknowledged 
to be a Ôbroad term not susceptible to exhaustive definition.Õ54 Private life encompasses the 
physical and psychological integrity of a person.55  
 

i.! Psychological Integrity 
 
In S and Marper the applicants maintained that retention of fingerprints and DNA data would 
have psychological implications, especially for children. From an EU perspective, Advocate 
General (AG) Cruz Villal—n in Digital Rights Ireland noted that the Ôvague feeling of 
surveillance created raises very acutely the question of the data retention period (authorÕs 
emphasis).Õ56 Rozemarijn van der Hilst noted that according to a German poll on the effects of 
the implementation of the Data Retention Directive, 52% said they would not use 
telecommunications for contact with drug counsellors, psychotherapists or marriage 
counsellors and 11% said they had already abstained from using phone, cell phone or email in 
certain occasions.57 This is better known as the Ôchilling effectÕ whereby Ôthe fear of being 
watched or eavesdropped upon makes people change their behaviour, even behaviour that is 
not illegal or immoral.Õ58 Data retention may not meet the threshold59 for affecting 
psychological integrity, but Moreham believes interception (which data retention is just as 
intrusive as (see Chapter 3)) would.60 Moreover, Valerie Aston by implication notes that data 
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retention has the potential to result in an intrusion into psychological integrity, as well as 
limiting personal autonomy.61  
 

ii. !  Personal Autonomy 
 
This chilling effect relates to autonomy, which is an important principle underlying the 
interpretation of the guarantees provided for by Article 8.62 This is crucial given that Ôthe very 
essence of the Convention is respect for human dignity and human freedom.Õ63 The ECtHR 
regards personal autonomy as Ôability to conduct one's life in a manner of one's own 
choosing.Õ64 Personal autonomy is said to encompass a sphere in which Ôeveryone can freely 
pursue the development and fulfilment of his or her personality and to establish and develop 
relationships with other persons and the outside world.Õ65 This principle has two aspects, 
personal development, and development with others. As Bernal notes: 
 

People use the internet to establish and support personal relationships, to find jobs, to 
bank, to shop, to gather the news, to decide where to go on holiday, to concerts, 
museums or football matches. Some use it for education and for religious observance Ð 
checking the times and dates of festivals or details of dietary rules. There are very few 
areas of peopleÕs lives that remain untouched by the internet.66  

 
This nurtures autonomous individuals, providing them with space to develop opinions and 
ideas, which in turn bettersÕ society as a whole.67 Failure to protect the sphere of social 
relationships, may also lead to a failure in defending a democratic state68 as privacy is 
important for democracy, in terms of voter autonomy and its attraction of talented people to 
public office (authorÕs emphasis).69 The ECtHR acknowledges the importance of social 
relationships in that private life covers the physical and psychological integrity of a person, the 
right to approach others and establish and develop relationships with other human beings 
(private social life)70 and it can sometimes embrace aspects of an individualÕs physical and 
social identity (authorÕs emphasis).71 This also includes ethnic identity in the sense that any 
negative stereotyping of a group, when it reaches a certain level, is capable of impacting on the 
groupÕs sense of identity and the feelings of self-worth and self-confidence of members of the 
group. This in turn can be seen as affecting the private life of members of the group,72 raising 
discrimination issues (see below).  
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Chapter 3 discussed what could be revealed from the umbrella term of communications data, 
it is worth just summarising that it can reveal religious, sexual preferences, political leaning73É  
all in all, it reveals an entire life (authorÕs emphasis).74 This can be based on browsing habits, 
to just places visited. The ECtHR firmly asserted that Ôthere can be no doubt that sexual 
orientation and activity concern an intimate aspect of private life.Õ75 Although falling more 
firmly with the data protection aspect of Article, it has been noted that intimate data i.e. 
regarding health status, religious attitudes fall within Article 8.76 Conversations with political 
associates also fall within the ambit of private life,77 especially since privacy has a political 
value.78 The ability to develop oneself and form relationships is increasingly done so online, 
and data retention interferes with all these activities. This is an early indicator of the democratic 
underpinning Article 8 possess.  
 
In Niemetz v Germany79 the ECtHR stressed that private life included professional and business 
activities as it was difficult to distinguish when an individual may be conducting business 
activities and when not. This is especially when business activities are of a liberal nature such 
as lawyers, journalists80 and civil society organisations.81 This, therefore, also raises issues (but 
not limited to) of legal professional privilege, the protection of journalistic sources and 
monitoring the very organisations that seek to challenge said surveillance laws.  
 

iii. !  Anonymity 
 
The Special Rapporteur on the promotion and protection of the right to freedom of opinion and 
expression, David Kaye noted that broad mandatory data retention policies limit an individualÕs 
ability to remain anonymous. 82 Kaye continues that requiring Internet services and 
telecommunications providers to retain data results in the state by proxy having everyoneÕs 
digital footprint. 
 
The right to anonymity is not (as of yet) an explicit principle found within Article 8, but it will 
be argued that it is an inherent feature and is consistent with respecting private life. This can 
be seen in in Rotaru v Romania, where the GC rejected RomaniaÕs argument that engaging in 
political activities acted as a waiver to anonymity83 by agreeing there was an interference with 
Article 8.84 The Budapest Convention and the Council of EuropeÕs Declaration on Freedom of 
Communication on the Internet regard anonymity (and encryption) as a legitimate principle in 
protecting privacy, protection against online surveillance and to enhance freedom of 
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expression.85 This link between anonymity and privacy was also observed by Catalina Botero 
of the Inter-American Commission on Human Rights,86 with both the Canadian Supreme 
Court87 and US courts recognising the importance of anonymity. Anonymity forms the basis 
of Patrick BreyerÕs challenge against German data retention laws.88 In Delfi AS v Estonia the 
GC acknowledged that anonymity is capable of promoting the free flow of ideas and 
information in an important manner, including, notably, on the Internet.89 However, it was also 
noted how the dissemination can aggravate the effects of unlawful speech.90 The GC did 
acknowledge that individuals may only be traceable, to a limited extent, through the 
information retained by Internet access providers.91 This, however, does not take into account 
that data retention obligations do not just fall on squarely on ISPs (as David Kaye notes above), 
but many other service providers as will be discussed.92 When the GC acknowledged that 
anonymity is an important value93 on the Internet, this was done without bearing in mind the 
wide extent at which data can be retained, and who can be obligated to retain. This would only 
serve to highlight the greater importance of the value of anonymity.  
 
Chapter 3 noted that under Part 4 of the IPA 2016, Virtual Private Networks (VPNs) could be 
compelled to generate data possibly revealing browsing habits, thus destroying anonymity. 
Privacy InternationalÕs General Counsel, Caroline Wilson Palow noted concerns about 
anonymity regarding Internet Connection Records (ICRs).94 Palow noted that if ICRs revealed 
that someone visited crimestoppers-uk.org Ð an anonymous tips website designed to solve 
crimes, who put in that tip could easily be figured out. Palow concluded that destroying 
anonymity could undermine the ability to solve crime. Support for PalowÕs claims come from 
Jennifer Cole and Alexandra Stickings who note that independent research conducted by UK 
charity Crimestoppers highlighted that 95% of those that contacted the organisation would not 
have gone directly to the police (authorÕs emphasis).95 This could be for many reasons 
including anonymous reporting being less intimidating than a face-to-face,96 feelings of 
vulnerability to crime, not necessarily being a law abiding citizen themselves or fear of 
reprisals for reporting a crime.97 On destroying anonymity, Cole and Alexandra note that digital 
traces (such as phone number, IP Address and geolocation)98recorded by technology (such as 
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the ISP or the reporting system itself)99 for reporting crimes Ônow make it easier than ever to 
trace a report back to the person who made it.Õ100 Crimestoppers specifically withholds 
communications data from the police when passing on reports.101 As Cole and Alexandra 
highlight, communications data are often captured automatically and its separation inside the 
reporting system is likely to be extremely important if it is to offer the perception and 
reassurance of relative anonymity in the context of witness protection.102 Additionally they 
note (using an example) that although Crimestoppers reports are inadmissible in court, without 
leads for police to follow, convictions may not be possible.103   
 
David Kaye also noted that: 
 

Encryption and anonymity, todayÕs leading vehicles for online security, provide 
individuals with a means to protect their privacy, empowering them to browse, read, 
develop and share opinions and information without interference and enabling 
journalists, civil society organizations, members of ethnic or religious groups, those 
persecuted because of their sexual orientation or gender identity, activists, scholars, 
artists and others to exercise the rights to freedom of opinion and expression.104 

 
Linking with freedom of expression, Lord Neuberger in the UK noted that in the context of 
anonymous speech, an authorÕs Article 8 rights reinforces their Article 10 rights.105 Neuberger 
continued that in this context, Article 8 rights are of fundamental importance (authorÕs 
emphasis).106  
 
Anonymity must yield on occasion to other legitimate imperatives, such as the prevention of 
disorder or crime or the protection of the rights and freedoms of others (authorÕs emphasis).107 
However, the general nature of retention powers as Breyer notes interferes with anonymity108 
(by even impeding or eliminating it)109 on a scale that cannot be compared to KU v Finland110 
which concerned the anonymity of an individual. Finland were found to be in violation of 
Article 8 because national law could not compel ISPÕs to provide the identity of a person who 
placed an advertisement of a minor online. Notably, the ECtHR held that on occasion, Article 
8 and 10 must yield to other legitimate imperatives such as the prevention of disorder/crime 
(authorÕs emphasis).111 This was seized upon by the Home Office to justify blanket 
indiscriminate data retention as envisaged in the draft Communications Data Bill.112 Breyer 
also notes (in reference to Rotaru) that anonymity has been traditionally linked to the protection 
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of personal data.113 Since truly anonymous data is not personal data and so not a data protection 
issue. Recital 26 of Regulation (EU) 2016/679, the General Data Protection Regulation 
(GDPR) notes that anonymous data is not personal data and therefore does not apply to it. 
However, in light of Big Data, achieving anonymity is meaningless as it serves Ôlittle more 
than fig leaves to hide the actually easy reidentifiability of the data.Õ114 Re-identification is 
possible through the cross-referencing of anonymous data,115 moreover, anonymity is no 
safeguard against the possibility of characterising individualsÕ behaviour or forecasting future 
behaviours.116 Therefore, the distinction between personal data and anonymous data is no 
longer clear.117   
 

iv.!  Data Protection 
 
Another aspect of private life protection derives from personal data regulation. The ECtHR has 
been willing to accept a number of the notions essential to the right to data protection under 
the scope of the Convention.118 In S and Marper the GC noted that the protection of personal 
data is of fundamental importance to a personÕs enjoyment of his or her right to respect for 
privateÉlife. 119 The European Data Protection Supervisor (EDPS) noted that the protection of 
personal data ensures a personÕs right to respect for private life, freedom of expression and 
association120 (which links to section 4.5/6). Personal data has been defined as Ôany information 
relating to an identified or identifiable individual.Õ121 The GC continued that domestic law must 
afford appropriate safeguards to prevent any such use of personal data as may be inconsistent 
with the guarantees of Article 8.122 This includes123 consistency with Articles 5 (quality of 
data),124 6 (special categories of data)125 and 7 (data security)126 of the Convention of 1981.127 
The GC also considered the relevance of Committee of Ministers Recommendation No. R (87) 
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15 on the use of personal data in the police sector128 Both the provisions and principles of 
Convention of 1981 and Recommendation No. R (87) 15 are of some importance when 
considering safeguards.129  The GC highlighted that need for safeguards is all the greater where 
personal data is undergoing automatic processing (exasperated by ever greater frequency of 
privacy invasive technologies which may affect social life more generally)130, not least when 
such data are used for police purposes (authorÕs emphasis).131 Moreover, national law should 
ensure that such data are relevant and not excessive in relation to the purposes for which they 
are stored, preserved in a form which permits identification of the data subjects for no longer 
than is required for the purpose for which those data are stored (authorÕs emphasis).132 
Additionally, the GC maintained that adequate guarantees must be in place so that retained 
personal data were efficiently protected from misuse and abuse, especially concerning 
protection of special categories of more sensitive data (authorÕs emphasis).133 These sensitive 
personal data includes data revealing racial origin, political opinions or religious or other 
beliefs, health or sexual life. This, therefore, displays the interlink between various aspects of 
private life where data protection has a connection with anonymity and the various aspects of 
autonomy i.e. social identity etc. The GC in S and Marper noted that Ô[w]here a particularly 
important facet of an individualÕs existence or identity is at stake, the margin allowed to the 
State will be restricted.Õ134 As Bart van der Sloot notes, autonomy and informational self-
determination have been accepted as core rationales underlying Article 8 ECHR in cases 
regarding the processing of personal data,135 thus sharing similarities with German Basic 
Law.136 This point becomes important considering Facebook (albeit in Australia and New 
Zealand) has been accused137 (but denies)138 of exploiting young userÕs data by helping 
advertisers target teens who felt Ôworthless.Õ This is important as Aral Balkan argues that new 
technologies should be looked at as extensions of ourselves.139 
 
EU texts are also of importance, the ECtHR referred to Article 8 (right to the protection of 
personal data) of the CFR,140 the (replaced) Directive 95/46/EC, Data Protection Directive 
(DPD) and GDPR.141 This is important given that the ECtHRÕs expansive recourse to external 
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rules of international law142 because it can inform the ECtHRÕs reasoning.143 The GDPR also 
interlinks with the ECHR in that Article 88(2) refers to safeguarding the data subjects human 
dignity, which is the very essence of the ECHR. The European Data Protection Supervisor 
(EDPS) explains further that better respect for and safeguarding of human dignity could 
counterweigh the pervasive surveillance and power asymmetry which now confronts 
individuals. The EDPS continued that the ECHR is the starting point with regards to the 
inviolability of human dignity, which is fundamental for a collection of rights including privacy 
and data protection, hence the introduction of Convention 108 and subsequent data protection 
regimes to deal with potential for the erosion of privacy and dignity through large scale 
personal data processing.144 
 
Data protection (Article 8 CFR) has been argued to extend145 beyond Ôprivacy.Õ146 It has been 
argued that data protection promotes informational self-determination which flows from the 
individualÕs right to personality and redresses detrimental power and information asymmetries 
between data subjects and those that process their personal data.147  It has also been noted that 
data protection extends beyond privacy because processing of personal data must be done fairly 
and for a specified purpose.148 However, privacy is a much broader concept,149 it was 
previously noted above that private life relates to autonomy, informational self-determination 
amongst others aspects. Moreover, Lilian Edwards noted that the European data protection 
system had in practice been less than satisfactory which intensified with the Internet as the 
direct marketing medium highlighted dismaying gaps in the system.150 Tijmen Wisman 
highlights that in the age of the Internet of Things Ôwhen data leave[s] the exclusive control of 
the individual, this data might be protected according to the law, but still there will be a breach 
of privacy.Õ151 This lack of control intensifies in light of Big Data.152 One thing is certain 
however, data protection and privacy do not protect the exact same interests.153 Moreover, on 
the specifics of data retention, data protection is argued to provide insufficient protection 
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because it negates the protective effects of most of the eight Data Protection Principles and is 
susceptible to function creep (future undefined purposes).154 Any breach of Article 8 should be 
enforced.155 Nor is the ICO a powerful regulator156 which may raise adequate safeguard issues 
with Article 8. Whether data protection or right to respect for private life provides greater 
protection is beyond the scope of this thesis, but it is important to remember that the GC in S 
and Marper noted that the protection of personal data is of fundamental importance, not only 
to private, but family life157 also (authorÕs emphasis). This not only implies that every aspect 
of personal data is now within the scope of private life, it leads to a discussion on another aspect 
of Article 8, that of family life. 
 

4.3!Family life 
 
Similar to the notion of private life, family life is also a loose concept. 158Relationships that 
have been found to be covered by family life includes biological and non-biological 
relationships.159 The Ômutual enjoyment by members of a family of each otherÕs company 
constitutes a fundamental element of family life.Õ 160 Baroness Hale in Countryside Alliance161 
went further and highlighted that Article 8 reflects two separate fundamental values, one being 
the inviolability of personal and psychological space where individuals develop their own sense 
of self and relationships with others. Hale continued that this is Ôfundamentally what families 
are for and why democracies value family life so highlyÕ as they Ônurture individuality and 
differenceÕ162 something that totalitarian regimes seek to subvert. 
 
The importance of family life becomes more profound in the digital era where it has been 
suggested that social media could strengthen family bonds, reunite improve family 
relationships and personal development.163 Raelene Wilding demonstrated that Ôthe desire to 
communicate across distance was nevertheless common to all the familiesÕ describing them as 
Ôtransnational families.Õ164 Wilding continued that the lack of face-to-face contact sometimes 
Ômade the relationship feel so much more intimately connected.Õ165 In 2013, Microsoft 
demonstrated that one in three families use technology to communicate within the home 
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(authorÕs emphasis).166 Family members communicating with each other leads to the necessary 
discussion on correspondence.  
 

4.4!Correspondence  
 
Correspondence aims to protect the confidentiality of private communications, which has also 
been interpreted as guaranteeing the right to uninterrupted and uncensored communications 
with others.167  
 
As traditional ideas of correspondence evolve, the ECtHRÕs jurisprudence evolves also. This 
was affirmed in Copland v United Kingdom.168 The ECtHR held that the monitoring of 
telephone calls which consisted of analysis Ôof the college telephone bills showing telephone 
numbers called,  the  dates and times of  the  calls and their length and costÕ the Ôweb sites 
visited, the times and dates of the visits to the web sitesÕ and the Ôanalysis of e-mail addresses 
and dates and times at which e-mails were sentÕ amounted to an interference with private life 
and correspondence within the meaning of Article 8.169 The ECtHR acknowledged that Article 
8 protects the confidentiality of private communications and the confidentiality of all the 
exchanges in which individuals may engage for the purposes of communication (authorÕs 
emphasis).170 Although correspondence applies to all communications, there are notable 
examples of privileged communications that are more important, including correspondence 
with lawyers (which may have Article 6 implications, discussed below),171 medical 
profession,172 Members of Parliament,173and as mentioned above numerous times 
correspondence with journalists. Just as Solove notes, who one may contact may be more 
important to the individual than what was actually communicated.174 In acknowledging that 
correspondence is interfered with irrespective of the contents of a communication,175 the 
ECtHR has extended protection to the means or method of communication.176  
 
This highlights links between private life and correspondence in terms of the anonymity of 
journalistic sources and also the professional activities of the journalist. The ECtHR noted the 
impact upon professional activities: 
  

[T]he right of journalists not to disclose their sources cannot be considered a mere 
privilege to be granted or taken away depending on the lawfulness or unlawfulness of 
their sources, but is part and parcel of the right to information, to be treated with the 
utmost caution.177  
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Protection of journalistic sources is vital for democratic societies as without protection, the 
ability to provide accurate and reliable information may be undermined.178 Data retention poses 
unique challenges179 to the protection of journalists (and other professions) discussed below.  
 

4.5!Data retention: A Fundamental Rights Issue 
 
In the Belgian Linguistic Case the ECtHR noted that the ECHR must be read as a whole, and 
as a consequence, a matter specifically dealt with by one provision may be regulated by other 
provisions of the ECtHR.180 Benjamin J Goold noted, Ô[i]t is hard to imagine, for example, 
being able to enjoy freedom of expression, freedom of association, or freedom of religion 
without an accompanying right to privacy.Õ181 The same sentiments are true in the 
communications data context.182 
 
The following sections considers rights other than Article 8, but it is Article 8 which links and 
underpins them. This includes Articles 9 (religion, thought and conscience), 10 (expression), 
11 (association), 14 (non-discrimination), 6 (fair trial) and Article 2 of Protocol 4 (free 
movement). Similar rights are provided for by the CFR, thus bringing in an EU element which 
was recognised by the European Parliament as cornerstones of democracy; whereas mass 
surveillance was incompatible with (authorÕs emphasis).183  
 
The then Interception of Communications Commissioner (IoCC) in the UK criticised public 
authorities and designated persons for focusing primarily on Article 8 and not giving due 
consideration to Article 10.184 It is therefore necessary to now consider Article 10 ECHR. 
 

4.6!Freedom of Expression and Article 10 
 
Privacy is not the enemy of freedom of speech, it is its closest ally.185 

 
The then Special Rapporteur on the promotion and protection of the right to freedom of opinion 
and expression, Frank La Rue commented on interrelation between privacy and freedom of 
expression. He contended that the right to privacy is often understood as an essential 
requirement for the realisation of the right to freedom of expression and any undue interference 
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with privacy can both directly and indirectly limit the free development and exchange of 
ideas.186 Although this freedom of expression especially on the internet can pose risks to private 
life187 (such as tarnishing reputation)188 the latter can enhance the former. It is important to 
consider whether data retention interferes with freedom of expression. 
 

(a)! Does Data Retention interfere with Freedom of Expression? 
 
In Digital Rights Ireland, the Court of Justice of the European Union (CJEU) was asked 
whether Directive 2006/24, the Data Retention Directive (DRD) was compatible with the right 
to freedom of expression laid down in Article 11 of the Charter and Article 10 ECHR.189 The 
CJEU did acknowledge that data retention raises questions relating to freedom of expression190 
and felt that it was not inconceivable that data retention may have an effect on the exercise of 
that right.191 Ultimately, the CJEU felt it was unnecessary to examine data retention in light of 
Article 11,192 and thus went no further. In Tele2 and Watson, however, the CJEU did this time 
find that blanket indiscriminate data retention of all data, of all persons, of all communications 
would be incompatible with Article 11 (including Article 7, 8 and 52(1) of the CFR).193 The 
CJEU noted that: 
 

[T]he retention of traffic and location data could nonetheless have an effect on the use 
of means of electronic communication and, consequently, on the exercise by the users 
thereof of their freedom of expression, guaranteed in Article 11 of the Charter (authorÕs 
emphasis).194  

 
If one considers the approach in Klass, the ECtHR noted that the mere existence of secret 
surveillance laws threatened the freedom of communication between users of 
telecommunications services, interference is, established. The CJEU did not explain why 
Article 11 CFR was interfered with, thus it is important to consider Article 10 ECHR and to 
ascertain why data retention interferes with freedom of expression in various ways. 
 

(b)! Article 10 ECHR 
 
Article 10(1) provides that: 
 

Everyone has the right to freedom of expression. This right shall include freedom to 
hold opinions and to receive and impart information and ideas without interference by 
public authority and regardless of frontiers.  
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Given that Article 11 CFR is Article 10 ECHRÕs equivalent, under Article 52(3), it will be 
given the same scope and meaning. The ECtHR has previously held that Article 10 applies to 
communications via the Internet,195 irrespective of the type of message conveyed196 and 
irrespective of whether it is commercial in nature.197 In Delfi, the GC acknowledged previous 
case law in agreeing that Ôuser-generated expressive activity on the Internet provides an 
unprecedented platform for the exercise of freedom of expression.Õ198 Moreover, it has been 
stressed that Ôfreedom of expression constitutes one of the essential foundations of a 
democratic society and one of the basic conditions for its progress and for each individualÕs 
self-fulfilment (authorÕs emphasis).Õ199 This relates to privacy, and Article 8 in two respects, 
one, in that Article 8 and Article 10 are foundations of democracy, and two, self-fulfilment is 
inextricably linked to the notion of autonomy where one Ôcan freely pursue the development 
and fulfilment of his personality.Õ200 Crucially, the ECtHR has acknowledged that the storage 
of personal data related to political opinion engages Article 10 due to the adverse effects (see 
discussions on chilling effects)201 caused by storage without any concrete proof of actual harm 
(authorÕs emphasis).202 This, also relates to the data protection aspect of private and family life 
because it involves the processing of data pertaining to political opinions/affiliations. This, 
therefore, as suggested above, meets the Klass approach of interfering with the freedom of 
communication under Article 8 must be applied mutatis mutandis to Article 10203 and thus 
requires justification.  
 

(c)!  Autonomy and Development and Fulfilment 
 
Chapter 3 noted that privacy is important for ideas that are unconnected to democratic functions 
which are connected to broader autonomy based arguments for freedom of speech and 
intellectual development.204 Freedom of expression (including artistic expression) is important 
for the development and manifestation of individualsÕ identities in society.205 The ECtHR have 
agreed, noting that freedom of expression is essential for each individualÕs (and for a family)206 
self-fulfilment.207 This relates to other aspects of private life, notably the development and 
embracing of physical, social and ethnic identities, interlinking Article 8 and 10.  
  

(d)! Information and Ideas 
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Article 10 is applicable not only to information or ideas that are favourably received, 
inoffensive or indifferent, but to those that offend, shock and disturb, without such pluralism, 
tolerance and broadmindedness there can be no Ôdemocratic society.Õ208 
 
It is important to allow space to develop opinions and ideas to benefit society.209 In a 
successfully developing society all of its members contribute by means of their talents, energy 
and intellect.210 This all requires the communication of ideas, and the freedom to do so. As 
Solove suggests, anonymity or the use of pseudonyms, both of which has allowed freedom of 
expression to flourish, protects those who read or listen to unpopular ideas.211 
 

(e)!  Anonymity, Whistleblowing and Journalism  
 
Anonymity was discussed at length in section 4.2(b)(3). It is worth repeating, however, what 
Lord Neuberger212articulated, in that in the context of anonymous speech, an authorÕs Article 
8 rights reinforces their Article 10 rights (because it amongst other things, grants anonymity), 
in which Article 8 rights become of fundamental importance.213 Moreover, Frank La Rue in 
2013 argued that anonymity of communications is one of the most important advances enabled 
by the Internet, allowing individuals to express themselves freely without fear of retribution or 
condemnation. 214 La Rue continued that restrictions on anonymity can have a chilling effect, 
which dissuades the free expression of information and ideas.215 This can also result in 
individualsÕ de facto exclusion from vital social spheres, undermining their rights to expression 
and information, and exacerbating social inequalities,216 such as direct and indirect censorship 
due to ChinaÕs Twitter-like ÔWeiboÕ which introduced real-name registration.217 Additionally, 
it can have an evident chilling effect on victims of all forms of violence and abuse, who may 
be reluctant to report for fear of double victimisation.218 This raises private life aspects such as 
autonomy, physical and psychological integrity.  
 
As Bernal maintains, strong anonymity is needed for whistleblowers.219 David Wilson220 
stressed the importance of why whistleblowers need anonymity, where he detailed whistle 
blowing which lead to his unemployment and affected his employment prospects.221 Such 
issues can both fall within the ambit of Article 8 and 10222 as the latter includes Ôthe freedom 
to impart information.Õ223 
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Wilson noted that his whistleblowing only gained traction once he went to the press.224 It is 
therefore important to discuss the press, journalism, whistle blowing and data retention in 
relation to Article 10. Journalism is regarded as the Ôfourth estateÕ225 (a segment of society 
having significant influence on society outside of the political system) in which political 
reporting and investigative journalism attract a high level of protection under Article 10.226 
Protections, however, are uniquely challenged in the context of data retention.227 A study by 
the World Association of Newspapers and News Publishers (WAN-IFRA) on behalf of the 
United Nations Educational, Scientific and Cultural Organization (UNESCO) highlighted that 
legal source protection was jeopardised by mandatory data retention laws because of the risk 
of exposing sources.228 Another key finding was that without substantial limitations and 
protections of data retention, investigative journalism that relies on confidential sources will 
be difficult to sustain and reporting in many other cases will encounter inhibitions on part of 
potential sources.229 Even when journalists encrypt content they may neglect the metadata, 
leaving behind digital breadcrumbs when they communicate with their sources, making it easy 
to identify sources with insufficient or non-existent safeguards.230 It was also noted that the 
chilling effect on confidential sources is further exacerbated given the risk of profiling and 
exposure by the combinations of data retention and Big Data analysis.231 The UK has dropped 
to 40th place in the World Press Freedom Index, citing the IPA 2016 as having Ôinsufficient 
protection mechanisms for whistleblowers, journalists, and their sources, posing a serious 
threat to investigative journalism.Õ232 Given the revealing nature of communications data, 
journalists could unwittingly disclose their sources by virtue of the fact that communications 
between them and whistleblower is retained. Maintaining the confidentiality of sources is not 
a mere privilege dependent upon the lawfulness of their sources, but is a part to the right to 
information, which is to be treated with utmost caution.233 This not only compromises the 
professional activities protected under private life, it also interferes with the correspondence of 
both journalist and source. Another aspect of whistleblowing is the fact that concerns disclosed 
by whistleblowers can cross national boundaries, affecting members of the public in more than 
one country and requiring a response by regulators and governments in multiple States, 
particularly where the worker operates in an industry that is globalised and operates 
transnationally.234 This warrants the discussion of the Ôregardless of frontiersÕ aspect of Article 
10.  
 

(f)!  Regardless of Frontiers 
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The idea of freedom of expression Ôregardless of frontiersÕ takes on a new meaning in the 
Internet era as it empowers individuals around the world with the potential to seek, receive, 
and impart information and ideas in unprecedented ways.235 Hyde and Savage note that cross-
border whistleblowing also relates to the aviation and food sector,236 and others such as surface 
transportation, shipping, road haulage, energy production and financial services.237 The ECtHR 
in Ekin Associations v France238ruled that restrictions on foreign publications is in direct 
conflict with the notion of Ôregardless of frontiersÕ and ultimately held that Article 10 had been 
violated, as it was in the Spycatcher case.239  It has already been noted that data retention and 
surveillance in general has a chilling effect on various rights protected by the ECHR, this point 
is more profound when considering extraterritorial surveillance. In Human Rights Watch & 
Others v The Secretary of State for the Foreign & Commonwealth Office & Others240 the IPT 
ruled that Article 1 (jurisdiction) of the ECHR did not apply to the surveillance carried out by 
UK intelligence agency GCHQ when the individual concerned was not physically present in 
the UK. If Article 1 does not apply, then the corresponding rights set out in the Convention are 
not applicable. This position has been heavily criticised especially because the surveillance 
actually did take place within UK territory.241 What this would mean in practice is that when 
communicating from abroad, whether surveillance is conducted in the territory of the UK, 
Convention rights do not apply. There is a risk that intelligence agencies may exploit this gap 
to circumvent Convention protections through the use of intelligence sharing arrangements242 
and therefore uncontrolled data retention could ensue with impunity. More worrisome is that 
if a person present in the UK uses a VPN and sets their location abroad, would the ECHR again 
be said to be not applicable? If the answer is yes, then the UK would be in violation for the 
simple fact that Article 1 would apply because said person is in the UK. This is why, whatever 
the location, when conducting surveillance, the ECHR should be adhered to. Failing to do so 
would compromise the essence of free flow of information, regardless of frontiers. Not only 
does this affect private life in aspects of personal development, professional activities and 
autonomy in general when communicating with persons abroad. It can have an impact of family 
life in, for example, communications between family members in different countries. This in 
turn relates to an interference with the correspondence aspect of Article 8, the greater 
propensity for a chilling effect to materialise, and thus, again, highlights the interrelation 
between Articles 8 and 10. The inhibitory effects of the free flow of information affects oneÕs 
ability to receive and impart information.  
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(g)! Receive and impart information 
 
Although not a strict form of censorship in the traditional sense used about permissions in print 
media, and also not a real-time delay to electronic communications, data retention may still be 
seen to be something that engages the strand of Article 10 ECHR encompassing the qualified 
right to receive and impart information.243  Alex Matthews and Catherine Tucker demonstrated 
that post-Snowden revelations negatively affected (chilling effect) Google search terms 
deemed both personally-sensitive and government-sensitive.244 Search data, on generic, 
sensitive (potentially embarrassing) and on Homeland SecurityÕs list was collected for the US 
and its top 40 international partners.245 It showed that search terms deemed troubling from a 
personal and private perspective dropped 4%.246 It also provides the first substantial empirical 
documentation of a chilling effect, both domestically and internationally, that appears to be 
related to increased awareness of government surveillance.247 Moreover, the chilling effect 
found to be more prominent in countries that are considered US allies due to initial 
unawareness of US activities.248 Finally, it was noted there was a decrease in health related 
search terms, which was argued may have an impact economic welfare of citizens.249 This is 
just one example, but if individuals are deterred from making health related searches, this may 
affect their physical and social identity, thus hindering their autonomous development 
protected under private life. Jon Penney also found similar chilling effects and noted these 
findings have implications for the health of democratic deliberation among citizens and the 
health of society.250  
 
As David Kaye noted, surveillance (including data collection and retention) can create a 
chilling effect on the freedom of expression of ordinary citizens who may self-censor for fear 
of being constantly tracked. This included a wide range of vulnerable groups such as racial, 
religious, ethnic, gender and sexual minorities, members of certain political parties, civil 
society, human rights defenders, professionals such as journalists, lawyers and trade unionists, 
victims of violence and abuse, and children. 251  
 
Frank La Rue highlighted the interlink between privacy and freedom of expression further 
noting that states cannot ensure the freedom to receive and impart information without 
respecting, protecting and promoting privacy. La Rue continued that252 privacy and freedom 
expression are interlinked and mutually dependent where an infringement upon one can be both 
the cause and consequence of an infringement upon the other. Without adequately securing 
privacy, security and anonymity of communications, journalists, human rights defenders and 
whistleblowers, for example, cannot be assured that their communications will not be subject 
to StatesÕ scrutiny. 
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Another aspect of the freedom to receive and impart information derives from BreyerÕs 
analysis253 that if the state does not fully compensate telecommunication operators, then prices 
for their services may significantly increase, or formerly ÔfreeÕ254 services may cease to be 
offered. Bernal and others have noted that Internet Connection Records (ICRs) are expensive 
and the burden of costs may also (as well as government) fall on ordinary Internet users.255 
LINX argued that costs are unlikely to be recoverable even if the government reimburses ISPs 
for the full capital costs and ongoing direct operational expenses.256 Section 249 of the IPA 
2016 deals with telecommunications operator reimbursement. Subsection(7) specifically deals 
with the costs of retention notices, but there is no guarantee of full remuneration because 
discretion is given to the Secretary of State to consider what is appropriate,257 so long as it is 
not £0.258 As Breyer notes this could have the consequence of decreasing the amount of 
information people can afford to circulate, which ultimately interferes with freedom of 
expression.259 Being unable to (re-)circulate information may again have an indirect effect on 
the development of individuals protected under Article 8 and opinions under Article 10.  
 

(h)! Facts and opinion 
 
Article 10 covers both facts and opinions.260 The GC in noted that there is very little scope for 
restrictions on political speech.261 Chapter 3 detailed how data retention interferes with political 
views, which is special/sensitive data, and therefore relates to data protection aspects of Article 
8. 
 
Moreover, iiNet has demonstrated that embedded data about communications like Twitter, 
Facebook, and websites does in fact reveal substantial amount of the content of 
communications (such as tweets).262 Therefore, data retention would not just retain the 
communications data associated with tweets, but the actual tweets itself, making it far easier to 
identify individuals, thus interfering with anonymity, private life and the ability to express 
oneself.  
 
This section has demonstrated the interrelation between Article 8 and Article 10 ECHR, and in 
many cases where the former underpins the latter. Pluralism, is established in the jurisprudence 
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of the ECtHR, especially when it comes to freedom of expression and religion.263 An 
interrelationship between Article 10 and 9 is argued to exist.264 The Steering Committee of the 
CoE on Media and Information Society (Steering Committee) noted that the Internet allows 
the expression of political convictions, as well as religious and non-religious views which 
concerns the right to freedom of thought, conscience and religion as enshrined in Article 9 of 
the ECHR.265  
 

4.7!Freedom of Religion, Thought, Conscience and Article 9 ECHR 
 
Article 9(1) ECHR notes: 
 

Everyone has the right to freedom of thought, conscience and religion; this right 
includes freedom to change his religion or belief and freedom, either alone or in 
community with others and in public or private, to manifest his religion or belief, in 
worship, teaching, practice and observance. 

 
The CoEÕs Parliamentary Assembly agreed that surveillance (including data retention)266 
endangers freedom of religion.267 ItÕs CFR equivalent is Article 10.  
 

(a)! General Principles 
 
Freedom of religion is regarded as one of the foundations of a democratic society within the 
meaning of the Convention. It is, in its religious dimension, one of the most essential elements 
of the identity of believers and their conception of life, but it is also a precious asset for atheists, 
agnostics, skeptics and the unconcerned268 and humanists.269 That freedom entails, inter alia, 
freedom to hold or not to a religion and that to practice or not to practice it.270 The aspect of 
Ôidentity of believersÕ relates to the social identity aspect of private life as discussed above.  
 

(b)! Freedom to Manifest a Belief  
 
The freedom to manifest oneÕs religion can be done in public or in private.271 This closely 
relates with the private life aspect of Article 8 which can be considered in conjunction.272 The 
freedom to manifest oneÕs religion also encompasses the ability to convince oneÕs neighbour 
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i.e. through teaching.273 Although there is a differentiation the ECtHR in Campbell and Cosans 
v the United Kingdom274 differentiated between opinions/ideas and belief, 275 it still relates to 
the freedom to impart information aspect of Article 10 and can be considered in conjunction 
with Article 9 if it is necessary276 or relates to religion.277 This would ultimately also relate to 
the freedom to receive information under Article 10 and respecting correspondence under 
Article 8, and therefore, ultimately freedom of communication. 
 

(c)!  Freedom to Hold a Belief 
 
The right to hold a belief is unconditional and absolute.278 This relates to the personal autonomy 
aspect of private life in that Ôautonomy is salient in the reasoning of the Court and most notably 
under Article 9.Õ279 
 

(d)! Article 9 and its relationship with Data Retention 
 
In Sinan Isik v Turkey the ECtHR noted that: 
 

[T]he right to manifest oneÕs religion or beliefs also has a negative aspect, namely an 
individualÕs right not to be obliged to disclose his or her religion or beliefs and not to 
be obliged to act in such a way that it is possible to conclude that he or she holds Ð or 
does not hold Ð such beliefs. Consequently, State authorities are not entitled to 
intervene in the sphere of an individualÕs freedom of conscience and to seek to discover 
his or her religious beliefs or oblige him or her to disclose such beliefs.280 

 
It has already been noted Chapter 3 how communications data can reveal philosophical or 
religious beliefs.281 Data retention forces the disclosure of religion or belief via State 
intervention through retention notices which for example, captures web history. Therefore, the 
mere existence of data retention laws likely interferes with Article 9 because it makes it 
possible to conclude whether one holds a religion or belief. This also establishes another link 
with Article 8 as the mere storage of personal data interferes with private and family life.282 
This interferes with the data protection aspect of Article 8 more profoundly because religion is 
classed as sensitive/special data and thus the rules on processing become stricter. Due to the 
state ÔinterveningÕ by retaining this data, another aspect of private life arises, that is of personal 
development which can be inhibited by the reluctance to seek out information due to the 
chilling effect discussed throughout this Chapter. This therefore again becomes an Article 8 
and Article 10 issue. Another aspect of the interrelation between Article 9 and Article 8 is the 
correspondence aspect, although concerning interception (which is actually possible through 
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Part 4),283 data retention also threatens the privileged communications of religious ministers,284 
thus striking at the freedom of communication, which in turn can have an effect on their 
professional activities, also protected under private life. It has also been shown that surveillance 
can have a chilling effect on those practising a particular religion. It was statistically confirmed 
that Ôthat Muslim-Americans not only believe the government monitors their routine activities, 
but that such concerns have translated into actual changes in daily behavior.Õ285 
 
In regards to conscience, Bernal notes that Apple, Google and MicrosoftÕs Ôdigital assistants,Õ 
Siri, Now and Cortana all aim to predict what one knows, to the extent that Google and 
Facebook can know people better than they know themselves.286 One reason is due to self-
deception,287 the other is the frailty of human memory, something that Google is not prone to 
because it remembers perfectly, forever (authorÕs emphasis).288 This may raise issues (already 
touched upon by the CJEU)289 of the right to be forgotten and data portability where Ôthe right 
for the data subject to object to the further processing of his/her personal data, and an obligation 
for the data controller to delete information as soon as it is no longer needed for processing.Õ290 
The right to be forgotten, or as Bernal phrases it, a right to delete291 is currently being 
considered by the ECtHR in M.L. v. Germany and W.W. v. Germany under Article 8.292 
 
Moving on from predictability, Facebook has announced that it seeks to develop technology 
that would be able to read a personÕs mind in order to communicate.293 Neuroscientist Mark 
Chevillet hinted that FacebookÕs goal would require non-invasive sensors to detect brain 
signals associated with word thinking, algorithms to figure out the intended word, Artificial 
Intelligence (AI) to aid the algorithm and technology called Ôdiffuse optimal tomographyÕ 
which would shine infra-red light onto brain tissue to deduce patterns of neurons based on light 
scattered.294  Such neurotechnologies have applications in device control, real-time 
neuromonitoring, neurosensor-based vehicle operator systems, cognitive training tools, 
electrical and magnetic brain stimulation, wearables for mental wellbeing, virtual reality 
systems and for everyday activities including gaming, entertainment, and smart- phoneÕs 
remote control.295 Apple and Samsung are incorporating neurogadgets into their major 
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products.296 It was predicted that neurodevices would gradually replace the keyboard, mouse, 
touchscreen and voice command as the preferred way to interact with computers.297 This will 
lead to an increase the availability of brain information to third parties, exposing them Ôto the 
same degree of intrusiveness and vulnerability to which is exposed any other bit of information 
circulating in the digital ecosystem.Õ298 
 
The mind is a Ôkind of last refuge of personal freedom and self-determination.Õ299 The risks of 
using brainwaves to eavesdrop and gain passwords300 is already here, which is matched by calls 
for human rights to protect mental privacy, cognitive liberty, mental integrity and 
psychological continuity.301 Cognitive liberty is synonymous with freedom of thought302 yet 
more precisely evokes the idea Ôindividuals should have the right to autonomous self-
determination over their own brain chemistry.Õ303 It is necessary for all other liberties.304 For 
Bublitz, an aspect of cognitive liberty entails the protection of individuals of coercive or 
unconsented use of neurotechnologies.305 This may have implications for Article 9, if data from 
neurotechnologies are to be retained because this would fall under Ôunconsented use.Õ 
Moreover, unlike Articles 8, 10 and 11, the restrictions of Article 9 apply only to the 
manifestation of religion and beliefs, not the thoughts themselves,306 as they are absolute 
(authorÕs emphasis).307If neurotechnologies can be used to discern the contents of thoughts 
against oneÕs will (non-consent)308Ôit would have a chilling effect not only on expression but 
also on the source of expression, and thus it would impact the freedom people have even to 
entertain those thoughts.Õ309 The very notion of freedom of thought could very well be put 
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under threat as retention of thought data could be seen as taking Ôcoercive steps to make him 
change his beliefs.Õ310 
 
Several questions arise, under what conditions could brain information be collected, what 
components shall be disclosed and made accessible to others, who should access this and what 
should be the limits to consent in the area?311 It was noted that neurotechnologies creates risk 
of unparalleled intrusion into the private sphere causing physical or psychological harm or 
unduly influencing oneÕs behaviour.312 For Ienca and Andorno, the mere collection of brain 
data can violate mental privacy.313 Brain signals also allow the tracing or distinguishing of 
oneÕs identity.314 This establishes a link between Article 9 and 8 in that this would touch upon 
aspects of the latter with regards to physical, psychological and moral integrity, identity, 
autonomy, informational self-determination and data protection. However, Ienca and Andorno 
argue that privacy and data protection are insufficient to deal with emerging neurotechnological 
scenarios, hence the need for the formal recognition of mental privacy.315 For example, Article 
8 is a relative, rather than an absolute right, as some argue probing the mind against oneÕs will 
should be prohibited in all circumstances.316 This raises no issues, if this falls within the ambit 
of freedom of thought in Article 9, but with Article 8, it may well be justifiable. Falling under 
the later, it would be argued that the StateÕs margin of appreciation should be even narrower 
than retention of other forms of communications data as this would be of the utmost sensitivity. 
An alternative would be for the CoE to adopt an Additional Protocol dealing specifically with 
mental privacy. However, for these purposes, it is argued that Article 9 would be the best 
protection currently available due to its absolute nature of freedom of thought and conscience. 
 
Given that smart phones, devices and apps are covered by the IPA 2016,317 retention of thought 
data would truly encompass what Caspar Bowden highlighted when he coined the term ÔCCTV 
(or Big Brother)318 for inside your head.Õ319 Thus, ultimately interfering with oneÕs conscience. 
The GC has noted where Ôthe organisation of the religious community is at issue, Article 9 of 
the Convention must be interpreted in the light of Article 11.Õ320  For this reason, it is necessary 
to now consider data retention and its implications on Article 11.  
 

4.8!Article 11 ECHR 
 
Article 11(1) maintains that: 
 

Everyone has the right to freedom of peaceful assembly and to freedom of association 
with others, including the right to form and to join trade unions for the protection of his 
interests. 
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Article 12 CFR is Article 11Õs equivalent.  
 

(a)!The Importance of Freedom of Association 
 
Zvonimir Mataga argues that freedom of association enables individuals to protect their rights 
and interests in alliance with others.321 Mataga continues that such possibility is of the utmost 
importance since, from a sociological aspect, association means creation or accession to an 
organisation Ð which is due to its characteristics able to achieve goals which an individual alone 
would not be able to achieve at all, or at least not effectively. This also relates to the very 
important aspect of private life in that it protects individualÕs right to develop and form 
relationships with the outside world. Manfred Nowak highlighted the dualist nature of freedom 
of association as granting civil and political rights. Regarding the civil rights aspect, freedom 
of association protects against arbitrary interference by the State or private parties when, for 
whatever reason and for whatever purpose, an individual wishes to associate with others or has 
already done so. From the political rights perspective, it is indispensable for the existence and 
functioning of democracy, because political interests can be effectively championed only in 
community with others (as a political party, professional interest group, organization or other 
association for pursuing particular public interests).322 The civic and political freedoms aspect 
was also noted by the GC in Zdanoka v Latvia.323 Moreover, the GC has also Ôon numerous 
occasions affirmed the direct relationship between democracy, pluralism and the freedom of 
association.Õ324 
 

(b)!The Importance of Freedom of Assembly 
 
The GC too has stressed the importance of freedom of assembly where they noted that Ôthe 
right to freedom of assembly is a fundamental right in a democratic society and, like the right 
to freedom of expression, is one of the foundations of such a society.Õ325 Moreover it was noted 
that measures to supress freedom of assembly other than in cases of incitement to violence or 
rejection of democratic principles Ð however shocking and unacceptable words used and 
however illegitimate demands made may be, may endanger democracy.326  
 

(c)!Differentiating Assembly from Association and their respective application 
 
In order to highlight the significance of freedom of assembly and association in respect of data 
retention, it is first necessary to distinguish between both concepts. The idea of freedom of 
association encompasses the right to form or be affiliated with a group or organisation pursuing 
particular aims.327 Article 11 affords protection to any group considered an 
association.328According to Mataga, associations within the meaning of Article 11 has an 
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autonomous meaning independent of state classifications.329 For the ECtHR, ÔassociationÕ 
presupposes Ôa voluntary grouping for a common goal.Õ330 Although trade unions are 
specifically mentioned in Article 11, the ECtHR interprets the term ÔassociationÕ very broadly 
to include a number of form of associations. This includes the right to join and form 
associations, (especially) political parties, religious organisations, employer associations, 
companies and various other forms of association,331 including environmental associations.332 
Moreover, Article 11 protects informal associations provided that they fulfil the minimum 
degree of organisation and size and companies.333 
 
What distinguishes association from assembly is the: 
  

(i)! higher degree of institutional organisation (does not require legal status, requires 
more than mere social gathering, and some degree of continuity);  

(ii) ! voluntary character; and  
(iii) ! the pursuit of a common goal (for mutual or public benefit).334  
 

The GC regards that assembly should not be interpreted restrictively, as the right covers both 
private meetings and meetings in public places, whether static or in the form of a procession; 
in addition, it can be exercised by individual participants and by the persons organising the 
gathering.335  
  

(d)!Association and Assembly in the Digital Age 
 
In their paper, Douglas Rutzen and Jacob Zenn argue that freedom of association and assembly 
applies to online communities i.e. Facebook groups, social networks.336 Although using 
slightly different criteria337 for determining what constitutes association, it will be argued this 
is still applicable to the ECtHRÕs interpretation. Rutzen and Zenn use the examples of ÔÒApril 
6 MovementÓ that originated in Egypt; the ÒOne Million Voices Against FARCÓ that originated 
in Colombia; and ÒMir Hussein MousaviÕsÓ Facebook page that originated in Iran.Õ338 

 
Movement Description 
April 6 Movement Facebook group, reported on strikes, 

alerted online networks about police 
activity, organised protests against illegal 
government activity, obtained over 
100,000 members by 11 March 2011, and 
promoted Ômillions march.Õ 
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One Million Voices Against FARC Facebook group, based on concern about 
FARCÕs actions, acquired 100,000 
members within a week, highly organised 
Ð setting up officer roles on issues of 
legal reform to public relations, 
coordinated community organisers 
spanning nearly 50 countries to raise 
funds for advertising campaign and to 
plan protest that reached between 
500,000 and 2 million. 

Mir Hussein MousaviÕs Facebook page, providing a framework 
for citizen journalism, sought to raise 
awareness of events happening in Iran to 
gain inside and outside support.339 

 
Rutzen and Zenn detailed that each group had what the ECtHR would consider a common goal. 
As they were Facebook groups, membership was voluntary (though individuals can be added 
to Facebook groups by others, they can also remove themselves). Finally, as Rutzen and Zenn 
note, the original creators Ôprovided leadership and institutional structure to their 
organisations.Õ340 These would qualify as ÔassociationsÕ not only under international law341 but 
also under the Article 11 ECHR. 
 
Regarding assembly, Rutzen and Zenn noted this is also covered online referring to online 
government petitions as an example.342 As noted above, the ECtHR has noted that assembly 
includes public and private meetings whether static or in the form of demonstrations. 
Therefore, physical proximity is not necessary as private static meetings could include Skype 
meetings,343 Whatsapp Group Chat,344 and public static meetings could include livestreaming 
conferences via Youtube.345  
 
To further add to this, it serves as a reminder that the UN and CoE have already maintained 
that rights available offline should be readily available online also. The Steering Committee in 
their guide (as recommended by the Committee of Ministers (CoM)346 to human rights for 
Internet users when referring to Article 11 noted that users have Ôthe right to peacefully 
assemble and associate with others using the Internet.Õ347 They continued that this included 
Ôforming, joining, mobilising and participating in societal groups and assemblies as well as in 
trade unions using Internet-based tools (authorÕs emphasis).Õ348 This includes signing of 
petitions (as Rutzen and Zenn mention above) to participate in a campaign or other forms of 
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civic action.349 Crucially, the Steering Committee noted that Ôuser should have the freedom to 
choose the tools for the exercise of the rights such as websites, applications or other services 
(authorÕs emphasis).Õ350 This would, therefore, put in a whole ranges of services beyond those 
(Skype, Whatsapp and Youtube) mentioned above. Formal recognition of social groups, in line 
with Article 11 is not required, moreover, online protests are permissible subject to 
limitations.351 This overwhelmingly demonstrates how online association and assembly are 
protected under Article 11. What binds the online aspect of freedom of assembly and 
association, is the freedom of communication with others. Albeit briefly discussed above, 
Mataga noted that Article 11 has relationships with other Convention Rights.352 
 

(e)! Interrelation between Article 11 and 8-10 
 
The relationship between Article 10 and 11 has been highlighted by the GC in United 
Communist Party of Turkey and others v Turkey that: 
 

[N]otwithstanding its autonomous role and particular sphere of application, Article 11 
must also be considered in the light of Article 10. The protection of opinions and the 
freedom to express them is one of the objectives of the freedoms of assembly and 
association as enshrined in Article 11É That applies all the more in relation to political 
parties.353  

 
Regarding the relationship with Article 9, the ECtHR has ruled Article 11 needs to be 
interpreted in light of Article 9 as it includes the freedom, either alone or in community with 
others and in public or private, to manifest oneÕs religion or belief, in worship, teaching, 
practice and observance.354 Furthermore, in Young, James and Webster v United Kingdom the 
ECtHR ruled that Ô[t]he protection of personal opinion afforded by Articles 9 and 10Éin the 
shape of freedom of thought, conscience and religion and of freedom of expression is also one 
of the purposes of freedom of association as guaranteed by Article 11 (art. 11).Õ355 Articles 9-
11 Ôare designed to protect the freedom to share and express opinions, and to try to persuade 
others to one's point of view, which are essential political freedoms in any democracy.Õ356 
 
The GC recognises that freedom of association is particularly important for persons belonging 
to minorities, including national and ethnic minorities, and that, as laid down in the preamble 
to the Council of Europe Framework Convention:  
 

[A]  pluralist and genuinely democratic society should not only respect the ethnic, 
cultural, linguistic and religious identity of each person belonging to a national 
minority, but also create appropriate conditions enabling them to express, preserve and 
develop this identity. 357  
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Moreover, it was noted that Ôforming an association in order to express and promote its identity 
may be instrumental in helping a minority to preserve and uphold its rights.Õ358 This establishes 
a link between association and ethnic identity (mentioned above) in which a lack of respect is 
capable of impacting on the groupÕs sense of identity and the feelings of self-worth and self-
confidence of members of the group. This can be seen as affecting the private life of members 
of the group.359 
 
Both Golubovic360 and Mataga361 have noted the relationship between Article 11 and the aspect 
of ÔhomeÕ in Article 8 when referring to Niemetz v Germany, due to it including business 
premises.362 Due to Article 8 being applicable to natural and legal persons,363 Mataga argues 
that Ôit would follow that business premises of an association also fall to be protected under 
Article 8 of the Convention.Õ364  
 
Regarding assembly, Valerie Aston notes that there is a Ôsignificant overlap between 
interference in privacy rights and those relating to the restriction of assembly.Õ365 In S¿rensen 
and Rasmussen v Denmark the GC noted that personal autonomy Ômust therefore be seen as an 
essential corollary of the individual's freedom of choice implicit in Article 11 and confirmation 
of the importance of the negative aspect of that provision.Õ366 Autonomy non-exhaustively 
interlinks Articles 8-11 in more ways than one (see above). The interlinks become more 
apparent when considering association, assembly and data retention.  
 
 

(f)! Data Retention and Freedom of Association and Assembly 
 
As Mataga has noted, Ô[a]n interference with the freedom of association will normally not be 
caused by the law itselfÉeven though such a situation would also be conceivable, but rather 
by a decisionÉgiven in applying that law.Õ367 Interference could be established in both cases. 
First, following the Klass approach, that the mere existence of surveillance laws which can be 
applied to anyone interferes with Article 11. This is because retention of data that relates to 
association or assembly necessarily interferes with Article 11. As Bernal notes, the knowledge 
of the existence of surveillance can produce more conformist behaviour which would impact 
directly on the willingness to exercise the freedom of both assembly and association.368 Bernal 
further notes that this will increase due to the increasing interactions between technologies, 
geolocation and the Internet of Things (IoT).369 For Bernal, the power effect of gathering data 
and holding it impacts upon autonomy.370 Secondly, this is supported by the approach in 
Segerstedt-Wiberg and Others v Sweden, the ECtHR has acknowledged that the storage of 
personal data related to affiliations and activities engages Article 11.371 Using the Klass and 
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Segerstedt approach, the mere existence of data retention laws and actual retention of 
association/assembly data therefore interferes with Article 11 and requires justification. This, 
of course, also relates to the data protection aspect of private and family life. 
 
So, the question becomes, what communications data could be classed as association/assembly 
data? There are a multitude of data, (given that association and assembly also applies online) 
for example, an email address or a phone number of a known association. This could also 
include web history which reveals a list of e.g. environmental association websites visited. The 
communications data from social media accounts that are used to spread protest messages and 
to boycott products is an example of communications data pertaining to online assembly. The 
time, duration, location of a Skype chat of a e.g. Greenpeace meeting. This leads on to a very 
specific type of communications data, location data.372 Bruce Schneier pointed out that 
Ôlocation information is valuable, and everyone wants access to it.Õ373 Rozemarijn van der Hilst 
argued that location data could be considered Ôsensitive personal dataÕ374 or Ôspecial category 
of personal data.Õ375 This is due to the fact that Ô[a]ggregated location data can reveal 
information about a personÕs habits, (future) whereabouts (authorÕs emphasis).Õ376 This 
highlights not only that location data can reveal very intimate details, it can be used to make 
future predictions based on current data possessed.377 It can also reveal someoneÕs religion,378 
which would as noted above, engage Article 8, due to it being sensitive personal data, and 
Article 9 due to the storage of data which can make said religion identifiable. All in all, 
communications data (especially entity data) retention can reveal an entire life.379 Therefore 
the data can reveal, who is associated with who, who organised what, who demonstrate where 
and when. 
 
Another way to establish interference is by restriction. Mataga notes that Ô[m]easures 
restricting the right to freedom of association will usually fulfilÕ the condition of 
interference.380 Regarding assembly, the ECtHR has noted that Ôinterference with the right to 
freedom of assembly does not need to amount to an outright ban, legal or de facto, but can 
consist in various other measures taken by the authorities (authorÕs emphasis).Õ381 Restrictions 
can include both Ômeasures taken before or during a gathering and those, such as punitive 
measures, taken afterwards.Õ382 It was noted that a ban could have a chilling effect on 
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participation and thus create interference.383 However, from a data retention perspective, a ban 
is not the important ingredient, it is the fact that the ECtHR acknowledges that a chilling effect 
can give rise to interferences with Article 11. van der Hilst has noted that the Ôblanket and 
indiscriminate retention of sensitive personal data over a longer period of time can have a 
severe Ôchilling effectÕ (authorÕs emphasis).Õ He continued that this may Ôreduce peopleÕs 
willingness to participate in public life, which is a loss for the democratic functioning of 
society.Õ384 Jillian York has highlighted the link between harmful effects of surveillance on 
freedom of expression and association in that ÔmetadataÉand its wide-scale capture creates a 
chilling effect on speech and association (authorÕs emphasis).Õ385 There has been evidence386 
from a US perspective of surveillance causing chilling effects. The Electronic Frontier 
Foundation (EFF), in a case against the NSA have also argued that the collection of phone 
records violates the US First Amendment as it discourages Ômembers and constituents from 
associating and communicating with them for fear of being spied on.Õ387 Aston notes that the 
[t]he fear that information may be transferred as a result of surveillance activities is itself 
restrictive of autonomy, whether or not information is retained or disseminated in any 
particular case (authorÕs emphasis).Õ388  
 
In Gillan and Quinton the applicants argued that a laws existence could have an intimidatory 
and chilling effect on the exercise of those rights. The ECtHR left open the question of whether 
the mere existence of stop and search powers interfered with Article 10 and 11.389 Although 
the question concerned stop and search powers, the problem of chilling effects has been well 
documented throughout this Chapter, and therefore relevant in this context. The definition of 
serious crime for data retention purposes are undergoing amendments to comply with Tele2 
and Watson.390 Serious crime does have a definition in the IPA 2016 through s.263(1) in three 
parts. The third is pertinent to this discussion here in which serious crime is defined as conduct 
by a large number of persons in pursuit of a common purpose. First, it must be noted that person 
is defined in s.81 of the Regulation of Investigatory Powers Act 2000 (RIPA 2000) (and not in 
the IPA 2016) as including (therefore not limited to) Ôany organisation and any association or 
combination of persons.Õ Therefore, it is made explicit by virtue of RIPA 2000, that being part 
of association in pursuit of a common purpose (which by definition is one of the ingredients of 
an association) could be regarded as serious criminals. The definition of serious crime equally 
applies to assembly. This is problematic because Ôcommon purposeÕ is not defined.391 Any 
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meeting, any group chat, whether offline or online could, therefore, be caught if serious crime 
was added to the justifications of retention, and it is therefore, important to highlight that this 
mere possibility interferes with Article 11 irrespective of any chilling effect. Furthermore, if a 
group of persons with a common purpose satisfies the definition of serious crime, then it would 
not be unreasonable to conclude that this equally applies to regular crime (for which a retention 
notice currently can be issued) which can classify groups as two or more people.392  
 
Just as the CJEU noted in regards to freedom of expression, the retention of communications 
data would have an effect on the use of means of electronic communication and thus on the 
exercise of freedom of association and assembly. This would therefore, strike at the freedom 
of communication with others, whether this is to organise associations and assemblies offline 
or online. Online because the necessary communications data which can highlight associations 
or assemblies can be revealed, and offline because location data can reveal where an individual 
has been, disclosing sensitive/special personal data. It is for this reason, necessary to consider 
the possible implications for movement in physical space, which is protected under Article 2 
of Protocol 4. 
 

4.9!Article 2 of Protocol 4 ECHR 
 
Article 2(1) of Protocol 4 states that everyone lawfully within state territory shall have Ôhave 
the right to liberty of movement.Õ Article 2(3) Protocol 4 sets out that any restriction on this 
right, amongst other things must be in accordance with the law. The first instance of 
considering data retention on the possible implications on freedom of movement came from 
the Romanian Constitutional Court (RCC).393 The RCC acknowledged that data retention may 
affect Ôthe exercise of the right to free movement.Õ394 The RCC continued that this was due to 
what was being required to be retained.395 When the RCC ruled national implementation of the 
DRD to be unconstitutional, one of the reasons behind this was due to the fact that Article 25 
of the Constitution (Freedom of Movement) had been breached as data retention would affect 
the exercise of said right. Similar arguments were raised by Digital Rights Ireland before High 
Court of Ireland (HCI)396 but was rejected because Digital Rights Ireland did not have standing 
as a company.397 The argument was that the:  
 

[T]racking and storing of the movements of any person carrying a mobile telephone 
amounts to an interference with theÉright to travel Éinsofar as it establishes a system 
of state-mandated surveillance of the movements of the overwhelming majority of the 
population.398 

 
Although Digital Rights IrelandÕs point was rejected, the HCI left it open the issue open to 
natural persons as it was acknowledged that there was a Ôgreater force in the argument that 
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there is a right to confidential travel within the StateÕ but could be circumscribed in the interests 
of preventing crime.399 Movements and activities, offline and on are now leaving a ÔfootprintÕ 
in the form of traffic data which synthesize the puzzle of our everyday movements.400 Data 
retention symbolises the Ôdisappearance of disappearanceÕ putting freedom of movement in 
jeopardy,401 because it ties in with autonomy.402 As Mitrou points out, this is anchored in 
Article 2 Protocol 4 because it concerns the right to move without being traced.403  
 
From an ECHR perspective, it is important to note the case of Shimovolos v Russia.404 The case 
concerned the applicant having their name stored on a ÔSurveillance Database.Õ Whenever a 
person on this database decided to travel, the Department of Transport would be notified.405 
The ECtHR noted that the Surveillance Database which allowed the collection of the 
applicantÕs movements within Russia interfered with their private life,406 and violated it 
(authorÕs emphasis).407 What is of importance here is that once the ECtHR found a violation of 
Article 8, they, of their own motion (likely through Rule A1(1)),408 asked whether having the 
applicantÕs name in the Surveillance Database violated Article 2 Protocol 4.409 The ECtHR 
concluded that based on a finding of violation of Article 8, although the point was admissible, 
no separate issue arose under Article 2 Protocol 4.410 This acknowledges the interplay between 
Article 8 and Article 2 Protocol 4, in which either or both may be examined depending on the 
circumstances of the case.411 This, therefore, highlights that the ECtHR are prepared to accept 
that storing data on movements may engage Article 2 Protocol 4, which would fall in line with 
the RCC. 
 
To strengthen the engagement of Article 2 Protocol 4, location data will be considered. 
Blumberg and Eckersley regard locational privacy as Ôthe ability of an individual to move in 
public space with the expectation that under normal circumstances their location will not be 
systematically and secretly recorded for later use (authorÕs emphasis).Õ412 However, the ECtHR 
in Uzun v Germany413 distinguished GPS surveillance from visual and acoustical surveillance 
because the latter Ôdisclose[s] more information on a person's conduct, opinions or feelings.Õ It 
is contended that the ECtHR are mistaken in this context. As noted before Dr Alex Pentland 
highlighted that just Ôby watching where you spend time, I can say a lot about the music you 
like, the car you drive, your financial risk, your risk for diabetes.Õ414 Furthermore, it was already 
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noted that location data can reveal a personÕs religion and Blumberg and Eckersley has noted 
how location databases can reveal very sensitive information.415 The then (and first) Special 
Rapporteur on the promotion and protection of human rights and fundamental freedoms while 
countering terrorism, Martin Scheinin, noted that surveillance impacts upon various rights 
including freedom of movement because they all require Ôprivacy to be able to develop 
effectively.Õ416 Scheinin continued that freedom of movement is substantially affected by 
surveillance because the Ôcreation of secret watch lists, excessive data collection and sharing 
and imposition of intrusive scanning devices or biometrics, all create extra barriers to mobility 
(authorÕs emphasis).Õ417 
 
It becomes clear that data retention interferes with freedom of movement that is protected by 
Article 2 Protocol 4. There is, however, a caveat, with regards to the UK. The UK signed 
Article 2 Protocol 4 on 16 September 1963, but did not ratify it. Therefore, the ECtHR would 
not have jurisdiction to consider it.418 However, ratification is not necessary for it will be 
sufficient  Ôthat the relevant international instruments denote a continuous evolution in the 
norms and principles applied in international law.Õ419 There are many international law 
principles governing freedom of movement, from the Article 13 of the Universal Declaration 
of Human Rights (UDHR), Article 12 International Covenant on Civil and Political Rights 
(ICCPR), and  Directive 2004/38/EC. This allows Article 2 Protocol 4 to be applied to rights 
that have been ratified and can be enforced in the UK indirectly.420 It has already been noted 
that Article 2 Protocol 4 interlinks with Article 8 in terms of data retention. Freedom of 
movement has also been linked with Articles 9,421 11422 and 10.423 It has already been 
established that data retention interferes with each of these Convention Rights which only 
serves to strengthen their links with Article 2 Protocol 4. The European ParliamentÕs 
Directorate General noted that the digital applications of freedom of movement and the right 
to counsel has not been sufficiently explored.424 The latter point is important considering that 
Martin Scheinin highlighted that surveillance can have an impact on due process rights,425 and 
for that reason it is necessary to consider Article 6. 
  

4.10! Article 6 ECHR 
 

(a)!Relevant Provisions of Article 6 
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It has highlighted that Ôthe respect for private correspondence under Article 8 relate either 
directly or indirectly to the right to a fair trial.Õ426The relevant provisions of Article 6 in relation 
to data retention are Article 6(1), (2) and 3(c) which respectively provide for in the 
determination of oneÕs civil rights and obligations or any criminal charge against them, 
everyone is entitled to a fair trial, presumption of innocence and the right to effective legal 
assistance. This is loosely similar to ArticleÕs 47/8 of the CFR. 
 

(b)!Does Surveillance Engage Article 6? 
 
The question of whether surveillance engages Article 6 was first dealt with in Klass, in which 
the ECtHR ruled even if it were, it was not violated.427 The reasoning was that due to the very 
secretive nature of surveillance i.e. subject not knowing, they were incapable of initiating a 
priori  judicial control, which, therefore, escapes the requirements of Article 6.428 However, in 
Kennedy v UK, the ECtHR were reluctant to answer the question as to whether Article 6 applies 
to surveillance measures, instead acting on the assumption that it did based on the IPTÕs 
reasoning of what constitutes a civil right, which did not in fact violate Article 6.429 This has 
been severely criticised by JUSTICE for departing from Klass as Article 6 Ôcan only be 
[engaged] once a person has been notified of a surveillance decision that the requirements of a 
fair hearing come into play.Õ430 Grace has suggested that engaging and interfering with Article 
8 Ôensures that the requirement of the determination of the civil rights of the 'subject' is met in 
terms of subsequently engaging Article 6.Õ431 This, therefore, proceeds on the assumption that 
surveillance measures such as data retention engages Article 6, in which the two other 
requirements, presumption of innocence and the right to effective legal assistance will need to 
be considered. 
 

(c)!Data Retention and the Presumption of Innocence: Rethinking ÔCriminal ChargeÕ? 
 
The presumption of innocence is one of the fundamental principles governing criminal law 
procedure and is included in all the most important international documents of human rights.432 
The first linking of presumption of innocence and data retention (concerning DNA and 
fingerprint data) came from the GC in S and Marper v UK. The GC noted that it:  
 

[I]s true that the retention of the applicantsÕ private data cannot be equated with the 
voicing of suspicions. Nonetheless, their perception that they are not being treated as 
innocent is heightened by the fact that their data are retained indefinitely in the same 
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way as the data of convicted persons, while the data of those who have never been 
suspected of an offence are required to be destroyed (authorÕs emphasis).433 

 
The risk of stigmatisation434 highlights that the GC had concerns with the retention of data 
(albeit indefinite) of those who were only ever suspected and never convicted, a presumption 
of guilt.435 Additionally, crucially, it highlights that those who were never suspected, their data 
has to be destroyed. From a communications data retention perspective, however, this is not 
the case as it marked a swing from a post-crime to a pre-crime society, based on risk 
assessment, suspicion and pre-emption.436 As Mariuca Morariu notes, it is this Ôpreemptive 
action where condemnation occurs first before the search for proof commencesÉthat inflicts 
heavy losses on civil liberties.437  
 
This was highlighted by the RCC where they noted that data retention applies to all, regardless 
of whether they have committed crimes or not or whether they are the subject of an 
investigation or not. For the RCC, this would likely to overturn the presumption of innocence 
and to transform a priori all users of electronic communications technology into people 
susceptible of committing terrorism crimes or other serious crimes.438 
 
The CJEU in Digital Rights Ireland and in Tele2 and Watson also picked up on the fact that 
the DRD did not require any relationship between the data whose retention is provided for and 
a threat to public security.439 However, for the presumption of innocence to apply, an individual 
has to be ÔchargedÕ with a Ôcriminal offence.Õ The terms Ôcriminal chargeÕ and Ôcharged with a 
criminal offenceÕ in Articles 6(1) and (2) respectively have the same meaning.440 Under Article 
6 Ôcriminal chargeÕ has an autonomous meaning and not confined to national categorisations.441 
A ÔchargeÕ could be defined as the Ôofficial notification given to an individual by the competent 
authority of an allegation that he has committed a criminal offenceÕ or whether Ôthe situation 
of the [suspect] has been substantially affected.Õ442 Regarding the ÔcriminalÕ aspect of Article 
6, the ECtHR has developed certain criteria to assess applicability based upon: 
 

1.! classification in domestic law;  
2.! nature of the offence; and 
3.! severity of the penalty that the person concerned risks incurring.443 

  
Therefore, the question becomes, would data retention trigger the Ôcriminal chargeÕ aspect of 
Article 6(2) for the presumption of innocence to apply? Thomas and Geert take the restrictive 
view that the presumption of innocence applies only as a procedural safeguard once a specific 
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crime has been attributed to an individual.444 However, Alwin Van Dijk has argued that Ôany 
act that might convey to a reasonable actor that he is not presumed innocent of a punishable 
offence constitutes a [presumption of innocence] interference (authorÕs emphasis).Õ445 
Importantly, Alwin Van Dijk gives the example of wire-tapping as an example of presumption 
of innocence interference.446 Jonida Milaj and Jeanne Pia Mifsud Bonnici, however, note that 
ECtHR jurisprudence cannot meet the extensive requirement of Van Dijk because the 
application of presumption of innocence is Ôlinked with a specific criminal proceedingÕ and 
thus would not apply to individuals whom mass surveillance treats as general suspects.447   
 
Despite this, Milaj and Bonnici contend that mass surveillance undermines the operation of the 
principle as a procedural safeguard through the stages of a criminal process.448 Milaj and 
Bonnici refer to the European ParliamentÕs recognition of the relationship between mass 
surveillance and the presumption of innocence.449 It is important to note that the European 
Parliament were aware that these surveillance programmes were another step Ôtowards the 
establishment of a fully-fledged preventive stateÉoften not in line withÉ the presumption of 
innocence.Õ450 As Antonella Galetta states, the criminal justice process usually consists of 
several consequent states from the presumption of innocence to investigation, evidence 
collection, charge, trial, guilty verdict and punishment.451 The, preventative state, however, is 
the antithesis of this. We are not quite in Minority Report territory yet, but the foundations for 
it are being laid out.  
 
Katerina Hadjimatheou has articulated on several occasions that surveillance does not 
necessarily undermine the presumption of innocence452 and the Ôleast costly morally and most 
efficient when used as a means of enforcing the rules of a specific activity or institution.Õ453 
But this line of reasoning would forego any need to deduce grounds of suspicion454 and does 
not fully consider the chilling effect it creates irrespective of the legality and morality of 
behaviour, nor the lack of specificity of activities that ÔjustifyÕ surveillance. Further, it does not 
consider that some forms of untargeted surveillance are just as if not more intrusive than 
targeted surveillance.455 Moreover, Milaj and Bonnici highlight several reasons why mass 
surveillance (which is relevant to data retention)456 threatens the presumption of innocence 
because: 
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1.! mass surveillance places significant personal information in the hands of authorities, in 
which the individual is unaware,  

2.! information could be gathered when an individual was not a suspect and subsequently 
used against them potentially making it un-rebuttable, 

3.! this leads to a de facto overturning the burden of proof457 during the stages of a criminal 
process from the accuser to the accused; 

4.! due to the lack of transparency and the information asymmetry between the accuser and 
the accused, the presumption of innocence can no longer serve anymore as a procedural 
safeguard for the individual in the mass surveillance era.458  

 
Antonella Galetta adds to this by noting that pre-crime surveillance creates distrust between 
citizen and the state,459 though Katerina Hadjimatheou believes there is a lack of evidence 
supporting this.460 But this trust is implicitly linked with the chilling effect of the exercise of 
rights, which has been well evidenced. Galetta not only highlights the link between the 
presumption of innocence and the reputational aspect of Article 8, but the dual dimension of 
Article 6(2), the legal and moral presumption of innocence.461 Galetta uses S and Marper and 
the risk of stigmatation the ECtHR elucidated to as a basis to argue that the ECtHR Ôrecognises 
that the presumption of innocence does not only give rise to a human right but also to a moral 
value that should be safeguarded.Õ462 Galetta concludes a clear stance from the ECtHR 
expanding the scope of presumption of innocence is desirable as this would keep pace with 
society as the Ôlaw must mirror societal developments and provide answers to social needs.Õ463 
Galetta makes note of the Ô[l]iving lawÕ as the highest expression of the synthesis between law 
and society.Õ464Such a position is entirely feasible considering that the ECHR is  Ôliving 
instrumentÕ in which it must be interpreted in the light of present-day conditions.Õ465  
 
Additionally, a criminal charge under Article 6(2) could be engaged by the substantial effect it 
has on an individual. Throughout this Chapter, it has been noted how data retention not only 
interferes with but chills the exercise of fundamental rights. Furthermore, in Barry v Ireland 
the ECtHR concluded that once a search warrant had been issued and executed on the 
applicantÕs premises, it amounted to a charge within the meaning of Article 6.466 In Romanova 
v Russia the ECtHR considered the possibility of searches and secret surveillance substantially 
affecting the applicant (thus amounting to a charge) and only declined to do so because neither 
party made submissions on that matter.467 This implies that secret surveillance can also 
substantially affect someone within the meaning of Article 6(2). Data retention has been 
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likened to ÔfishingÕ468 exercises which is designed to bring in information,469 similar to a search. 
Moreover, data retention is a form of secret surveillance,470 and due to the fact that oneÕs 
property and devices within it will in future likely to be connected to the Internet via the Internet 
of Things (IoT),471 any retention of data substantially affects the individual involved for the 
purposes of Article 6(2). Therefore, taking into account the GCÕs concern in S and Marper, the 
RCC assertion regarding data retention, the CJEU acknowledging data retention not 
distinguishing between suspects, the arguments made by Milaj, Bonnici, Galetta, the position 
on substantially affected person and the ECHR being a Ôliving instrument,Õ it is in the authorÕs 
opinion that data retention does trigger Article 6(2) and therefore the presumption of innocence 
should apply. The presumption of innocence has been closely linked with the right to not 
incriminate oneself.472 
 

(d)!Self Incrimination 
 
Chapter 6 discusses whom the obligation to retain can be imposed on. It will be demonstrated 
that this can include Ôhome grownÕ473 communications data as well as commercial.  Conrad 
Fischer notes that when communications data in the systems of end users i.e. Skype, private 
mail servers are regarded as legal communications data, therefore eligible for retention, the 
inevitably of privilege against self-incrimination applies.474 In Saunders v UK, the ECtHR 
noted that the right to not incriminate oneself is primarily concerned with respecting the will 
of an accused to remain silent but does not extend to compulsory powers such as measures 
issued by warrants, breath and blood samples etc.475 Fischer notes that self-incrimination only 
applies to the active cooperation of the accused in which he notes that Ôan obligation to retain 
and disclose home grown private traffic data as a form of forced active cooperation.Õ476 As 
Smith noted, customers or other third parties could be obliged to generate data to be retained.477 
 
Furthermore, the previous Chapter noted that passwords are a type of communications data. In 
S & Anor, R the English and Welsh Court of Appeal (CoA) acknowledged that privilege against 
self-incrimination may be engaged by a requirement of disclosure of knowledge of the means 
of access to protected data under compulsion of law.478 The fact that passwords amount to 
communications data for retention discloses them.  
 
Self-incrimination also raises issues with regards to neurotechnologies (mentioned above) 
because as Ienca and Andorno note, it becomes a question of: 
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[W]hether the mere record of thoughts and memories without any coerced oral 
testimony or declaration is evidence that can be legally compelled, or whether this 
practice necessarily requires the Ôwill of the suspectÕ and therefore constitutes a breach 
of the privilege against forced self-incrimination.479  

 
There is a risk that people may be protected against self-incriminatory statements, but not their 
thoughts480 a Ôself-incrimination may now occur silently just as aloud (authorÕs emphasis).Õ481 
 

(e)!Effective Legal Assistance 
 
Bernal notes that surveillance can interfere with the legal process in many ways, one of which 
is the interference with the lawyerÕs correspondence with their clients.482 A person must be 
able to, without constraint, consult a lawyer whose profession involves giving independent 
legal advice to all who need it. 483 This demonstrates the link with the correspondence aspect 
Article 8.484 The ECtHR has noted that the accusedÕs rights to communicate with his advocate 
out of hearing of a third person is part of the basic requirements of a fair trial in a democratic 
society and follows from Article 6(3)(c). Moreover, if a lawyer is unable to confer with his 
client and receive confidential instructions from him without surveillance, his assistance loses 
much of its usefulness whereas the Convention is intended to guarantee rights that are practical 
and effective.485 Any limitation on relations between clients and lawyers, whether inherent or 
express, should not thwart the effective legal assistance to which a defendant is entitled.486 
Additionally, any interference with privileged material Ôshould be exceptional, be justified by 
a pressing need and will always be subjected to the strictest scrutiny (authorÕs emphasis).Õ487 
 
From a UK perspective, in Re McE,488 the House of Lords discussed legal professional 
privilege (LPP), surveillance and Article 6(3)(c). When referring to ECtHR case law, Lord 
Carswell noted Ôthe effect of the supervision, not the supervision in itself, which brought about 
the breachÕ489 of Article 6. Lord Neuberger highlighted that: 
 

[I]t is self-evident that knowing that a consultation or the communication may be the 
subject of surveillance could have a chilling effect on the openness which should 
govern communications between lawyer and client.490 

 
The Law Society and the Bar Council (the professional bodies representing barristers and 
solicitors in England and Wales) raised concerns about data retention and LPP.491 They note 
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that the problem with bulk communications data retention is that it does not prevent LLP data 
from entering the ÔpoolÕ in the first place,492 something which the Council of Bars and Law 
Societies of Europe (CCBE)493 and the CJEU highlighted.494 The Law Society and Bar Council 
considered that Ônew legislation should prevent an obligation being placed on service providers 
to retain data relating to communications to or from users known to be professional legal 
advisers (authorÕs emphasis).Õ495 This was also the position of AG Saugmandsgaard ¯e in 
Tele2 and Watson.496 Jessica Sobey notes that Ô[k]nowing who a lawyer contacts, when the 
contact was made and even where the point of contact was in geographical terms at the time, 
can be enough to represent a material breach of privilege.Õ497 Thus, this could have the chilling 
effect Lord Neuberger highlighted, not only undermining Article 6(3)(c), but also Article 
6(1),498 correspondence under Article 8, but also the professional aspect of private life, and 
ultimately striking at the freedom of communication between lawyer and client. The pertinent 
points of failing to discriminate data retention practices leads to the final Convention Right for 
consideration, Article 14.  
 

4.11! Article 14 ECHR 
 
Article 14 sets out that: 
 

The enjoyment of the rights and freedoms set forth in this Convention shall be secured 
without discrimination on any ground such as sex, race, colour, language, religion, 
political or other opinion, national or social origin, association with a national minority, 
property, birth or other status. 
 

Unlike Article 1 Protocol 12,499 Article 14 is not freestanding,500 therefore, having no 
independent existence.501 For this reason it has been regarded as odd,502 parasitic,503 Cinderella-
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esque,504 and weak.505 However, when the ECtHR has noted that when Article 14 is considered 
to have a fundamental aspect to the case, it will be considered,506 even where there has been no 
violation of the substantive right.507 Article 14 requires there to be a difference in treatment of 
persons in analogous, or relevantly similar, situation, it need not be identical.508 For the ECtHR, 
Ôthe principle of non-discrimination between individuals as regards their enjoyment of public 
freedoms, which is one of the fundamental principles of democracy (authorÕs emphasis).Õ509 
 
Due to the indiscriminate nature of data retention, it is difficult to rely on anything within 
Article 14 other than Ôother status,Õ which is described as personal status.510 This has often been 
interpreted Ôvery widelyÕ be the ECtHR and would seem Ôthat almost any distinction within the 
ambit of a Convention right can trigger an Art 14 inquiry.Õ511 Data retention raises indirect 
discrimination aspects of Article 14. The GC in D.H. and Others v the Czech Republic512 noted 
that:  
 

[A] difference in treatment may take the form of disproportionately prejudicial effects 
of a general policy or measure which, though couched in neutral terms, discriminates 
against a groupÉmay amount to Òindirect discriminationÓ, which does not necessarily 
require a discriminatory intent. 

 
On the specifics of DNA data retention, Sedley LJ in the CoA considered Article 14 in the 
aspect of indirect discrimination.513 Sedley LJ noted that central to Ôindirect discrimination is 
the ostensibly neutral factor which on analysis significantly and unjustifiably disadvantages a 
protected group (authorÕs emphasis).Õ514 Sedley LJ continued that Ô[t]o take as your pool simply 
the group which asserts that it is being discriminated against and to find Ð as you practically 
always will Ð that they are all being treated the same is to defeat the rationale of indirect 
discrimination (authorÕs emphasis).Õ515 Sedley LJ concluded that the legal issue is one of 
Ôdiscrimination between legally innocent people who respectively have and have not been 
investigated.Õ516 Although on appeal to the House of Lords (HoL) in which Lord Steyn rejected 
Sedley LJÕs position,517 it was noted that Ôthere is a material distinction between individuals 
who have had their fingerprints and samples lawfully taken in consequence of being charged 
with a recordable offence and those who have not (authorÕs emphasis).Õ518 The GC in S and 
Marper, unfortunately declined to express a view after finding a violation of Article 8.519 
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