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Abstract

In Klass and others v Germanye first surveillance case before the European Court of

Human Rights, it was acknowledged that the threat of secret surveillance posed by
highlighting its awarene<3of the danger such a law poses of undermining or evenyaegtr
democracy on the ground of defending Ti3 thesis considers a form of surveillance,
communications data retention as envisioned in Part 4 of the Investigatory Powers Act 2016
and its compatibility with the European Convention on Human Rights.thasis highlights

that communications data is not only just as, if not more intrusive than intercepting content
based on what can be retained. It also reveals that communications data is mass surveillance
within surveillance. Additionally, this thesismenstrates that communications data does not
just interference Article 8 of the Convention, but a collection of Convention Rights including
Articles 9, 10, 11, 14, Article 2 Protocol 4 and potentially Article 6. Each of these rights are
important for dema@cy and Article 8 and privacy underpins them all. Furthermore, this

thesis highlights that obligation to retain communications data can be served on anything that
can communicate across any network. Taking all factors highlighted into consideration, when
assessed for compatibility with the Convention, communications data retention in Part 4 not
only fails to be Oin accordance with the lawO, it fails to establish a legitimate aim, and fails to
demonstrate its necessity and proportionality. In establishatgcommunications data

retention as envisaged in Part 4 of the Investigatory Powers Act 2016 is incompatible with
the Convention, it demonstrates that it undermines democracy and has sown the seeds for its
destruction. Not only would the findings of thisesis create an obstacle to an-BK post

Brexit adequacy finding, it would have an impact beyond UK law as many States in Europe
and outside seek to cement data retention nationally.
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Chapter 1: Introduction and Methodology

1.1The Explosion of Data ad the Information Overload

In 2014, Susan Gunelius wrote about the data explosion of how much data is created every
minute for certain servicesThis explosion in data lead to Richard Harris predicting that more
data will be created in 2017 than theyioets 5000 years of humanityHarris argued that the

type of data everyone will create is:

[E]xpanding rapidly across a wide range of industries: biotech, energy, IoT, healthcare,
automotive, space and deep sea explorations, -sdwoerity, social medjaelecom,
consumer electronics, manufacturing, gaming, and entertairfiment.

In 2017, Linnet Taylor, Luciano Floridi, and Bart van der Sloot acknowledged that there were
7.4 Dbillion mobile connections worldwide, 5.5 billion of them in low and middle irrcom
countries and 2.1 billion people already onftn&ccording to the Office for National Statistics
(ONS) Internet Access Quarterly Update, Q1, 89% of adults in the UK had recently used the
internet, an increase of 1% from 2C1B. 2013, Ofcom acknowledgl that:

The internet is at the heart of how many people communicate, find information and
seek entertainment. And more and more devices are becoming waeaiétd. As a
result it is becoming increasingly difficult to separate the use of internetesgifvom
conventional television, radio and voice communication senficgeey can all be
provided by the same devite.

With the Internet of Things (10T), the digital is spilling over into the analog and merging with

it’ creating an Oonlife® which lemdthe Onew experience of a hyperconnected reality within
which it is no longer sensible to ask whether one may be online or offlifiki®has led to

what Mark Andrejevic regards as Oinfoglut® or information overload, in which we are in an age

! Susan Gunelisy; OThe Data Explosion in 2014 Minute by Miritefographic® (12 July 2014)
<https://aci.info/2014/07/12/thdataexplosiorin-2014minute-by-minuteiinfographic® accessed 27 October
2017.
2 Richard Harris, OMore data will be created in 2017 than the previous 5,000 years of humanity® (23 December
2016) <https://appdevelopermagazine.com/4773/2016/12/2 3 dat@will -be-createdin-201 #thanthe
EreviousS,000yearsof-humanity/> accessed 27 October 2017.

ibid.
* Linnet Taylor, Luciano Floridi, and Bart van der SiodIntroduction: A New Perspective on PrivacyO in
Linnet Taylor, Luciano Floridi, and Bart van der Sloot (e@spup Privacy New Challenges of Data
Technologie¢Springer Nature 2017), 3. N
® Office for National Statistics. Olnternet users in the UK 2aB7Kigy 2017)
<https://www.ons.gov.uk/businessindustryandtrade/itandinternetindustry/bulletins/internetusersi@@dssed
3 January 2018. B
® Ofcom, OCommunications Market Report 20130 (1 August 2013)
<https://www.ofcom.org.uk/ _data/assets/pdf file/0021/19731/2013 uk cmigpedéssed 3 January 2018,
p250. A B
" Luciano Floridi, OA Look into the Future Impact of ICT on Our Lives® (2007) The Information Society 23:1
59, 61.
8 Luciano Floridi,The Onlife Manifesto Being Human in a Hyperconnected(Spainger 2009), 1.




where thee is too much information to deciptieFrom a policing and security perspective,
Andrejevic acknowledges that this leads to data collection without limits as it renders all data
as potentially relevant, no matter how seemingly trivial, irrelevant, pagrsomvasive it may
seem’ This is precisely what this thesis, from the perspective of the legality of
communications data retention aims to tackle.

(a)! The European Convention on Human Rights, a Bulwark Against Totalitarianism?
The dossier of private infmation is the badge of the totalitarian stdte.

The European Convention on Human Rights (ECHR or Convention Rights) was set up with
the primary aim (though not its only ofiepf creating a type of collective pact against
totalitarianism.® From as earlyas 2004, the Information Commissioner, Richard Thomas
warned that the UK was sleep walking into a surveillance so’c“ié@cobs notes that Thomas
was referring Oto the increased recording and monitoring of peopleOs behaviour® such as Odat
retention for (nobile) phone and email communicatidn @istory appears to have repeated
itself with regards to the Investigatory Powers Act 2016 (IPA 2016), the Omost intrusive
surveillance law of any democracy in histdfyd8 76% of Britons were completely unaware

of the legislation in questioH. This public and political debate has been overshadowed by the
UKOs intention to leave the European Uffiomhich will have implications for data protection
adequacy, see Chapter 8).

Jacobs preferred the term totalitarian sci® surveillance society, and did not confine
totalitarianism to brutal physical suppresstdor Jacobs, totalitarian societies deliberately
Oexert explicit influence and control in private li¥8sl@cobs continues that the issue of
potential abuse serious and has to be faced explicitly because preventing totalitarian societies
is one of the major challenges of our tifién addition, Jacobs notes that the Oemergence of

® Mark Andrejevic,Infoglut: How Too Muchnformation is Changing the Way We Think and Ki{Bautledge
2013), 2.

ibid, 36.

> Marcel and Others v Commissioner of Police of the Metropolis and Ofh@#4] 2 W.L.R. 1118, [1130].

12 Maris Burbergs, OHow the right to respect for private anitlftifa, home and correspondence became the
nursery in which new rights are born: Article 8 ECHRO in Eva Breams and Janneke GeraBiafedg)
Rights in the ECHR: The Role of the European Court of Human Rights in Determining the Scope of Human
Rights(Cambridge University Press), 318.

13 Ed BatesThe Evolution of the European Convention on Human Rights: From Its Inception to the Creation of
a Permanent Court of Human Rigli@xford University Press, 2010), preface; Luzius Wildhaber, ODialogue
Between JdgesO (2006 hitp://www.echr.coe.int/Documents/Dialogue 2006 ENGmatfcessed 4 October
2017.

4 Richard Ford, OBeware rise of Big Brother state, warns data watchdog® (16 August 2004)
<https://www.thetimes.co.uk/article/bewanise-of-big-brotherstatewarnsdatawatchdoghhv3qgtwgswik
accessed 3 January 2018.

15 Bart Jacbs, OKeeping our Surveillance Society Nontotalitarian® (2009) 1(4) Amsterdam Law Forum
<http://amsterdamlawforum.org/article/view/91/6a&ccessed 3 January 2018.

16 Liberty, OState SurveitlaeO kttps://www.libertyhumanrights.org.uk/humamights/privacy/state
surveillance accessed 3 January 2018.

17 Aatif Sulleyman, OSnooperOs Charter: MajofiBublic Unaware of Government Online Surveillance® (22
May 2017) $ttps://www.independent.co.uk/lfstyle/gadgetandtech/news/snoopeicharterinvestigatory
powersbill-governmentnline-surveillancemajority-uk-unawarea7749851.htn# accessed 3 January 2018.

'8 bid; House of Commons Library, OBrexit: what happent2@e(30 June 2016)
<http://researchbriefings.parliament.uk/ResearchBriefing/Summary/f88R> accessed 25 July 2016.

9 Bart Jachobs, (n15).

%ibid.

“Libid.




populist movements in Europe, with their limited care for fundamental civikiigiay be seen

as making this matter more urgefft@ahan concufé and Giddens notes that Oaspects of
totalitarian rule are a threatO in advanced societies because surveillance is Omaximized in the
modern state’€¥$ller notes that liberty dies by inch&sthe erosion of civil liberties is not an

event, but a process (see Chapter 2).

Judge Pettiti ilMalone v UKnoted that:

The mission of the Council of Europe and of its organs is to prevent the establishment
of systems and methods that would allow "Big Brother" to become master of the
citizenOs private life. For it is just as serious to be made subject to measures of
interception against oneOs will as to be unable to stop such measures when they are
illegal orunjustified, as was for example the case with OrwellOs character who, within
his own home, was continually supervised by a television camera without being able to
switch it off2®

George OrwellQ084” has been frequently, and rightly read as a warninmsig@talitarian
systems? the virtual opposite of democratyThis is what the European Court of Human
Rights (ECtHR), a judicial organ of the Council of Europe, is tasked with preventing by
upholding democratic principles.

(b)!Undermining or Destroying Deocracy on the Ground of Defending it?

The ECtHR inKlass v Germanythe first case on State surveillance before it, acknowledged

the threat secret surveillance posed by highlighting its awareness Oof the danger such a law
poses of undermining or even tteging democracy on the ground of defendingitihe

ECtHR continued that Member States could not adopt whatever measures they deem
appropriate® The ECtHR echoed similar sentiments/iteber and Saravia @ermany? and
subsequent ruling®. This demonstrass that secret surveillance does not have to reach the
threshold of destroying democracy, just undermining it.

This thesis concentrates on only a singular aspect of the many powers found within the IPA
2016, that of communications data retention. Thiss@eration is important because of the

*2ibid.
%3 Michael Dahan, OThe Gaza Strip as Panopticon and Panspectron: The Disciplining and Punishing of a
SocietyO (2013) IJEP 4:3 44.
24 Anthony GiddensThe Nation State and Violence: Volume Two of a Contemporary Critique of Historical
Materialism(Cambridge: Poty Press), 310.
% Verena Z&ller, OLiberty Dies by Inches: German CouFeerorism Measures and Human Rights® (2004)
German Law Journal 5:5 469.
6 Malone v UKApp no. 8691/79 (ECHR, 2 August 1984), Concurring Opinion of Judge Pettit.
2’ George OrwellNineteen EightyFour (Penguin Classics 2013).
8 James A. Tyner, OSelf and space, resistance and discipline: a Foucauldian reading of George Orwell's 19840
(2004) Social & Cultural Geography 5:1 129, 130.
29 Alexandros Mantzaris, O'Totalitarianism’, Treason and ContainmerttlZ2aand 1984)O Comparative
American Studies An International Journal 9:3 217, 218.
:‘i Klass v Germanypp no. 5029/71 (ECHR, 6 September 1978), [49].

ibid.
32 \Weber and Saravia v GermaApp no. 54934/00 (ECHR, 29 June 2006), [106].
%3 Roman Zakharov RussiaApp no. 47143/06 (ECHR, 4 December 2015), [2B2Rgojevi! v CroatiaApp
no. 68955/11 (ECHR, 15 January 2015), [&3ab— and Vissy v Hungapp no. 37138/14 (ECHR, 12
January 2016), [57].



UKOs international influence on other countries surveillance’{a®ager Clarke has argued

that data retention arguably Orepresents a greater threat to democracy than it does to
criminals.® He continued that datatention, a form of mass surveillance applies the OyouOre

all guiltyN weOre just not sure what of yetO tenet and up until 2001 Odemocratic countries
decried such attitudes as being a defining characteristic -&fe@nnations such as East
Germany under th8tasi.& The Stasi archive includes 069 miles of shelved documents, 1.8
million images, and 30,300 video and audio recordifigBgbnal also regards data gathering

such as retention fitting more closely with the Stasi and RomaniaOs Setaitdtéits tte

definition of a police stat®&.

The term Opolice state® was used as a means of conceptualising emerging totalitari&h regimes.
The ECtHR irKlassnoted thatgdwers of secret surveillance of citizedsaracterizing as they

dothe police statearetolerable under the Convention only in so far as strictly necedsary
safeguarding the democratic institutions (authorOs empladisp@ase oKlassconcerned

the interception of telecommunications, which demonstrates that the ECtHR does not confine
police states to Nazi Germany or StalinOs United States of Soviet Russia (USSR) i.e. secret
police dragging people from their homes at nijlend the Orepression of public liberties, the
elimination of political exchange, limiting freedom of speech, abolisthegight to strike,
freezing wages eté¢XThe ECtHROs understanding is more akin to including the electronic
police state, coined by Jim Davis, which aims to control technology, information and the people
who use i* For Logan, the electronic police stais the quiet, unseen use of Oelectronic
technologies to record, organize, search and distribute forensic evidence against its €itizens.O
Logan continues that Oevery surveillance camera recording, every email you send, every
Internet site you surf, evepost you make, every check you write, every credit card swipe,
every cell phone pingEare held in searchable databases, for a long, lond'&ime2308,

Logan conducted a study of police states, (including a StateOs ability to retain communications

% __ ONew law would force Facebook and Google to giviegoatcess to encrypted messagésGuardian
(London, 14 July 2017)ktps://www.theguadian.com/technology/2017/jul/14/nelaw-would-force-facebook
andgoogleto-give-police-accesgdo-encryptedmessages?CMP=share btn>taccessed 3 January 2018; James
Vincent, OThe UK Now Wields Unprecedented Surveillance P@tteseOs what it mear&i@Verge
(Manhattan, New York City, 29 November 201 6éitips://www.theverge.com/2016/11/23/13718768/uk
surveillancelaws-explainedinvestigabry-powersbill > accessed 8 January 2018.

% Roger Clarke, OData retention as mass surveillance: the need for an evaluative framework® (2015)
International Data Privacy Law 5:2 121.

*®ibid, 127.

%" Charley Locke, OA Rare Look at the Archives of the GerraareSPolice@vired (San Francisco, California,
11 June 2017)kttps://www.wired.com/2017/05/adridish-the-stastarchivest accessed 4 January 2018.

% paul Bernal, OData gatingr, surveillance and human rights: recasting the debate,® (2016) Journal of Cyber
Policy 1:2 243, 25260.

39HL Deb 27 November 2001 vol 629, col 253.

40 Markus Dirk Dubber and Mariana Valverdehe New Police Science: The Police Power in Domestic and
International GovernancéStanford University Press 2006), 36.

“IKlass (n30), [42].

“2 Jonathan Logan, OThe Electronic Police State: 2008 National Rankings® (2008)
<https://secure.cryptohippie.cdpubs/EPS008.pdf accessed 4 January 2018.

“3Pablo Gonztlez Casanovatin America TodayUnited Nations University Press 1993), 233.

44 Jim Davis, O"Police Checkpoints on the Information Highway® (1994) Computer underground Digest 6:72.
“5 Jonathan Lgan, (n42).

*®ibid.

9



data) and out of 52, England and Wales was rank8 the highest amongst Western
democracies. In 2010, the UK as a whole was overtaken by the USA and was faftked 6

LoganOs assessment, of course, occurred before National Security Agency (NSA) contractor,
Edward Snowden revealed for example, that the UKOs spy agency, GCHQ, gained access to
the Onetwork of cables which carry the world's phone calls and internet trafficO and Ohas started
to process vast streams of sensitive personal inform&tian@er their EMPORA
programme? SnowdenOs revelatidhfiave put surveillance powers and privacy into the
spotlight, resulting in a series of cases, both domestialhyl internationally> Nor could the
assessment consider the Intelligence and Security Committee$wi® examines the

policy, administration and expenditure of the UKOs intelligence agéhaiesyal of intrusive

powers such as bulk personal data sets (BP@gts of personal information about a large
number of individuals, the majority of whom wilbt be of any interest to Mi%)or the Home
OfficeOs avowal of s.94 of the Telecommunications Act 1984 used to collect communications
data in bulll’ The Snowden revelation did not prevent Othe continuation and expansion of
surveillance powerd®by the UK. This highlights why the UKOs surveillance regime was
closely behind less democrafiStates such as North Korea and China. This was even before
the abovementioned revelations, which only serves to highlight the necessity of a rigorous
assessment of datatentionOs legality under the ECHR, which had already been invalidated at
an EU level imDigital Rights Ireland®

Just as totalitarianism is the opposite of democracy, surveillance itself is its oppasite,
menacé? a sinister force that threatens perbfreedom$® Kevin D. Haggerty and Mina

*"ibid.

“8 Jonathan Logan, OThe Electronic Police State: 2010 National Rankings® (2010)
<https://secure.cryptohippie.com/pubs/EE®)8.pdf accessed 4 January 2018.

9 Ewen MacAskill, Julian Borger, Nick Hopkins, Nick Davies and James Ball, OGCHQ tapsgilareables

for secret access to world's communicatiofts®Guardian(London, 21 June 2013)
<https://www.theguardian.com/uk/2013/jun/21/gatablessecretworld-communicationsisa accessed 5
January 2018.

*0__ Der Spiege(Hamburg) <ttp://www.spiegel.de/méa/media34103.pdf accessed 5 January 2018.

1 Ewen MacAskill, Julian Borger, Nick Hopkins, Nick Davies and James Ball, (n49).

%2 Franziska Boehm and Mark D. Cole, OData Retention after the Judgement of the Court of Justice of the
European UnionO (30 &2014) sttp://www.zar.kit.edu/DATA/veroeffentlichungen/237 237 Boehm Cole
Data Retention Studjune 2014 lalc2f6 9906g#if> accessed 31 May 2018, p18.

>3 Carly Nyst, OAt last, the data giants have been hunitted®uardian(London, 7 October 2015)
<http://www.theguardian.com/commentisfree/2015/oct/07 ldpaatsinternetlegalfacebookgoogle> accessed
31 May 2018.

54 Intelligence and Security Committee, OAbout the CommittegY/isc.independent.gov.ukaccesed 31

May 2018.

%5 Intelligence and Security CommitteRrivacy and Security: A modern and transparent legal framework
(2014, HC 1075), 15163.

°6 MI5, OBulk Personal Dataset$fips://www.mi5.gov.uk/bulidata> accessed 31 May 2018.

> Home Office Draft Investigatory Powers BillCm 9152 2015), 36(b).

%8 Arne Hintz and Lina Dencik)The politics of surveillance policy: UK regulatory dynamics after Snowden®
(2016) Internet Policy Review 5:3 1, 5.

%9 Juliet Lapdos, OThe Undemocratic People's Republic of K&eaéiNew York City, 1 April 2009)
<http://www.slate.com/articles/news ammblitics/explainer/2009/04/the undemocratic peoples republic of k
orea.htm# accessed 4 January 2018.

% Joined Cases-293/12 and €594/12Digital Rights Ireland and Seitlinger and Othde014] ECR 1238.
®1Kevin D. Haggerty and Mina Samatas, OSurveiland democracy: an unsettled relationship® in Kevin D.
Haggerty and Mina Samatas (ed3)yveillance and Democra¢iRoutledgeCavendish (2010), 1.

%2 Roman Zakharqn33), [171].

%3 Kevin D. Haggerty and Mina Samatas, (n61).




Samatas ask what could be more @sédfent that the fact thaurveillance curtails personal
freedomsinhibits democracyandultimately leads to totalitarianisrtauthorOs emphasi§f?0
Schwartz argued that thedespread, silent collection of personal information in cyberspace
Ois bad for the health of a deliberative democracyO because it Ocloaks in dark uncertainty the
transmutation of Internet activity into personal data that will follow one into other ardas an
discourage civic participatioi°*(8chwartz continued that it also has a negative impact on
individual selfdetermination, making it difficult to engage in the necessary thinking out loud
and deliberation with others upon which cheinaking depend® Capar Bowden argued that

it was Oincompatible with human rights in a democracy to collect all communications or
metadata all the time indiscriminateRf.@his is important as the ECtHR has a role in
enhancing democraf/and maintaining and promoting the itteand values of a democratic
society®® Consideration of data retention under the ECHR becomes all the more pertinent as
the UK has voted to leave the European Union (EU) and in the House of Commons have voted
against (the House of Lords disagreeffigdtaning the Charter of Fundamental Rights (CFR)

in UK law after exit day? This thesis will highlight the various ways in which communications
data retention is incompatible with it. In doing so, this thesis will demonstrate that not only
does data retentisgeverely undermine democracy, it paves the way for its total destruction.

1.2IResearch Aims

The principal aim of this thesis is to examine the compatibility of data retention found within
Part 4 of the IPA 2016 with various rights set out in the ECHR.

1.3Research Questions

In order to fulfil the research aims, a series of questions are asked in build up, such as whether
communications data retention poses an equally, if not more serious interference with
Convention Rights based on the type of data retal@thermore, it will be sought out, which
Convention Rights are engaged by communications data retention. Moreover, the question will
be asked as to whether communications data retention should be regarded as surveillance.

% ibid.
:Z Paul M. Schwartz, @acy and Democracy in Cyberspace® (1999) Vand. L. Rev. 52 1607, 1701.

ibid.
67 Caspar Bowden, OPrivacy and Security Inquiry: Submission to the Intelligence And Security Committee of
ParliamentO (7 February 2014)tgs://blcba9b@-5e6631fds-
sites.googlegroups.com/a/independent.gov.ukligdic-evidence/12march2015/201503P22BS043
Bowden.pdf?attachauth=ANoY7cqU8inv9fTxZ5MVi5GPhH0Z2u9gkKE7yMB3iOO0O89VdSIEN3jl Ak xqgpb
YL1eQHrmbf5djj g8ZnEpOgM8xoweDJFf2RmIO
09MSIsTDPbIG9aNZbdSghnH3hjSFNeyj0idMFJIxIPGsaFwiOJiQfltgKrRIKNimOnEI2X5UoLhXHm
05 0%752d006d S6010B dfabXLGI1xCuUmgiwRsOKcn81egRMDIBCIDIOOEedX30jJPuD7X2uVYQqYeC
8u_ddz3neWhhIzE’OITFQLBIcw%3D%3D&attredirects=0accessed 4 January 2018, para 7.
%8 Alastair Mowbray, OContemporary aspects of the promotion of democracy by the Europeanilougrof
RightsO (2014) European Public Law 20:3 469.
%9 Soering v UKApp no. 14038/88 (ECHR, 7 July 1989), [87].
9Ben Kentish, OHouse of Lords defeats government plans to scrap EU rights charter aftartrexit®
IndependenfLondon, 23 April 2018) kttps://www.independent.co.uk/news/uk/politics/brdatesteurights
charteruk-governmenthouseof-lordswithdrawatbill -a8318731.htnH accessed 31 May 2018.
" Ben Kentish, OBrexit: MPs vote against including European fundamental rights charter in Tkdaw®
IndependenfLondon, 16 January 2018https://www.independent.co.uk/news/uk/politics/breripsvote-
againstincluding-europearfundamentatights-charterin-uk-law-a8162981.htnd accessed 16 Janu&§18;
s.5(4) of the EU (Withdrawal) Act 2018.




Additionally, it will be necess# to ascertain what services can communications data retention
obligations can be imposed upon. Finally, all such answers to these questions aids in the
determination as to whether Part 4 of the IPA 2016 is compatible with identified Convention
Rights.

1.4Methodology

The methodology for this thesis is one of a doctrinal analysis which:

[PJrovides a systematic exposition of the rules governing a particular legal category,
analyses the relationship between rules, explains areas of difficulty and, perhaps,
predicts future developmenfts

This analysis will be informed by other factdfsmaking it interdisciplinary, which is a
convergence of different areas of academic stli@Ghapter 3 considers the intrusiveness of
communications data, and Chapter 5 whiomsiders data retention as secret surveillance
within surveillance. The ECtHROs doctrine of a Oliving instrumentO in which the ECHR must
be interpreted in the light of preseday condition§ becomes crucial in this regard as a guide

for interpretation. Tis is aided by using a fairly creative interpretatiai the ECHR to argue

that communications data retention is just as serious (if not more) of an interference as
interception or how data retention interferes with Convention Rights other than thesobvio
Article 8. This creative interpretation is now supported by the ECtHROs interpretation of the
ECHR with regards to communications data being regarded as equally intrusive as.content
This creative approach and the use of the living instrument willlkedsased to make future
predictions, such as data retention obligations encompassing much more than just Internet
Service ProvidergISPs) phone networks, webased services and apps, but everyday
interconnected devices. This approach is consistent vitE@HR in that the ECtHR takes Oa
pragmatic, commosense approach rather than a formalistic or purely legal’6mai, this

thesis will not be overly rigid, but not too flexible to extend beyond acceptable parameters.

1.50riginal Contribution to Knowledq e

This thesis will make an original contribution to knowledge in a variety of ways. Firstly, it will
highlight that communications data retention is at least, as equally as serious in terms of
interference, as interception. This will also highlight theaovalue of privacy which is then
utilised to inform the interpretation of the ECHR.

Secondly, the importance of Article 8 ECHR for democracy in that it underpins many
Convention Rights (Articles-21), which are, in and of themselves, crucial for deaoc It

will also contribute to knowledge by highlighting the implications of data retention for Article
6 ECHR. Additionally, it will demonstrate that the nature of communications data retention in

"2 Dennis Pearce, Enid Campbell and Don Hardhuggtralian Law Schools: A Discipline Assessment for the
Commonwealth Tertiary Education Commission 1987

3 Oliver Wendell Holmes Jr, OThe Path of the LawO (88V)L Rev 10:8 457, 465.

" Douglas Vick, Olnterdisciplinarity and the Discipline of Law® (2004) 31 JL & Soc 163, 164.

S Tryer v United KingdomApp no. 5856/72 (ECHR, 25 April 1978), [31].

78 Alastair Mowbray, OCreativity of the European Court of HumghtBD (2005) Human Rights Law Review
5:1 57, 79.

""Botta v ItalyApp no. 21439/93 (ECHR, 24 February 1998), [27].



relation to Article 14, fails to discriminate betweeongl who are in a substantially different
position and also the possibility biased data to be generated and retained. Moreover, it will for
the first time, consider how communications data retention affects freedom of movement found
within Article 2 Protoco4.

Thirdly, linking to the first contribution, this thesis will highlight the-faaching implications

of the IPA 2016 in terms afhocan be obligated to retain, amthatcan be retained. It will be
demonstrated that data retention obligations haveethoon from traditional telephone
providers andSPsto websites, any type of network, any device and many more, including
Internet of Things (10T) objects. This is due to the redefinition of telecommunications operators
and demonstrates that data retemti@s to now be considered in terms of any device that can
connect to a network or can communicate. It is only then, the&ahing implications of the

IPA 2016 can begin to be realised as browsing habits, thoughts, feelings, movements and other
activities will be subject to a continuous-anth retention period. This will eventually turn
oneOs city, home and oneself into a Panopticon. Additionally, when one considers who can be
obligated to retain what, it becomes clear that communications data refeoses at least an
equally serious interference with Convention Rights as other surveillance methods such as
interception, when sensitive data such as passwords, sexual preferences, religion and political
persuasions would be retainable. Further insightgiven to the unlimited types of
communications data that can be retained either through its generation or vague terminology
by using the examples of Big Data and neurotechnologies which produce mind data. The ability
to penetrate thoughts would literaiyeate CCTV for inside oneOs head. This thesis highlights
that the who can be served with a retention notice, and what data can be retained has not yet
been fully appreciated.

Fourthly, this thesis will contribute to the debate on surveillance by arginag
communications data retention is mass secret surveillance within surveillance by changing the
way surveillance is currently understood.

Fifthly, this thesis will be the first in depth analysis of communications data retention that takes
consideratia beyond Articles 8 and 10, and questions the very existence of data retention. Not
only will the legality of Part 4 of the IPA 2016 be scrutinised, but also whether it serves a
legitimate aim, and whether it is necessary and proportionate. This theésigytlight, none

of these requirements are satisfied. This thesis contributes further by asking deeper questions
than general proportionality in querying the necessity of whom can be obligated to retain, and
what can be retained, whether such measuresebneant and sufficient, whether this is the

least restrictive measure used. This line of enquiry demonstrates that consideration under the
ECHR goes beyond that under the CFR and highlights ways in which the CFR could be
enriched by the ECHR.

Sixthly, not only will this thesis highlight the many ways in which communications data
retention is incompatible with various Convention Rights, but how it also potentially threatens
the presumption of innocence, fairness, increases the possibility ehetiination and
threatens legal professional privilege, guaranteed by Article 6.

Seventhly, this thesis will highlight that data retention is discriminatory, contrary to Article 14,
and even the Court of Justice of the European UnionOs (CJEU) approach Wobél sti
discriminatory and contrary to Article 14.



1.6IChapter Structure

This thesis is broken down into 8 Chapters, the introduction and methodology being Chapter
1. Chapter 2 briefly considers the legal and political origins of data retention fror898e 1
ILETs report, to the IPA 2016 and the milestone judgmemigital Rights Irelandwhich
invalidated the DRD for its incompatibility with the CFR.

Chapter 3 demonstrates that communications data retention is just as, if not more serious of an
interference with private life as the interception of content, thus arguing for equivalent
safeguardsThis position has now been supported by the ECtHR in the r&grirother
Watchcase.This is done so by first discussing what communications data is, ane whe
comes from. This leads to the consideration of the main types of communications data found
within the IPA 2016 i.e. Internet Connection Records, Entity and Events Data and the
requirement to retain all or any description of data (with examples$olhaghlights that the

types of data to be retained extends beyond what was required by EU law. This Chapter also
highlights the implications of Big Data retention and the social value of privacy.

Chapter 4 demonstrates that data retention is not justacy or even an Article 8 issue, but
involves numerous fundamental rights and democracy itself. This is explored through not only
explaining why data retention interferes with Article 8, but Articlekl9 Article 14, 6 and
Article 2 Protocol 4 and theorresponding rights contained in the CFR (which are meant to be
equal to or greater than the ECHR protection). All such rights are in their own right, important
for democracy, and Article 8 underpins them. It also importantly highlights a running theme
throughout this thesis, data retention, creates a chilling effect on the exercise of fundamental
rights. Chapter 5 argues that data retention is a form of mass secret surveillance within
surveillance (which also creates a chilling effect) by demonstratatgntt only is it Panoptic
(knowing of the possibility of being watched), but also Panspectric (being watched unawares).
It argues that data retention would fall short of David LyonOs definition of surveillance hence
why a new understanding is importanhelidea that data retention is surveillance is supported
by not only by literature, but by UK, ECHR and EU law. This Chapter also highlights that
government and corporations are working in synergy to collectively spy on the populous for
their own purposeésurveillance within surveillance). This further strengthens the argument
that data retention should receive the same safeguards interception.

Chapter 6 discusses the services obligated to retain communications data. This Chapter details
how the obligatn has extended froh$Psto now cover any device that transmits a signal
(such as apps, websites, Internet of Things devices etc), highlighting that erosion of liberties is
done so by inches. Data from your streets, your home and even your body istsubjeation

notices. Once again this demonstrates that UK law has taken a step further than EU law in this
regard. Building on the previous Chapters, Chapter 7 asks the important question whether data
retention in the IPA 2016 is compatible with the tgyket forth in the ECHR mentioned in
Chapter 4. Sinc®igital Rights Irelandthe UK was of the positon that data retention on the
grounds of national security are outside the scope of EU law. Whether or not this proves to be
the case, this is within theape of the ECHR, and its consideration becomes crucial. Given
the scale of who can be obligated to retain, the types of data to retain, the rights they affect, a
full assessment under the ECHR is required. Article 8 is used as a template for the qualified
rights because a violation of Bso facto violates the others, even when separate
considerations/justifications are considered with each. Data retention is tested on its legality,
necessity and proportionality. Data retention is also tested on its eoieglvith Article 6 and



14. This Chapter also highlights deficiencies in the CJEUOs rulifedéd and Watsdhand
how an interpretation of the ECHR can remedy this (also in terms of data protection).

Chapter 8 concludes that data retention in the 18862s not only incompatible with various
rights set out in the ECHR, it is also incompatible with democracy for reasons that it goes much
further than the DRD and that it certainly undermines it and paves the way for its destruction.
Another important pait to consider is that if the UK leaves the EU, it becomes a¢bindtry,

and the issue of transferring personal data outside of the EU to the UK can only occur if the
UK satisfies a finding of adequate data protection laws. Given that Chapter 7 detesribit

just one provision of the IPA 2016 is incompatible various rights in the ECHR, it would be
unlikely that the European Commission would regard UK laws as adequate (if the CFR is to
be regarded as equal to or greater than), and just like thefcashremg® this would put a

halt to data transfer from the EU to the UK.

"8 Joined Cases (203/15 and C698/15Tele2 Sverige AB and Watsg016] ECR +970.
"9 Case G362/14Schrem$2015] ECRI 650.



Chapter 2: An Introduction to Communications Data Retention and its
illegality

2.! Introduction

This Chapter is an informative overview which seeks to introduce the notion of
communications data retention within the European Union (EU) and UK context. The first task

is one of defining communications data retention. It is then important to consider the history
of data retention proposals, and to highlight that it was the UK thathwamsain driving force

behind data retention laws at national and EU level. Further to this, it will also be highlighted
that acts of terrorism have served as a pretext (even if a genuine reason) for data retention when
prior attempts had failed. This denstrates the post 9/11 effect where politicians ultimately
overlook the important human rights aspects in the pursuit of perceived security. The reactions
from the political dimension is met with judicial restraint as seen by courts of EU Member
States anthe Court of Justice of the European Union (CJEU) itself in ruling that the Directive
2006/24/EC (the Data Retention Directive, DRD) was invalid for its incompatibility with the
Charter of Fundamental Rights (CFR) and subsequent ruling banning general and
indiscriminate data retention across the EU. This Chapter analyses the UKOs response in depth
to data retention through the Investigatory Powers Act 2016 (IPA 2016).

2.1'What is Communications Data Retention?

Communications data retention is as Oa methddta preservation over a certain period of
time which is thus available for retroactive investigations into electronic communications by
competent authorities.The types of data that can be retained will be discussed fully in Chapter
3, but it is genally described as the Owho (e.g. David Smith), where (e.g. outside Parliament
Square), when (e.g. 21:00 BST) and how (e.g. via hotmail.com through a browser or app) of a
communication (e.g.-mail messagef.0

2.2IRetention in its infancy

Demands for commurations data retention can be traced back to the Olnternational Law
Enforcement and Telecommunications Seminars® (ILETETS was founded by the
Federal Bureau of Investigations (FBI) and has police and security agents from up to 20
countries’ Following this, the EU Council of Justice and Home Affairs (JHA) Ministers
adopted a Resolution in November 1993, (which was not published) which called upon experts
to compare the needs of the EU with regards to the interception of telecommunications Owith
those 6 the FBI.&More requirements were formulated by the FBI and adopted by ILETS in
1994 which formed the basis of a second EU Resolution on the interception of

! Kristina Irion, OAccountability unchained: Bulk Data Retention, Preemptive Surveillance, and Transatlantic
Data Protection® in Marc Rotenberdiaddorwitz and Jeramie Scott (edByjvacy in the Modern Age The
Search for Solution®New Press 2015), 80, n6.

2 Matthew White, OProtection by Judicial Oversight, or an Oversight in Protection?® (2017) Journal of
Information Rights, Policy and Practi2el 1.

% Chris Jones and Ben Hayes, OThe EU Data Retention Directive: a case study in the legitimacy and
effectiveness of EU countéerrorism policyO (2013)http://www.statewatch.org/news/2013/dec/sediea
retentiondirectivein-europea-casestudy.pdf accessed 23 May 2017, p6, n7.

“ Duncan Campbell, Olntercepting the InterfikédGuardian(London, 29 April 1999)
<https://www.theguardian.com/technology/1999/apr/29/onlinesupplemeaatd®essed 31 May 2018.

® __Draft Council Resolution on the Interception of Telecommunications, 10090/93 (16 November 1993)
<http://database.statewatch.orfjfrary/1994jha-k4-03-06.pdf accessed 23 May 2017.




telecommunications adopted in January 1998hich had 30 requirementsThese 30
requirements g¢eout cooperative obligations of telecommunications companies with law
enforcement agencies. In the 1999 ILETS reparnew issue was discovered, notably with

the Directive 97/66/EC which made retention of communications data possible only for billing
purposes. The action required was Oto consider options for improving the retention of data by
Communication Service ProvidersThis would eventually lead to Directive 2002/58/EC,
concerning the processing of personal data and the protection of privaduy @lettronic
communications sector, theReivacy Directive (é°D).

2.3 Passage of the-®rivacy Directive

In the initial proposal stages, Article 15(1) of thePB, the European Commission
(Commission) made no mention of data retentfothis was due ta imerely being an update

of the pree-PD!* In light of the 9/11 attacks, Article 15(1) was extended to include the
retention of data for dimited periodfor certain major public security interestauthorOs
emphasis}? Statewatch believed this was demahdby former USA President, George W.
Bush!® Thesuggestiorirom the White House was to O[r]evise draft privacy directives that call
for mandatory destruction to permit the retention of critical data for a reasonable period
(authorOs emphast8)This was inactual fact gproposalin responseto the Belgian Prime
Minister (authorOs emphasis). Moreover, the European Parliament (EP), in the strongest terms
opposed this form of retention, in that they urged itshugstbe entirely exceptional, based on
specific comprehensible law, authorised by judicial or other competent authorities for
individual cases and be consistent with the European Convention on Human Rights (ECHR)
(authorOs emphast3)urthermore, the EP noted that that Oa general data retentioplerinci

® Chris Jones and Ben Hayes, (n3), p6.

" Council Resolution of 17January 1995 on thevdul interception of telecommunications, OJ 1996 C 329/01
<http://eurlex.europa.eu/LexUriServ/LexUriServ.do?uri=0J:C:1996:329:FULL:EN:PBEcessed 23 May
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8ILETS Report (1999) kttp://www.statewatch.org/news/2001/may/ILETS@port.doe accessed 23 May
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385 final.
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accessed 23 May 2017.
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2017.
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must be forbiddenO and that Oany general obligation concerning data retentionO is contrary to
the proportionality principlé®

However, as noted above, the 9/11 attacks on the World Trade Centre had d¢aunield,

led to the Commission accepting thdditional sentence of Article 15{)the EP had an
opportunity to halt this addition, which initially was the case on November 2001, but eventually
reversed its position on May 2082 Data retention was opposed by 40 civil liberties
organisations to votagainst the retention of communications datthe Article 29 Data
Protection Working Party (WP28),the European Data Protection Commission&rthe
International Chamber of Commerce (ICC), European Internet Services Providers Association
(EurolSPA), theUS Internet Service Provider Association (USISPA), the All Party Internet
Group (APIG¥*and at the G8 Tokyo Conferenauith the EU accepting UKOs data retention
proposal, it highlights something that members of the UK government denied any plans of, and
as Judith Rauhofer notes Othe UK had managed to obtain an enabling provision which would
allow member statesO to obligate data reteftidefonstrating it was the UK that was more
influential than the US in this regard.

2.4Data Retention within the UK and other EU Member States

Prior to the adoption of the-leD, in the UK, the National Crime and Intelligence Service
(NCIS) made a submission (on behalf of the Mi5/6, GCHQ etc) to the Home Office on data
retention laws® Blanket data retention was preferi@utl was ironically noted that a targeted
approach would be a Ogreater infringement on personal prifacydCope noted that Ovast
banks of information on every member of the public can quickly slip into the world of Big

16 Abu Bakar Munir and Siti Hajar Mohdasin, ORetention of communications data: A bumpy road ahead®
(2004) The John Marshall Journal of Computer & Information Law 22:4 731, 734; Clive Walker and Yaman
Akdeniz, OAniTerrorism Laws and Data Retention: War is over?0 (2003) Northern Irelanduegtsrly

54:2 159, 167.

17 Judith Rauhofer, 'Just Because You're Paranoid, Doesn't Mean They're Not After You: Legislative
Developments in Relation to the Retention of Communications Data' (2006) SCRIPTed 3 322, 331.

18 Statewatch, OEU: Final decision orveillance of communications European Commission elts

European Parliament vote due in May, Jantegruary 2002, vol 12 no 10
<http://www.statewatch.org/news/2002/may/05Asurvhitmcessed 23 May 2017.

19 Statewatch, OEuropean Parliament caves in on data retention® (30 May 2002)
<http://www.statewatch.org/news/2002/may/10epcaveirrtancessed 23 May 2017; A breakedh of the

voting can be seen her&tatewatch, OThe vote in the European Parliament to accept data retention and
surveillance by the law enforcement agencies: an analysisO
<http://www.stitewatch.org/news/2002/may/15epvote htaccessed 23 May 2017.

2 statewatch, OCoalition asks European Parliament to vote against data retention® O(23 May 2002)
<http://www.statewatclorg/news/2002/may/09coalition.htmaccessed 23 May 2017; The letter can be viewed
here: 22 May 2002kttp://gilc.org/cox_en.htnd accessed 23 May 2017.

21 Opinion 4/2001 on the Council of Europe's Draft Conventin CybercrimeO (22 March 2001)
<http://ec.europa.eu/justice/dgtaotection/article29/documentation/opinion

recommendatioffiles/2001/wp41 en.pdfaccessed 23 May 2017, page 7.
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<http://www.fipr.org/press/020911DataCommissiortetrsl> accessed 23 May 2017.
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24 G8 Government Industry Workshop on Safety and Security in Cyberspace, (May 2001)
<http://cryptome.org/g8sp-e-spy.htn» accessed 23 May 2017.
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data retention law® (21 Aug 200@}tgs://cryptome.org/ncisarnivore.htrr accessed 26 May 2017.
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Brother.&f However, Charles Clags the then junior Home Office Minister, and Patricia
Hewitt, an OMlinister® both made the claim such plans would not come into ffitighen
questioned about the NCISOs proposals, Hewitt maintained that Charles Clarke and herself
disagreed with said pposals and said that it should not be implemeffted.

But as the previous section noted, the UK did intend to allow itself the power to obligate data
retention, and did by using the EU as a proxy. The first law to formalise data retention was
under the cotroversiat® Part 11 of the Antterrorism, Crime and Security Act 2001 (ATCSA
2001) (now omitted by Schedule 10(62) of the IPA 2016). This came into force three months
after the 9/11 attack¥.This allowed for the voluntary (and if need be mandatorytiete of
communications data by communication service providers (CSPs). During the House of Lords
debates on ATCSA 2001, Lord Rooker ironically noted that Part 11 was not to be used as
generalised [fishing] expeditiofiavhen this is exactly how data retiemt is described? Lord

Phillips correctly stated that Owe cannot defend our values by suspendinty fieenti@en
Assistant Commissioner to the Information Commissioner Jonathan Bamford observed that
OPart 11 isn't necessary, and if it is necessarytitdshe made clear why*Crhe Earl of
Northesk was more vocal in criticism, not only highlighting the reversal in the UKOs position
on retention, but noting that Othere is no evidence whatever that a lack of data retained has
proved an impediment to the iestigation of the atrocities® on 9711.

It has been suggested that data retention was possible from as early as 1984 via s.94 of the
Telecommunications Act 1984 which may explain how it was possible to retain data in the
aftermath of 9/12° Member State such as France and Belgium had, like the UK adopted data
retention provisions prior to the-RD*® with Belgium adopting prior to 9/1%. This
demonstrates data retention was not something that was brought about48Dthieus could

be used as justificain for such measures.
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After the ePD came into force, nine out of fifteen states planned or were planning to adopt
retention legislatiot? With the controversial Article 15()in mind, Statewatch made a
prediction that O[o]nce the fundamental principiethe existing 1997 Directive on privacy
and telecommunications are cast aside they will never be reinsfateob) Bunyan of
Statewatch commented that:

EU governments claimed that changes to the 1997 EC Directive on privacy in
telecommunications to alv for data retention and access by the law enforcement
agencies would not be binding on Members Staeach national parliament would
have to decide. Now we know that all along they were intending to make it binding,
OcompulsoryO, across Eurbbe.

2.9Data Retention across Europe and the beginning of the Data Retention Directive

Within the same year of the coming into force of e Belgium proposed a (binding) Dratft
Framework Decision on the retention of traffic data and on access to this data iaticonne

with criminal investigations and prosecutidhsvhich was leaked to StatewatthThe

Decision appeared to speak on behalf of law enforceametgervice providers across the EU
without actually having their opinions referred to (authorOs emphasisy.ohimission noted
thatonlyan approach that brings together the expertise and capacities of government, industry,
data protection supervisory authorities and users will succeed in meeting such goals (authorOs
emphasisf? Not only did Statewatéfland Priacy Internationaf highlight legal flaws of the

Draft Framework Decision, but industry also highlighted that data preserfat@mrargeted

storage on specified end users should be favoured over data retéBtiatewatch noted that
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this Oshows that tH&J governments always intended to introduce an EC law to bind all
member states to adopt data retenttdn.®

Despite the failure of BelgiumOs Draft Framework Decision, there was another attempt on 28
April 2004 proposed by, the UK, France, Ireland, aned@m>* As Rauhofer notes, due to the
general failure of Part 11 of the ATCSA 2001, the UK sought an alternative way to achieve its
aim, by focussing on a harmonised approach on the issues of data retention by taking steps to
convince other EU Member Statesintroduce minimum data retention periddBhis Draft
Framework Decision highlighted the lack of harmonisation between Member States on data
retention>® However, Cooper and Blaney explained that the date chosen (28 April 2004) by
the four governments t@able their proposal was deliberately done to marginalise the powers

of the Commission and Parliament in the deliberative process as on 1 May 2004, Member
States lost their right of initiative and the Commission and EP had gaineddadi3omn
proceduredr Third Pillar initiatives with First Pillar ramificatior®é.Not only was this Draft
Framework Decision critiqued by Cooper and Blaney, but Statewatch noted the Ograve gaps in
civil liberties protection remainedd and that it wassethan the proposdly Belgium due to

its breadth and depth such as extending the retention period (authorOs erfiiasB@yuncil

of Bars and Law Societies of Europe (CCBRhised concerns about the Draft Framework
Decision as although they supported the fight againsteca terrorism, they were worried by

the growing initiatives taken at the European level which, under cover of the fight against
terrorism, were serious infringements to fundamental freedoms and®fights.

The Legal Services for the Council of the EU ndtexldubious legality of the Draft Framework
Decision® which was withheld from the public and Members of the®EPThe EPOs
Committee on Civil Liberties, Justice and Home Affairs (LIBE) rejected the Draft Framework
Decision noting that any such power shidlbe compatible with Article 8 of the ECHR, which
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it was not for lack of legality, necessity and proportion&fitymportantly the EP noted that
the ECtHR:

[H]as stressed that the contracting states do not have unlimited discretion to subject
individualswithin their territory to clandestine surveillan€gven that corresponding
powers, conferred on the ground that the intention is to defend democracy, threaten to
undermine or destroy democradye Court stresses thabntracting states are not
allowedto adopt any measure they deem appropriate in order to combat espionage or
terrorism (author®s emphasis).

However, during the rejection of the Draft Framework Decision and the proposal for a
Directive, the 7/7 bombings in London had occuffedlist as th 9/11 attacks, this was used

a fresh justification for data retention at the EU 1é%dlhis was despite the then UK Prime
Minister, Tony Blair noting that Oall the surveillance in the worldO could not have prevented
those attack®’ As Roger Clarke has red:

[M]ost critical driver of change, however, has been the dominance of national security
extremism since the 2001 terrorist attacks in the USA, and the preparedness of
parliaments in many countries to grant law enforcement agencies any requesythat the
can somehow link to the idea of courterrorism®®

The UK had used its Presidency of the European Council (Cdtinaifssentially give the EP

less than two monthsO preparation (one year less than foiPedf a final committee
report/° In additian to this, the EP had to utilise the unduly hasty Ofirst reading only® procedure
which was criticised by many as an attempt on part of the Council and the UK Presidency to
Oprevent an 4depth investigation of the actual need for mandatory data retefition.O
Furthermore, it was reported that then Home Secretary, Charles Clarke (who as noted above
apparently did not favour data retention) was reported to have told Members of the EP (MEPS)
to agree on proposals or Ohe would make sure the EP would no loegesagwn any justice

and home affairs mattef’@larke also noted that if an agreement could not be reached, the
prior Framework Decision was still on the tablét was further noted that the UK sought to

%3 European Parliament Committee on Civil Liberties, Justice and Home Affairs, OReport on the initiative by the
French Republic, Ireland, the Kingdom of Sweden and the United Kingdom for a Draft Framework Detision o
the retention of data processed and stored in connection with the provision of publicly available electronic
communications services or data on public communications networks for the purpose of prevention,
investigation, detection and prosecution of eiand criminal offences including terrorism®;0464/2005 (31
May 2005) ttp://www.europarl.europa.eu/sides/getDoc.do?pubRER//TEXT+REPORT+A&005
0174+0+DOC+XML+VO//EN&language=bg and <ttp://www.europarl.europa.eu/sides/getDoc.do?pubRef=
//EP//INONSGMI+REPORT+A620050174+0+DOC+PDF+V0//EN accessed 26 May 2017.

®*ibid, fn7 and fn2 respectively.

%5 Chris Jones and Ben Hayes, (n3), p9.

*®ibid.

%7 Simone Davies, OUnlawful, unworkable, unneces3#gyGuardiar(London, 13 July 2005)
<https://www.theguardian.com/world/2005/jul/13/humanrights.julgtcessed 30 May 2017.

% Roger Clarke, OData retention as mass surveillance: the need for an evaluative framework® (2015)
InternationaData Privacy Law 5:2 121, 122.

%9 Chris Jones and Ben Hayes, (n3), p9.

9 Judith Rauhofer, (n17), 336, fn41.

""ibid, 336.

2 Chris Jones and Ben Hayes, (n3), p9.

3 Charles Clarke, OLetter Jean Marie Cavada® (17 October 2005)
<http://www.statewatch.org/news/2005/oct/degiclarketo-cavadal 7-10-05.pdf> accessed 29 May 2017.
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achieve data retention harmonisation beforeetigbof its Presidency, considering that next in
line was Austria, who were firmly against data retentfon.

The EP had instructed Alexander Alvaro MEP of the LIBE to prepare a report on the proposed
Directive, this included a list of compromises but sdeechange$® When attempts to reach

an agreement with the LIBE, the UK used it Presidency to directly target leaders of the two
biggest political groups within the EP in a private meeting, making no concessions, yet
declaring it a Ocompromigé the DRD @ame into force on the 3 May 2006 which sought to
harmonise data retention across the EU by placing retention obligations on publicly available
electronic communications services or public communications networks for harmonisation of
telecoms rules law enfeement purpose€s. This was so despite the pleas from Privacy
International (Pl), the European Digital Rights Initiative (EDRi), 90 NGOs and 80
telecommunications service providers to MEPE the UK, this was subsequently followed

by the Data RetentiofEC Directive) Regulations 200%7and 2009

2.6Data Retention at the EU level

(a)! Two Opposing Views

There were two contrasting views of the legality of the DRD, that of Francesca Bignami, and
Mariuca Morariu. Bignami argued that the DRD was an accesd#iksiled and democratically
enacted law, continuing thany rule (Chapter 7 will highlight this to be incorrect) that is
detailed and available to the public satisfies the requirements of the ECHR (authorOs
emphasis§’ It was further maintained that a twear retention period was proportionéte.
Whereas Morariu argued that the DRD raised several controversies such as lock of correlation
between aim and objective, lack of definition of serious crime etc and failed to clearly justify
its necessity"

(b)! Legal Challenges

The first legal challenge to the DRD, was an unsuccessful challenge to its legal basis (i.e.
whether it should have been pursued under First (Single Market) or Third Pillar (polféing)),
with the result being the former. This meant the ovdy now was to challenge the law itself,

which ultimately occurred before the CJEU. Prior to this, however, data retention was met with
challenges at a domestic level, with OBulgariaOs Supreme Administrative Court, the Romanian,

4 Judith Rauhofer, (n17), 336.

®ibid, 3367.

"®ibid, 338.

" Matthew White, (n2), 1.
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Decision on Data RetentionQ, (15 Septemb@4)28http://www.statewatch.org/news/2004/sep/data
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German Federal, Czech RepalConstitutional Courts and the Supreme Court of Cyprus all
declaring national implementation of the DRD eit~her invalid or unconstitutional (in some or all
regards) and incompatible with Article 8 ECHR.O

Digital Rights Ireland (DRI) brought the firgtigation to challenge domestic and European
data retention laws on fundamental rights grodfi@fore the High Court of Ireland (HCY),

DRI amongst others things sought for the HCI to request a preliminary reference to the CJEU
on the validity of the DRunder the CFR® The HCI subsequently granted the motion of a
preliminary reference to the CJEU under Article 267 of the Treaty of the Functioning of the
EU (TFEU)® Similarly, the Austrian Constitutional Cotftsought a preliminary reference on
similar gounds, to which the CJEU joined the caSes.

(c)'A Quest for the Necessity of the DRD

On 9 July 2013, judges of the CJEUOs Grand Chamber asked for proof of the necessity and
efficiency of the DRD? Despite the lack of statistical evidence from representativehe

Member States, Commission, Council, EP still asked the CJEU to reject the complaints by DRI
and others® Only the Austrian government were able to provide the most extensive statistics
on useof communications data which involved no cases obtim (authorOs emphasis).

The UK representative maintained that there was no Oscientific datad to underpin the need of
data retention which raised the question of what data the DRD had been therefore baSed upon.
This lack of evidence aissumediecessi (from the Commissiofij was consistent with the
findings of the WP29 and the European Data Protection Supervisors (EDPS) (authorOs
emphasisj’ Moreover, Chris Jones and Ben Hayes note that the plural of the CommissionOs
anecdotes is not OdataO and:

[E]ven to the extent that case studies can be seen to objectively demonstrate the
DirectiveOs effectiveness, it does not necessarily follow that they justify the DirectiveOs
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2017.
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scope, application, or absencepubtection fordue process anflindamental rights
(authorOs emphasi8).

(d)!Opinion of Advocate General Cruz Villal—n in Digital Rights Ireland

In Digital Rights Irelang®® Advocate General (AG) Cruz Villal—n sought, amongst other
things, to determine whether the DRD was Oprovided for by lawO within theguéarticle

52(1) of the CFR, and whether it satisfied proportionality within the meaning of Article
52(1)1%° Article 52(1) provides that a limitation of rights contained in the CFR must be
provided by law, proportionate in which limitations necessad/genuinelymeets objectives

of general interest. AG Cruz Villal—n proceeded to consider the DRD in light of Article 7
(privacy) and 8 (data protection) CER but ultimately considered the DRD in light of Article

7 only'® because the latter was of secaydanportance®* AG Cruz Villal—n concluded that
the DRD as a whole is incompatible with Article 52(*¥)but this was due to primary focus
being onaccessanduseof data, not its retention (authorOs emph&Sis).

(e)'Judgment of the CJEU in Digital Rights laeld

Unlike AG Cruz Villal—n, the CJEU ruled that data retention raises questions of not only Article

7 and 8, but also 11 (freedom of expression) &Rhe CJEU, however, proceeded on
considering the DRD in light of Articles 7 and 8 ohly.The CJEU crittised the DRD for
practically interfering with fundamental rights of the entire EU population without distinctions,
exceptions (professional secrecy), relationships between data retained and the aim pursued
(time, geography, persons and serious crime),layohg down substantive and procedural
conditions relating to access and subsequent use which was not based on objective criteria, and
which above all was not dependent on prior judicial authorisdffofhe CJEU ruled that the

EU legislature exceeded limits imposed by compliance of proportionality in light of Article

7, 8 and 52(1) CFE® and therefore ruled the DRD as invalid.

(N! The Aftermath of Digital Rights Ireland
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The CJEUOs ruling has been regarded as gimea#ling'*’a milestoné’? a significantstep
in developing fundamental rights protectibi{even in the national security contéxtiand a
landmark*° ruling in that it:

"I Imposed a new level of responsibility on the EU legislator to protect fundamental
rights;

#,! Subjected EU legislation to a novelistjudicial scrutiny test;

$,! Declared invalid EU law for violation of fundamental rights; and

%, Composed substantive instructions for law makers at the EU and Member State level
to guarantee suitable protection for privacy and data protetfion.

The CJEUOs pition is regarded as closing ranks with the ECtHR jurisprudence by treating
collection and use of data as two separate interferences with privacy and data prdfection.
Mclintyre argues that it in fact extends protection beyond the ECtHR jurisprudeneg i th
relied onex post fact@ontrols and takes a step further with regards to need for prior judicial
control*® However, it has also been argued that this merely reflects already (but not often
cited) existing ECtHR jurisprudené®. It has also been regied as putting an end to mass
surveillance and comes to the same conclusion as AG Cruz Villal—n, but for different
reasons?’ The invalidation of the DRD also meant that it was invalid from the date it came
into force?*

(9)! National Responses to Digital Righreland

Niklas Vainio and Samuli Miettinaroted that there were two interpretation®dajital Rights
Ireland, permissive and stri¢t” The permissive approach does not take issue with blanket
retention in and of itself, but the lack of accompanyiafeguard¥® as Osome form of
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mandatory data retention in order to combat serious crime and terrorism might indeed be
compatible with thé€ CFR. The strict approach entails that blanket indiscriminate data
retention is now forbiddéf® as Martin Husovec noteforbidding this Oseems to be an
indispensable preconditionO given that the following paragraph suggests how to proportionally
limit such retentiort?®

The Austrian Constitutional Court (ACEJand Bulgarian Constitutional Court (BC€both

ruled national dat retention laws as unconstitutional. As did the Romanian Constitutional
Court (RCC)*?° NetherlandsOs District Court of The Hague (DCH) also ruled that national
measures were invalid for going too far, violating freedom of expression and lacked evidence
of necessity*°

(h)!The UKOs response to Digital Rights Ireland

For three months, the UK did nothifij then suddenly fagtacked*> ©emergency legislation,®
the Data Retention and Investigatory Powers Act 2014 (DRIPA 2014) which was adopted
within three days$® Niklas Vainio and Samuli Miettinen were unconvinced of the UK
GovernmentOs position that DRIPA 2014 satisfied many of the requiremBiggaifRights
Ireland as the differences between DRIPA 2014 and the DRR were Omitifraati@allenge
against DRI 2014 brought by David Davis MP, Tom Watson MP and others was soon to
follow on the grounds of Article 8 ECHR and Article 7 and 8 CER.

The Englishand WelsiHigh Court (HC) ruled that s.1 of DRIPA 2014 was inconsistent with
EU law for failing provide clearrad precise rules on access and use of communications data
in relation to precisely defined serious crimes and not having prior independent/judicial
authorisation for said acceS8.The Englistand WelstCourt of Appeal (CoA) took a radically
different apprach®’ to the HC, but sought clarification from the CJEU on whether its ruling
in Digital Rights Irelandwere meant to be treated as mandatory requirements (clear and

124 Coen van Gulijlet al, OSURVEILLE Paper Assessing Surveillance in the Context of Preventing a Terrorist
ActO (29 May 2017)https://www.justsecurity.org/wpontent/uploads/2014/10/SURVEIL EBaperon-a-
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preciss??’,saccessible rules, judicial control of access to communications data etc) by Member
States.

()! Preliminary References

Alongside the CoAOs preliminary reference, the Stockholm Administrative Court of Appeals
(SACo0A) among other things, asked the CJEU whether a general obligation to retain
communications data was compatible with Articl¢1)®f the ePDtaking account of Articles

7, 8 and 15(1) of the CFR® The President of the CJEU decided to join both referefi€es.

(j)! Opinion of AG Saugmandsgaard e in Tele2 and Watson

AG Saugmandsgaard e ifiele2 and Watsonoted that Article 15(1) gawdember States a
choicé*! and Member States can avail themselves of the possibility subject to the conditions
laid out in Article 15(1) itself i.e. general principles of Union law, the CFREigdal Rights
Ireland.**?> AG Saugmandsgaard e also maintainedttthe CFR is applicable to national
measures of data retention, but not access of police and judicial autloitigs.
Saugmandsgaard e maintained tleatchof the safeguards mentioned by the CJEDital

Rights Irelandmust be regarded as mandatbyAG Saugmandsgaard “e concluded that
Member States should not be precluded from creating general data retention obligations if such
laws are:

1.! Accessible, foreseeable and adequately protects against arbitrary interference;
2.! Respects the essence of Articlard 8 CFR;

3.! Strictly necessary i.e. the only measure possible to achieve objective;

4.! Accompanied by all the safeguards mentionedigital Rights Irelang and

5. Must be proportionat&"?

(k)! The CJEUOs Judgment in Tele2 and Watson

Unlike AG Saugmandsgaard e, th€JEU held that retentioff and acces¥’ to
communications data fell within the scope of tHe (authorOs emphasis). Furthermore, the
CJEU held that data retention not only raises questions of compatibility with Article 7 and 8
CFR, but also Article 11 CFRreedom of expression®and thus must be taken into account
when interpreting Article 15(1) of the-RD*° The CJEU ruled that national laws that
implement a general indiscriminate power to retain exceeds the limits of what constitutes what

138 Secretary of State for the Home Department v Davis MPr&[2015] EWCA Civ 1185, [118].
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is strictly recessary in democratic society as required by Article 15(1) as required by Articles
7,8, 11 and 52(1) CFR?

The CJEU echoed the view of AG Saugmandsgaard e in the rules governing access to
communications datanust be legally bindindauthorOs emphast3). The CJEU further
elaborated laws governing access must lay down substantive and procedural contittems.
CJEU also favoured notification when it would no longer jeopardise investigatfars to
guarantee security and data protection, all data neusetained within the EU, subject to
irreversible destruction at the end of the retention péribd.

(I)! Initial Reaction to Tele2 and Watson, and the UKOs response

Initial reactions to the CJEUOs judgmeritéte2 and Watsowere positive, many regarding it

as a blow to the UK data retention surveillance regif@he Legal Services of the Council
acknowledged that Oa general and indiscriminate retention obligation for crime prevention and
other security reasons would no more be possible at national levél ithanEU level ¥° On

30 November 2017, the Home Office responded with a consultation seeking to amend certain
provisions of the IPA 2016 (including that which concerns data retention) to complieleth

and Watsort®” These potential amendments will tensidered separately (as they are not yet
law) for their compatibility with the ECHR in Chapter 7.

In Tom Watson and Others v Secretary of State for the Home DepdrfhtieatCoA were

asked to determine the legality of DRIPA 2014 in lighTefe2 and Wabn'*° Despite ruling

that DRIPA 2014 was inconsistent with EU law for not limiting the purposes of retention to
fighting serious crime and access to communications data was not based on prior review by a
court or administrative body? the CoA declined torgnt declaratory relief that it contained

no limitations*®! The three reasons were that:
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I.!  Itwas not argued that DRIPA 2014 was unlawful for failing to provide direct or indirect
links between data retained of an identifiable public and serious crime.
.l The GQJEUOs judgment as in response and applied to Swedish law and therefore not
directly applicable to DRIPA 2014; and
lll.!  The HC would be dealing with such matter later that year.

This position is problematic due to it relying on the CJEUOs judgment only appigiwgdish

law, when it in fact applies to every EU Member St&téloreover, DRIPA 2014 does permit
general retention as it allows the possibility to do so, the only difference between Swedish law
and DRIPA 2014, is that the former is a Ocatch allOaradtér is a Opower that can catch all®

to argue otherwise is playing semantitdnstead of addressing the issue, the CoA performed
legal gymnastics to avoid answering the question as to whether DRIPA 2014 permitted general
data retention®

When the isge came before the HC inberty v Secretary of State for the Home Department
and Other§®they ruled that the IPA 2016 was incompatible with EU law for the same reasons
that DRIPA 2014 wa¥*® The HC ruled that s.87(1) of the IPA 2016 did not involve théerdn

of communications®’ Chapter 3 will disprove this reasoning. The HC also did not consider
the ECHR implications of the IPA 2018 nor did they consider that the IPA 2016 permitted
general and indiscriminate data retenti&hThis necessitates the impante of this thesis
considering data retention through the ECHR, patrticularly in Chapters 4 and 7.

2.7'Conclusions

This Chapter has briefly demonstrated the politics behind the adoption of data retention
measures, particularly in the UK and at an EU lavélas shown that the UK (and not the US)
was the main driving force behind data retention harmonisation across the EU through the
DRD, something that even the US has never addpidthis has been described as a master
class in diplomacy and political maavring’* but it must also noted that the calls for data
retention tend to be at their strongest following an act of terrorism as governments often act in
a Okneferk® mannéf? Simon Davies believed Charles Clarke was-helit as an act of
political despeation to give the pretence of leadership in Eurdp@he haste at which the

DRD was passed Oleft MEPs little time to consider its effect and to organise effective
oppositiond and those who voted in favour may not have done so on an inform€d basis.
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Various Member State Courts rejected national implementation of data retention measures
which was soon outlawed at an EU level by the CJEU. The CJEU subsequently ruled that
general indiscriminate data retention was not permissible in the EU. However, cogdiaatrin

the UK has been a driving force for data retention, with many Member States seeking to follow
suit and ignore the CJEXR it is necessary in this thesis to go above and beyond the CJEU and
their reasoning, by considering data retention envisagedrtiff the IPA 2016 through the

lens of the ECHR. The then EDPS, Peter Hustinx, regarded the DRD amsherivacy
invasiveinstrument ever adopted by the EU in terms of scale and the number of people it
affects’® and its compatibility with Article 8 othe ECHR became questionable (authorOs
emphasis}’’ These observations make it crucial to consider in the next Chapter, just how
privacy invasive the communications data that can be retained via Part 4 of the IPA 2016.

15 1T-Pol, OEU Member States ptarignore EU Court data retention rulings® (29 November 2017)
<https://edri.org/etmemberstatesplanto-ignoreeu-courtdataretentionrulings/ accessed 1%anuary 2018.

178 peter Hustinx, OThe "moment of truth" for the Data Retention Directive: EDPS demands clear evidence of
necessityO (3 December 2010itg://europa.eu/rapid/preselease EDPS0-17 en.htm?locale=enaccessed

25 May 2017.

77 Judith Rauhofer, (n17), 339; Clive Walker and Yaman Akdeniz, (n16), 179.




Chapter 3: Communications data igust as, if not more intrusive than
content

3.1lntroduction

This Chapter focusses specifically on tbemmunicationsdata to be retained and its
intrusiveness. In order to achieve this, it first needs to be understadthis data is andrhere

it comes fom. Communications data, also referred to as tfa#ficd metadafais further

defined in UK law as Internet Connection Records (ICR) (i.e. website visitgity, Data (i.e.

contact details), anelents Data (i.e. sending a message/making a’cEtipuch Sophie Stalla
Bourdillon et alhave argued equating metadata with communications data can be misleading
and have the consequence of unduly broadening the scope of telecommunications operatorsO
data retention obligatiorisThis Chapter, will, however, desnstrate that telecommunications
operatorsO data retention obligatians unduly broad irrespective of distinctions between
communications data and metadata as their analysis took place before the introduction of the
Investigatory Powers Act 2016 (IPA Z28)1

This Chapter examingbke specifics of communications data, relevant communications data,
ICR, entity andevents Data found within the IPA 2016. Looking into the specifics of these
types of data provides an illustration of what it can reveal, andhgainst this backdrop that

these classes of data will be assessed for their intrusiveness. This Chapter also considers the
potential for third party data to be retained and its implications.

The IPA 2016 allows for data to peneratedor the purposesf retention. It is not clear what

this data may be, only that it would include ICREhis Chapter will highlight that much of the

data retention discussion concerns the revealing nature of communications data but little is
discussed about the Big Dateghant in the room. This Chapter will give an example of how
intrusivethe any/all description of data to be retaioad be Finally, this Chapter will briefly

note interference becomes more severe based upon whom has access to retained data. This
Chapte will therefore conclude that the types of data to be retained (anyallesalyin a
telecommunications operatorsO possession, any description of data or capable of obtaining) or
generated for retention) puts interference with fundamental rights ot (§ not more)
magnitude as content, and thus adversely effects the essence of the right. Such conclusions
would mean that the safeguards for content and communicationshdatd be the same

! Advocate General Saugmandsgaard e uses it synonymously in Joined Ga68416 and €598/15Tele2
Sverige AB and Wson[2016] ECR 1572, [259]; See Executive Summary of Privacy International and EDRI,
Olnvasive, lllusory, lllegal, and lllegitimate: Privacy International and EDRi Response to the Consultation on a
Framework Decision on Data RetentionO, (15 Septembéy, 200
<http://www.statewatch.org/news/2004/sep/daiention.htrr accessed 29 September 2016.
2 Big Brother Watch, OBriefing Note: Why Communications Data (Metadata) Matter® {3)ly 20
<https://www.bigbrotherwatch.org.uk/wgontent/uploads/2014/07/CommunicatiddataBriefing.pdf>
accessed 9 October 2017.
% Liberty v Secretey of State for the Home Department and Otfj26.8] EWHC 975, [145].
“ Sophie StalleBourdillon, Evangelia Papadaki and Tim Chown, OMetadata, Traffic Data, Communications
Data, Service Use InformationE What Is the Difference? Does the Difference Mattelrterdisciplinary
View from the UKO in Serge Gutwirth, Ronald Leenes and Paul De HertatsProtection on the Move
gSpringer 2016), 438.

Section 87(11) of the IPA 2016.
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3.2Communications data and/or Metadata: What is it, and whee does it come
from?

When discussing data retention, the terminology used is often either communications data or
metadata. For the purposes of this thesis, they are one and th&lsmsemetimes described

as data about data i.e. all other informatanluding the content, the where, when, who, how
long, and how (of communicationSYhis includes information about the time, duration, and
location of a communication as well as the phone numbers or email addresses of the sending
and receiving parti€sThis may also include device information i.e. make/model nurhBet.

where does this data come from? Bruce Schifeigplains that computers constantly produce

data through their input and output, but also as-prbgluct of everything they do.

Computes continuously document what they are doing i.e. your word processor keeps a record
of what you have written, even overwritten versions of what you have written, and only erases
them when disk space is needed for something"€8ehneier further explairisat connecting

to the internet only increases the amount of data that is produced, whether it be websites visited,
ads clicked on or words typed. Your computer, the sites you visit, the computers in the network
all produce data. Your browser sends datevebsites about the software you have, when it
was installed, the features enabled, to the point where one can be uniquely idritifiéat,
example, unique device IDs (discussed below).

Schneier also notes that data is gobyduct of modern technol@@l social interactions, such

as the use of social media i.e. Facebook, Twitter, Instagram and Ghogge. systems do not

just transfer data, they also create records of your interactions with GtBetmeier continues

that mobile phones are constgngiroducing data about your general location. Use of that
phone produces even more data, and with smart phones more still due to the data production
of apps and GPS receivéfdNewell notes that:

Metadata is generated whenever a person uses an eled#aicie (such as a computer,
tablet, mobile phone, landline telephone, or even a modern automobile) or an electronic
service (such as an email service, social media website, word processing program, or
search engine). Often, this results in the creationcaisiderable amounts of
information (metadatdy.

On the notion of smart phones and social media, Abdulaziz Almehmadi details what he calls
the spy in your pockeéf. Almehmadi notes that smart features on your smartphone are not just
tools for collecting prsonal information for sale, but harvesting information from sensors via

® Big Brother Watch, (n2).

" ibid.

8 Bryce Clayton Newell, OThe Massive Miste Machine: Liberty, Power, and Secret Mass Surveillance in the

éJ.S. and EuropeO (2014) I/S A Journal of Law and Policy for the Information Society 10:2 481, 488.
ibid.

2 Bruce Schneieata and Goliath: The Hidden Battles to Collect Your Data andt@biYour World(W.W.

Norton 2016), 15.

"ibid.

ibid, 15-16.

“ibid, 16.

“ibid.

!5 Bryce Clayton Newell, (n8), 488.

16 Abdulaziz AimehmadiThe Spy in Your Pocké&EreateSpace Independent Publishing Platform 2017).
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app permission§. Almehmadi gives the example of information collected from ones Global
Positioning System (GPS), camera, microphone and contatt 8shneier continues that
making purchases creates data, modern cars generate yet more data, from the speed, to how
hard pedals are pressed

Schneier came to the conclusion that he had been looking at things backwards, for example, a
refrigerator is not a refrigerator with a computé@s a computer that keeps food cold, your
phone is a computer that makes calls, your car is a computer with wheels and afi®engine.
Schneier rightly points out that computers are becoming increasingly embedded into more and
more products that are connectedthe internét (discussed in greater detail in Chapter 6)
which, consequently, will increase the amount of data prodifced.

3.3Is communications data just as intrusive as content?

Communications data has often been distinguished from the content of caatomsi. To
understand this distinction, it is necessary to understand what content actually means. Content
is usually described as whatwithin a message such as the body of an email or conversation
over the telephone (author®Os emph&sishe IPA 2016,5.261(6) defines content as any
element of the communication or data logically associated with which reveals anything of what
might reasonably considered the meaning of the communication. Section 261(6)(a) and (b),
however, considers inferenééshat canbe drawn from communications does not equate to
content, neither does systems @ase set out in s.263(4y.Systems data is described as data
which may be used: to identify, or assist in identifying, any person, apparatus, system or
service; to identify ay event; or to identify the location of any person, event or tHing.

This section deals with controversy surrounding the intrusiveness of communications when
compared to content.

(a)! Not as Intrusive?

UK courts have had a tendency to acknowledge thatcdeption of content is more intrusive
than access to communications d&tahis is also, and not surprisingly, the position of various

""ibid, 28.

"®ibid, 29-38.

9 Bruce Schnier, (n10), 17.

%ibid, 18.

*Libid, 18.

*2ibid, 20.

%3 Davis & Ors, R (on the application of) v Secretary of State for the Home Department[&0Q& EWHC

2092 (Admin), [13].

24 Explanatory notes to IPA 2016, para 728.

%5 Which means any data that enablesaailitates, or identifies or describes anything connected with enabling
or facilitating, the functioning of any of the followiNg (a) a postal service; (b) a telecommunication system
(including any apparatus forming part of the system); (c) any telecoinations service provided by means of
a telecommunication system; (d) a relevant system (including any apparatus forming part of the system); (e) any
service provided by means of a relevant system.

25 Explanatory notes to IPA 2016, (n24), incorrectly ref® s.264 for the definition of systems data, para 729.
2" Explanatory notes to IPA 2016, (n24), para 735.

8 Davis, (n23), [81];Liberty and Others v Government Communication Head Quarters and Q204
UKIPTrib 13_77H, 5 December 2014, [34], [111],14].
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law enforcement agencies e.g. the National Crime Agency, police forc@saatt GCHQ

This was also the position dfg then Independent Reviewer of Terror Legislation, David
Anderson Q.C! The Intelligence and Security Committee (ISC) of the UK Parliament
acknowledged that communications data makes it possible to build a richer picture of an
individual, but they were othe opinion that it wasignificantlyless intrusive than content
(authorOs emphasié)The then Home Secretary, Theresa May MP likened the newly defined
ICRs as the modern equivalent of an itemised phon& illSchremsthe Court of Justice of

the Euppean Union (CJEU) maintained that the legislation permitting the public authtrities
have acces®n a generalised basis to thententof electronic communications must be
regarded as compromising the essence of Article 7 (Article 8 ECHROs correspghtjiig

the Charter of Fundamental Rights (CFR) (authorOs empHasijontrast, the CJEU in
Digital Rights Irelandheld that data retention does not adversely affect the essence of Article
7 and Article 8 (data protectiobgcause it does not perrtiiie acquisition of knowledge of the
contentof the electronic communications as such (authorOs emphAadis).essence of the
right (which may be similar to the Overy substance of the FfgieCjdopted from the
jurisprudence of the European Court of HimRights (ECtHRY’ The ECtHR have used the
essence of the right for various Convention Rihesd therefore, there is no reason why this
could not be adopted for the interpretation of Article 8. Though not defined, Hoyano indicates
that it may mean thabhere is an absolute indispensable core to the right which cannot be
impaired regardless of the circumstances of any particular instabe. ECtHR inUzun v
Germany® regarded surveillance via GPS interfetesswith Article 8 than interception of
phonecalls. This was used as justification by the Investigatory Powers Tribunal (IPT) in
Liberty and Others v GCHQ and Othdrs maintain that interference with communications
dataas a wholavas not as serious as interceptfon.

In the USA, there has been imconsistent approach in regards to communications data. The
District Court for the Southern District of New Yd&fkhighlighted that telephone service
subscribers maintained no legitimate expectation of privacy in their call data, whereas the
District Court for D.C*® maintained there is a very significant expectation of privacy.

%9 David Anderson, OA Question of Trust, Report of the Investigatory Powers Review® (June 2015,
<https://terrorismlegisladinreviewer.independent.gov.uk/vgentent/uploads/2015/06/IPReportPrint-
Version.pdf accessed 2 March 2016, para 9.30.

*ibid, para 10.40(c).

*Libid, Annex 2(5), 10.28, 14.53.

%2 |ntelligence and Security CommitteRrivacy and Security: A modern an@misparent legal framework
(2014, HC 1075) para 143(V).

% Theresa May, OHome Secretary: Publication of draft Investigatory Powers Bill® (4 November 2015)
<https://www.gov.uk/government/speeches/hesaeretanpublicatiorof-draftinvestigatorypowersbill >
accessed 3 April 2017.

3 Case G362/14Schremg2015] ECRI 650, [94].

% Joined Cases-293/12 and €594/12Digital Rights Ireland and Seinger and Other§2014] ECR 1238,
[39-40]. The High Court took the same approachiberty v Secretary of State for the Home Department and
Others [2018] EWHC 975, [3].

% Geotech Kancev GMBH v GermaApp no. 23646/09 (ECHR, 2 June 2016), [51].

3" Laura Hoyano, OWhat is balanced on the scales of justice? In search of the essence of the right to a fair trial®
(2014) Crim. L.R. 1 4, 11.

*®ibid.

*ibid, 15.

40Uzun v German@pp no. 35623/05 (ECHR, 2 September 2010), [66].

“! Liberty and Others(n28) [34],[111], [114].

“2 ACLU v Clappeyr2013 WL 6819708 (S.D.N.Y. Dec. 27, 2013).

43 Klayman v Obama2013 WL 6571596 (D.D.C. Dec. 16, 2013).

“4Bryce Clayton Newell, (n8), 51811.
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However, on 22 June 2018, the US Supreme Court ruled that the Government violates the
Fourth Amendment (unreasonable search and seizure) by accessing mobile phone location data
without a search warrant where there is a legitimate privacy inféfgsis, however, was only
confined to aype of communications data, location data, and it is beyond the scope of this
thesis to consider what a Olegitimate privacy interestO entailscdritessting views highlight

that there is still a line drawn between communications data, and the content of said
communicationsKift and Nissenbaum, however, argue that the National Security AgencyOs
(NSA) position that metadata is neensitive data ntonger makes sense, nor did it to begin

with, because it always created an expectation of pritfacy.

(b)! Just as, if not More Intrusive?

One of the key elements of classifying content as more intrusive than communications data is
the assumption that peopleeanore concerned about what they are actually saying, than who
they are saying it to. The truth of the matter is that sometimes people care more about the
communications data than the cont€nfor example, an email reply with just the text Olol®
revealsvery little, but the communications dasgsociatedwith that email can reveal the
sender/recipient email address, the date and time it was sent, the subject line, the service used
of both sender and recipient, the aspgam application used and in sonmstances an
approximate location of the sendér.

As Schneier suggests, communications data gives us cdhaext,context matters because it
gives us meanind. It has been noted that the effect of communications data Ois that a very
comprehensive dossi®n an individual's private life can be produced (including contacts,
where he or she has been, is, or will be going, and his or her interests and Hatis).O
opinion has also been endorsed by the German Constitutional Court where they believed that
@ cannot automatically be assumed in this connection that recourse to these [sic] data carries
fundamentally less weight than the contbased monitoring of telecommunications.the
following press release stated that O[e]ven though the storage dertendtto the contents

of the communications, these data may be used toamaignirelated conclusionthat extend

into the usersO private sphere (authorOs empti=3ishéh and Sykes have also supported this
notion by stating that O[a]lthough theteon of the data may not be revealed, it will be clear
from certain website and email addresses what kind of coistdsging viewedauthorOs
emphasis)®®Solove is also of this opiniofi. This highlights the problematic definition of

“5 Carpenter v. United Stateblo. 16402, 585 U.S. ___ (2018).

“¢ paula Kift and Hen Nissenbaum, OMetadata in Contéit Ontological and Normative Analysis of the
NSA's Bulk Telephony Metadata Collection Program® (2017) ISJLP 13 333.

“" Daniel SoloveUnderstanding PrivacyHarvard University Press 2009), 68; Daniel Solove, ORecdivsgruc
Electronic Surveillance LawO (2004) 72 The George Washington Law Review 1701, 1728.

“8 Guy McDowell, OWhat Can You Learn From An Email Header (Metadata)?0 (13 August 2013)
<http://www.makeuseof.com/tag/wheanyou-learnfrom-anemaitheademmetadata# accessed 4 April 2017.
“9Bruce Schneier, (n10), 26.

%0 penny Tompkins and James Lawley, OContext Matters® (5 April 2003)
<http://www.cleanlanguage.co.uk/articles/articles/205/1/Cortéadters/Pagel.htmlaccessed 3 April 2017.
*LNick Taylor, OPolicing, privacy and proportionality® (2003) European Human Rights liaw 8&\97.

2 BVerfG, judgment of the First Senate of 02 March 201BvVR 256/08 Rn. (1-345), [227].

%3 Bundesverfassungsgericht, OData retention unconstitutional in its present form®O (March 2010)
<https://www.bundesverfassungsgericht.de/SharedDocs/Pressemitteilungen/EN/20 -0/l dpt >
accessed 4 April 2017.

*Jason Saiban and John Sykes, OUK ARBERRORISM ACT 2001 & ISPOS: A CYBER CHE®OINT
CHARLIE?O (2002) Computer Law & Security Review 18:5 338, 338.

* Daniel Solove, Reconstructing Electronic Surveillance Law, (n47),-1728.




content in s.261(6)fdPA 2016 as it essentially proclaims content is meaning, buhatkind

of meaning that can be gained from the communications data (even if it produsasthe
meaning). The explanatory notes to the IPA 2016 noted that O[wihile it is possible &m draw
inference from the fact a person has contacted another person this is distinct from the content
of, for example, the telephone cafl.this, distinction however, does not reflect reality as a
study by Stanford University demonstrated the type of infere they could draw from phone
metadata’

It is difficult to conclude that such inferences do not detail the meaning of the communication.
Moreover, collected internet traffic data has even been regarded by Alberto Edeéadeual

and Gus Hosein as mijd more sensitiveéhan traditional telephone traffic data (authorOs
emphasis}® This is why it was unhelpful for the then Home Secretary, Theresa May MP to
claim that ICR were equivalent to phone bills as her own evidence submitted to the draft Joint
Commititee of the Investigatory Powers Bill demonstrated that communications data goes well
beyond just billing datd’ MayOs statement is contradicted when considering®{GRsa
telephone bill can reveal who youOve been speaking to, when and for how longyrbut y
internet activity revealeverythingyou do online (authorOs emphaSis).

This is why it has been suggested that interference with communications data at the very least
is asjust as seriousas interference with content (authorOs empHasi$)e RoyalUnited
Services Institute (RUSI), considered that this might be a possfSifigvocate General (AG)
Saugmandsgaard e iffele2 and Watsonoted that that in thndividual contexta general

data retention obligation would facilitaggjually serious intéerenceas targeted surveillance
measures,including those which intercept the content of communicatitamsthorOs
emphasis}* The Article 29 Data Protection Working Party (WP29) was of the opinion that
metadata and content should both have the sameehighdf protectior?®

EscuderePascual and Hosein have suggested that Olt]raffic data analysis generates
sensitive profiles of an individualOs actions and intentions, arguably more so than

° Explanatory notes to IPA 2016 (n24), para 728.

*" Jonathan Mayera, Patrick Mutchlera, and John C. Mitch®Bvaluating the privacy properties of telephone
metadataO (2016) PNAS 113:20 5536, 5540.

%8 Alberto Escuderdascual and Gus Hosein, OQuestioning lawful access to traffic datad (2004)
Communications of the ACM 47:3 77, 80.

%9 Joint Committee on the Dralftvestigatory Powers Billyritten evidenceg(February 2016),
<http://www.parliament.uk/documentsipt-committees/draftnvestigatorypowersbill/written-evidencedraft
investigatorypowerscommittee.pdt accessed 5 April 2017, Home Office, 5857.

%9 paul Bernal, OA few words on Olnternet Connection Records®d (5 November 2015)
<https://paulbernal.wordpress.com/2015/11/&f&te-wordson-internetconnectioarecords? accessed 5 April
2017.

®1 Joint Committee on the Draft Investigatory Powers Biliaft Investigatory Powers Bil201516, HL 93,
HC 651) 123.

%2 Elisabet Fura and Mark Klamberg, OThe Chilling Effect of Codlfegorism Measures: A Comparative
Analysis of Electronic Surveillance Laws in Europe and the USAGsep Casadevall, Egbert Myjgtichael
0OBoyle (ed$reedom of ExpressiddEssays in honour of Nicolas Brat2@resident of the European Court
of Human Right§Wolf Legal Publishers, Oisterwijk 2012), 467.

3 RUSI, OA Democratic Licence to Operate® (15 July 2015)
<https://rusi.org/sites/default/files/20150714 whil® a democratic licence to operatexpacessed 3
April 2017, para 1.44.46.

%4 Joined Cases (203/15 and C698/15 Tele2 Sverige AB and Watsg016] ECR 572, Opinion of
Saugmandsgaard e, [254].

%5 Opinion 01/2017 on the Proposed Regulation for the ePrivacy Regulation (2002/58/EC), para 18.
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communications conteiauthorOs emphasi®)® Saugmandsgad e in Tele2 and Watson
maintained that risks associated with the access to communications data may be greater than
access to the content of communicatidhas Roberts notes, the interference posed by data
retention cannot solely be based on the natfitee data but also whom has acc&€@aul

Bernal notes that gathering of communications data is of a greater intrusion than the
examination of content. This is because communications data is structured, making it more
suitable for aggregation and anatysFurthermore, content can be disguised more easily
through encryptioft or using coded languad®Examples of how communications data can
constitute a greater intrusion than content is now to be provided. Andrew Reed and Michael
Kranch demonstrated, evavith a HTTPS (encrypted) protected Netflix videos, the videos
watched could still be identified using only the TCP/IP hedlénhich would be classed as
relevant communications datZ)Bernal notes many intimate subjects are often deliberately
avoided (toavoid disclosure of sexuality, religion and health information) when writing
content, this can be determined by communications data anglysis.

This revealing nature is given further weight based on its usefulness in terms of prevention or
detection of dme, or the prevention of disorder, or prevention of death or injury or
safeguarding national securft}. The ISC were Osurprised to discover that the primary value
to GCHQ of bulk interception was not in reading the actual content of communicéatibirs,

the information associated with those communicati@ghor®s emphas®) The NSAOs
General Counsel, Stewart Baker admitted @wietadata absolutely tells you everything about
somebody's life. If you have enough metadat don't really need conterfauthorOs
emphasis)/®Former director of the NSA and the Central Intelligence Agency (CIA), Michael
Hayden agreed with Bakers comments as being Oabsolutely correctO because O[w]e kill people
based on metadatd.@sing metadata from 55 million phone userdakistan aids NSA in

who to target for drone strikés.

% Alberto Escuderdascual and Gus Hosein, (n58), 82.

67 Opinion of Saugmarstjaard “e, (n64), [259].
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Most importantly, the ECtHR iBig Brother Watclwere not persuaded:

[T]hat the acquisition of related communications data is necessarily less intrusive than
the acquisition of content. For expla, the content of an electronic communication
might be encrypted and, even if it were decrypted, might not reveal anything of note
about the sender or recipient. The related communications data, on the other hand, could
reveal the identities and geographocation of the sender and recipient and the
equipment through which the communication was transmitted. In bulk, the degree of
intrusion is magnified, since the patterns that will emerge could be capable of painting
an intimate picture of a person thgtuthe mapping of social networks, location
tracking, Internet browsing tracking, mapping of communication patterns, and insight
into who a person interacted with

The ECtHROs position echoes arguments made in this subsection, and takes a stepriurther th

the CJEU in considering content and communications data as equals. This has important
ramifications for appropriate safeguards when communications data is concerned (see Chapter
5). One could argue that the IPT liiberty and Otheraised the ECtHROsing in Uzunto

make the distinction between communications data and content. However, the:

The IPTOs reasoning was based on the false analogy raised by the ReSgatdent
because GPS data didnOt amount to the required seriousness of that of intefeeption,
same principle applied to communications data. However, in accepting this analogy the
IPT made a critical error as location data, derived from GPS isnOt the only data that
forms part of the broad definition of communications Hafherefore, when thePIT

gave weight to Uzun it did so by considering a case of an isolated specific type of data,
which cannot be used to justify an argument that interference is less severe whilst
ighoring the cumulative total of the different types of communications®8ata.

In further support of the ECtHROs positidris important to now consider communications
data as envisaged in the IPA 2Cr&l the level of intrusiveness

3.4Data by type and intrusiveness

Part 4 of the IPA 2016 concerns the issuing of data retentiocesofi his part also provides
insight into what data can be retained. Section 87(1) of the IPA 2016 allows the Secretary of
State to issue retention notices on telecommunication operators to retain Orelevant
communications data.0 Section 87(4) detail$alembbmmunications operators are not to retain
Othireparty® dafd,but s.87(4)(d) allows this data to be required to be retained if it is used or
retained for a lawful purpose. Section 87(11) concerns the retention of ICRs and s.87(9)(b)(i)
provides thatetention notices can obligate data to be generated for the purposes of retention.
It is necessary to break down and discuss relevant communications data, third party data, ICRs,
generated data and their intrusiveness separately.

(a)! Relevant Communicatis Data

9 Big Brother Watch v UKApp nos. 58170/13, 62322/14 and 24960/15 (ECHR, 13 September 2018), [356].
80 Matthew White, OProtection by Judicial Oversight, or an Oversight in Protection?® (2017) Journal of
Information Rights, Policy and Practice 2:1 1, 9.

81 Explanatay notes to IPA 2016, (n24), para 262.



According to s.87(11) of the IPA 2016, relevant communications data includes the sender or
recipient (human or not) of a communication, its time, duration, type, mode/pattern or fact of
communication, the telecommunications sy$feime communicatin has been transmitted to,

from or through and its location.

These five categories, Graham Smith suggests, at face value appear to go wider than the data
types found under the Data Retention and Investigatory Powers Act 2014 (DRIPA 2014)
(which implemergd the DRD definitions) as amended by the Counter Terrorism and Security
Act 2015 (CTSA 2015% Smith notes that the scope of Orelevant communications data®
captures communications not just between humans. This, Smith highlights, Osweeps up not
only backgound interactions that smartphone apps make automatically with their supplier
servers, but probably the entire internet of thitfys@e Chapter 6). Smith continues that Odata
such as the Otype, method or patternO of communication® extend beyond dhe famili
sender/recipient, time and locatitor example, logging onto Facebook via an iPhone using
Safari.

Smith highlights that when considering what relevant communications data consists of, there
are 14 (with OidentifierO no longer present in the IP@) &tigrlinked definitions that make it
up 28 This includes:

1.! Relevant communications data,
2.! Telecommunications system,
3.I Person,

4! Communications data,

5.] Communication,

6. Apparatus,

7.! Telecommunications operator,
8. Telecommunications service,
9.! Entity data,

10.!Events data,

11!Entity,

12!Content of a communication; and,
13IData.

Telecommunications operator/service/system and apparatus will be dealt with in more detail
in Chapter 6 highlighting that what can be retained is dependent on who can be obligated to
retain. Although s.87 ahe IPA 2016 refers to Orelevant communications dataO it is important
to note that s.261(5)(a) defineemmunications datas either entity or events data which is or

is capable of being held or obtained, by or on behalf of the telecommunications apéditator
includes data held by a telecommunications operator or available directly from the network
which identifies a person or device on the network, ensures that a communication reaches its

82 See Chapter 6.

8 Graham Smith, ONever mind Internet Connection Records, what about Relevant Communications Data?0 (29
November 2015) kttp://www.cyberleagle.com/2015/11/newmind-internetconnectioarecords.htn#

accessed 8 April 2017.

**ibid.

*ibid.

*ibid.
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intended destination, describes how a person has been usingice s® is about the
architecture of the telecommunication system itSelf.

Entity (which is a person or thifj)data refers to data about entities or links between them
and telecommunications service/systems but according to the explanatory notestdoes no
include information about individual everifghis includes phone numbers, service identifiers,
physical address, or IP addres&Section 81(1) of the Regulation of Investigatory Powers

Act 2000 (RIPA 2000) defines person (which the IPA 2016 is sdeitas including any
organisation and any association or combination of persons. Therefore, entity data can be
summarised as data about an individual, any group of individuals or any object. This, therefore,
contrary to the explanatory notesnprovide nformation about individual events.

Events data is defined in s.261(4) and can be summarised as identifying and describing events
taking place on a telecommunication system or other device which consist of one or more
enties engaging in an activity at apecific point, or points, in time and spateThe
explanatory notes to IPA 2016 gives examples of the fact that someone has sent or received an
email, phone call, text or social media message; the location of a person when they made a
mobile phone call othe WiFi hotspot that their phone connected to; or the destination IP
address that an individual has connected to offifitne explanatory notes also details that
entity data is generally less intrusive than events data without explaining’ why.

Given that the relevant definitions discussed above recite Ocommunication® and Odata®
frequently, it is important to highlight their definitions alédCommunication is defined in
S.261(2) as:

a)l anything comprising speech, music, sounds, visual images or datg description,
and

b)! signals serving either for the impartation of anything between persons, between a
person and a thing or between things or for the actuation or control of any apparatus.

Data is defined in s.263(1) which includes data which is ectrenic data and any information
(whether or not electronic). Combining these definitions above will later highlight that the
types of data that can be retained under Part 4 is essentially limitless. However, in order to
make sense of the relevant comnmaions data issue, some insight can be gleamed from the
Home Secretary, who presented evidence to the Joint Committee on the Draft Investigatory
Powers Bill gave a table (see Table A) of examples what is considered to be communications
data and conterit. Although not a definitive legal source, it does give some insight into what

Is considered communications data.

87 Explanatory notes to IPA 2016, (n24), para 723.

8 Section 261(7) of the IPA 2016.

89 Explanatory notes to IPA 261 (n24), para 725.

ibid, para 727.

*Libid, para 726.

2ibid, para 727.

% ibid, para 223.

% For an excellent breakdown of definitions, see Graham Smith, ORelevant Communications Data revisited® (15
March 2016) fttp://www.cyberleagle.com/2016/03/relevammmunicationslatarevisited.htmb accessed 9
April 2017.

% Joint Committee on the Draft Investigatory Powers Bilitten evidencg(n59), Home Officep515-517;
Similar to the types of data found in the Retention of Communications Data under Part d&rransm,




Communications data

| Content

Postal

¥ Name of

product

product

postal product

linked to

customer of a poste

¥  Address of &
customer of a poste

¥ Phone numbe
of a custome of a

¥ Email address

customerOs accol
of a postal product

¥ Any
redirections
in placeon ¢
customerOs
account

¥ Accou
nt details
used to pay
for the
service

¥ The
address on i
letter or
parcel in the
postal
system

¥ Any

replacement
address put on
letter or parcel td

facilitate re
direction
¥y Billing data
for sending mai
(e.q. corporate
account)

¥ The content of &

letter or parcel
NB for a postcard th
content would be th
message on the postce
and picture on the fron
The address andther
information added tq
facilitate delivery of the
package would b
communications data.

Mobile Telephony including SMS, MMS, EMS

v Cell
name
v Cell
locations
v Cell
sector

v 2G/3G/AG
coverage maps

of a customer

mast
mast
mast

¥ Network maps

¥ Name/address

¥ Emall
address
linked to a
customerQOs
account

¥ Devic
e identifiers
linked to a
customerOs
account b
e.g. IMSI,
IMEI, Mac
Address

¥ Accou
nt details
used to pay
for the
service

¥  Dialle
d phone
number

¥ Phone
number of a
customer

¥ Dialling
phone number

¥ Time/date/loc
ation a fone call
was made

¥ Device
identifiers linked to
a communication

¥ Billing data

¥ A handshake
between a phon
and a cell mast s
the network knows
where to route a ca

¥ The audio of &
phone call

¥ The body of a tex
message

¥ An image sent a
an MMS

Internet acces NB b this may additionally include information in relation to inter
applications (below) where held by the internet access provider for business purpos

Crime and Security Act 2001 Voluntary Code of Practib&ps//www.opsi.gov.uk/s#i2003/draft/5b.pdf

accessed 17 April 2017.
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Broadband | Public Wi-fi | Mobile
¥  Routing Instead of the Instead of thg ¥ The wurl of a
information location/addre location/address g webpage in a browsin
¥ Name of ass of the the broadband rout§ session (e.g
customer broadband the following datg www.bbc.co.uk/news/s
¥ Address of g router the may additionally bg tory or news.bbc.co.u
customer following data captured: or
¥  Phone numbel may ¥  Cell mast| friendOsname.falbook.
of a customer additionally name com)
¥  Device be captured: ¥ Cell mast| ¥  The content of thg
identifiers linked to ¥  Wi-fi sector webpages bein
a customerC access poin ¥  Cell mast| viewed, including any
accountbe.g. IMSI, name locations text, images, audio an
IMEI, MAC ¥ Wi ¥  Network maps videos embedded in th
Address access poin ¥ 2G/3G/4G page
¥ Email address address coverage maps ¥ The names an
linked to a ¥ Wi ¥ Device content of any fileg
customerOs accoul access poin  identifiers (e.g| transmitted over a pes
¥ Account device MAC address| to peer connection
details used to pa identifiers IMSI, IMEI) of the| ¥ Private pOSts
for the service e.g. MAC device connecting being transmitted to @
¥ User name address to the mobile] viewed on a webservg
¥ Password ¥ Cover internet B e.qg.| *
¥ Billing data age maps phone, tablett ¥ A like message
¥  RADIUS logs dongle being posted on soci
(1P sessior NB B What ¥  Device media *
startstop) may appear a identifiers (e.0.
¥ Destination IP a single wifi MAC address) ol NB B in practice an

access sessio
to a customel
may actually
constitute
multiple
sessions
using differen
t wi-fi access
points or a
number of
applications
on a device
opening
separate
connections.
A session may
also use
mobile data
for some
periods where
the data in the
next column

address and po
number

¥ The domain
url (this is the par
such as
bbc.co.uk)**

¥ Server Name:
indicator**

¥ Public source
IP address and po
number

¥ Time/date/loc
ation of an interne
communication

¥ Device
identifiers linked to
a communicatio
¥ Volumes
data
uploaded/downloac
ed

of

any other device

using the interne
through that
connection  (somg
devices car
broadcast thei
signal allowing
another device ¢
use their

connection).
¥ A handshake
between a phon
and a cell mast s
the network knows
where to route ¢
mobile data sessiol
¥ NAT/PAT
logs

NB D what may
appear to a customg
to be a single mobil

internet access provider
often
distinguish what traffic i
Is carrying from a sourc
IP to a destination IP.

unable tq
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¥  Location/addr will be internet session ma
ess of access poil relevant be multiple session
such a broadban for the same reasor
router as for public wfi
access.
Internet applications (such as Internet Telephony, Internet erail)
¥  Routing ¥ Accou ¥ Email addresy ¥ The body of an
information nt details of the sender o] emalil
¥ Name of a wusedto pay recipient of an ¥ Thesubjectlineo
customer for the  emall an email
¥  Address of g service ¥y Caller andl ¥ Any attachments
customer ¥  User callee for voip calls| to an email
¥  Phone numbe name (or ¥  Source IPl ¥ The audio/ visua
of a customer other address and po| of an internet call
¥ Email address credentals number ¥ The message
linked to a used to ¥ Message typqg comprising a
customerOs accoul access the (e.g. email, IM) conversation in al
¥ Time/date/loc  service)*** ¥ Time/date/loc | internet chat
ation at ¥ Passw ation of each
logon/logoff/reconn  ord internet
ect ¥ Billin communicatn
g data
Table A

(b)! Passwords and Usernames

The definition applies to username andgwords associated with Broadband (i.e. BT, Virgin,
Talktalk) and what the Home Secretary regards as Internet applications such as Internet
telephony (i.e. Skype, Whatsapp) and Internet email (i.e. Gmail, Hotmail etc). It must be noted
that Internet appl@tions does not appear to be limited to Internet telephony and Internet email,
and this therefore could include web browsing (i.e. Safari, Chrome}{@peer services (i.e.
BitTorrent, Utorrenty® This can also include media (i.e. Youtube, BBC iPlajrggrmation

search (i.e. Google search, Bing search), communities (i.e. Facebook, Twitter), entertainment
(i.e. Playstation Network, -Box Live, Netflix), ebusiness (i.e. Amazon, eBay), finance (i.e.
Barclays online banking) and other applicatidhslany of these applications can overlap, but

the examples serve to highlight the breadth of coverage.

As Kevin Fuet alnote

Passwords are the primary means of authenticating users on the Web today. It is
important that any Web site guard the passwords okiers carefully. This is especially

9 Encyclopaedia Olnternet Applicationa@ps/www.encyclopedia.com/computing/newires-white-papes-
andbooks/internepplications accessed 10 April 2017.

" National Institute of Open Schooling OlInternet Applications and ServicesO
<http://oer.nios.ac.in/wiki/indephp/INTERNET APPLICATION AND_ SERVICESaccessed 10 April
2017.
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important since users, when faced with many Web sites requiring passwords, tend to
reuse passwords across sites.

They continue that O[clompromise of a password completely compromises®alugetts
compromisingnature which puts passwords and usernames at the most intrusive end of
communications data. Some passwords need not be stored for authenfiCaiimnd they

require generation for the purposes of retention via s. 87(9)(b)(@Btbadband provider
provides the router, this will contain network/router username and password, which would be
classed as communications data. ObtairimgputeOsusername and password can lead to
malicious actors pretending to be genuine sites with the aim of stealing usesndme
passwords for other internet applications, such as bank d&taibtaining network username

and password can lead to all traffic being interceptetf. any of the traffic is difficult to
intercept because of the use of a third party application (wses encryption), then the
username and password for these services (which would fall under Internet applications) could
also be used to defeat encryption. Moreover, if the username and password for example,
Google Password Manad&was compromised, thisould reduce the difficulty in gaining
access to other Internet applications. This not only demonstrates an example of efffty data
being more intrusive than events data, but how two types of communications data could
compromise essentially anything damdine. These two types of data alone would make any
argument that content is more intrusive than communications data superfluous because not
even the services provided to the consumer can guarantee '$aftty, alone the
Government?®

(c)! Unique Identifiersand Location Data

%8 Kevin Fu, Emil Sit, Kendra Smith, Nick Feamster, ®Dos and Don'ts of Client Authentication on the Web®
(2001) <http://static.usenix.org/publications/library/proceedings/sec01/full_papers/fu/fu>tdrdéssed 10

April 2017.

“ibid.

1901 eigh Lundin, OPINs and Passwords, Part 20 (11 August 28b3)www.sleuthsayers.org/2013/08/pins
andpasswordsgpart2.htmb accessed 10 April 2017.

%1 Michael Horowitz, ODefending your router, and your identity, with a password change® (19 March 2008)
<https://www.cnet.com/uk/news/defendiggur-routerandyour-identity-with-a-passworechange# accessed

10 April 2017.

192 Mike Chapple, OWireshark tutorial: How to sniéfwork trafficCTechTarge{Newton, Massachusetts,
October 2008) kttp://searchsecurity.techtarget.com/tip/Wireshtatorial How-to-sniff-networktraffic>

accessed 10 April 2017.

103 Amit Agarwal, OAccess your Passwords from Anywhere with Google Password Manager® (1 February 2016)
<https://www.labnol.org/internet/googlgasswodsmanager/29072/accessed 10 April 2017; Abdulaziz
Almehmadi, (n16), 6@1.

1% Home Office, OCommunications Data DRAFT Code of Practice® (November 2017)
<https://lwww.gov.uk/government/uploads/system/uploads/attachment data/file/663675/November 2017 IPA_
Consultation- Draft Communications Data Code of Pract..>mtfcessed 16 Janmy22018, para 2.42.

195 Alfred Ng, Steven Musil, OEquifax data breach may affect nearly half the US populMient®September
2017) <https://www.cnet.com/nes/equifaxdataleakhits-nearlyhalf-of-the-us-population accessed 10

October 2017; Andrea Peterson, OeBay asks 145 million users to change passwords after dataebreach®
Washington PogfWashington, D.C, 21 May 2014https://www.washingtonpost.com/news/he
switch/wp/2014/05/21/ebagsks145million-usersto-changepasswordsafterdatabreach? accessed 10

October 2017.

%6 BBC, OPrevious cases of missing da&© NewgLondon, 25 May 2009)
<http://news.bbc.co.uk/1/hi/luk/7449927.straccessed 10 October 2017.
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There are various identifiers for phones aldffeTable A also regards device identifiers that

are linked to a customerOs Broadband/mobile account as communications data. Moreover, this
includes the identifiers associated with commuioces associated with said
Broadband/mobile service. Finally, communications data also consistslef &¥cess point
identifiers, device identifiers when using mobile internet and any devices identifiers of any
other devices using the internet througtt temnection. The Home SecretaryOs evidence gives
an example of such identifier, the Media Access Control (MAC). These are unique hardware
numbers for computer§® Bluetooth technologies periodically advertise MAC addre¥Ses.
According to Edward Snowden tiNSA has a system that tracks the movements of everyone
in a city by monitoring the MAC addresses of their electronic devi€€ynche agrees this is

very possiblé!! with traffic and retail store monitoring already happeritfglim Banks
argues that Othdeea greater probability of correlation between the owner of the device and
the MAC address than there is of an IP address and an indiVitiliEhi® is possibly because

IP addresses can be dynamic i.e. the IP address changes each time there is a neesnd¢onnec
the internet, as noted in Breyefwhereas MAC addresses are not (unless hidden by the device
owner)*® Mapping the movements is also possible through other devices identifiers such as
the International Mobile Subscriber Identity (IMSI) and the rimiéional Mobile Station
Equipment Identity (IMEI) numbers. These are also classed as communications data. IMSI and
IMEI numbers are unique mobile device identifiers, in which ISMI catéHetan retrofit
location monitoring technologies to determine theatdn of a target within one met¥,
though they have been argued to not be as effective as once tH8ught.

This leads to the necessary discussion regarding location data/infoﬁjr?agigan that this
also falls under communications data. Location ddtammation is regarded Oas any type of
data that places an individual at a particular location at any given point in time, or at a series

197 Christopher Parsons, OPrivacy Fedow Blog: Uniquely You: The identifiers on our phones that are used
to track usO (8 December 201Bitg://blogpriv.gc.ca/index.php/2016/12/08/privatgchknow-blog-uniquely
you-the-identifierson-our-phonesthatare usedto-track-us/ accessed 24 April 2017.

1% Margaret Rouse, OMAC address (Media Access Control addreskfarget
<http://searchnetworking.techtarget.com/definition/MA@dress accessed 10 April 2017; for a more technical
definition see Mathieu Cunche, Ol know your MAC address: targeted tracking of individual uiitdy (2014)
Journal of Computer Virology and Hacking Techniques 10#ps://hal.inria.fr/hald0858324/document
accessed 10 April 2017.

199 Mathieu Cunche, (n108).

19 James Bamford, OThe Most Warlsh in the World@ired (San Francisco, California, 13 June 2014)
<http://www.wired.com/2014/08/edwaishowden? accessed 10 April 2017.

' Mathieu Cunche, (n108).

"ipid.

113 Tim Banks, OMAC an® Addresses: Personal Information?® (24 July 2012)
<http://www.privacyanddatasecuritylaw.com/macdip-addressepersonalinformatior> accessed 10 April
2017.

114 Case G582/14Patrick Breyer v Bundesrepublik Deutschlg2616] ECR 779, [16].

15 Chris Hoffman, OHow (and Why) to Change Your MAC Address on Windows, Linux, and MacO (30 June
2014) shttps://www.howtogeek.com/192173/heamdwhy-to-changeyour-macaddresson-windowslinux-
andmack accessed 11 April 2017.

118 Christopher Parsons, OIMSI Catchers in Canada Resountgs/www.christopher
parsons.com/writings/imsiatchersresourcepage® accessed 11 April 2017.

1 Privacy International, OLocation Monitorindgfips://www.privacyinternational.org/nodef 4ccessed 11
April 2017.

18 Kenneth van Rijsbergen, OThe effectiveness of a homemade IMSI catcher build with YateBTS and a
BladeRFO (2015n¢tp://www.delaat.net/rp/2018016/p86/report.pdf accessed 10 October 2017.

29 Anne S.Y. Cheung, OLocation privacy: The challenges of mobile service devices® (2014) Computer Law and
Security Review 30 41, 43 Oln this article, the terms Olocation da@catidn informationO are used
interchangeablyd
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of locations over time'® This also encompasses Opesitioning other than latitude,
longitude and altitude, which cdme ascertained with varying degrees of precisithidere

is another important term, gdéacation data, which refers to data generated by electronic
devices that can be used to determine the location of the relevant devices and théfusers.O
The WP29 reards that Othe combination of a MAC address of a WiFi access point with its
calculated location® should be treated as persondftiateation data is also regarded as
personal data for the purposes of Article 4(1) of the Regulation (EU) 2016/679 (Gaataral
Protection Regulation (GDPR)).

In Recommendation AAA, the ISC regards approximate location data to be not as sensitive as
communications data plus because the latter includes a more detailed class of information about
a personOs habits, such asgpeeices or lifestyle choices and websites visteHowever, as

Teresa Scas¥d and Anne UtecK® have suggested, location data can be used to create a data
picture of movements of identifiable individudfé Rozemarijn van der Hilst would go further

than theWP29 and GDPR and argue that location could be considered Osensitive personal
data®® or a Ospecial category of personal data because Oit can reveal information about a
personOs habits, (future) whereabouts, religion, and can even reveal sexual preference o
political views.&® This highlights not only that location data can reveal very intimate details,

it can be used to make future predictions based on current data po$¥&Esedgh the WP29

did acknowledge that:

A behavioural pattern may also include gpé categories of data, if it for example
reveals visits to hospitals and religious place, presence at political demonstrations or
presence at other specific locations revealing data about for example $&x life.

Sensitive/special categories of persorathds defined in Article 9(1) of the GDPR as:

devicesO (adopted 16 may 2011iyps//ec.europa.eu/justice/policies/privacy/docs/wpdocs/2011/wp185 en.pdf
accessed 13 April 2017.
124 |ntelligence and Security Committee, (n32).
125 Teresa Scassa, Olnformation Privacy in Public Space: LocatimnI2#a Protection and the Reasonable
Expectation of PrivacyO (2009) Canadian Journal of Law and Technology 9:2 193.
126 Anne Uteck, OUbiquitous Computing and Spatial PrivacyO in lareKeait eds.Lessons from the Identity
Trail: Anonymity, Privacy ath Identity in a Networked Socigi@xford: Oxford University Press, 2009), 85.
27 Anne S.Y. Cheung, (n119), 43; see also Y¥#ésxandre de Montjoye, CZsar A. Hidalgo, Michel Verleysen
and Vincent D. Blondel, Gnique in the Crowd: The privacy bounds of hummaobility® (2013) Scientific
Reports 3:1376 1.
128 Rozemarijn van der Hilst, OCharacteristics and uses of selected detection technologies, including their
potential human rights® (30 November 2011)
1<2gttp://WWW.detecter.bham.ac.uk/pdfs/l? 3 tracking technologies aomessed 13 April 2017, 2, 33, 38.

ibid, 38.
130 paniel Ashbrook and Thad Starner, OUsing GPS to learn significant locations and predict movement across
multiple usersO (2003) Pers. Ubiquitous Comput. 7:5 275; Marta C. Gonza«lez, Ce«sar A. Hidalgo and Albert
La«szlo« Baraba«si, OUnderstanding individual human mobility patterns® (2008) Nature 453 779; Lars
Backstrom, Eric Sun and Cameron Marlow, OFind Me If You B#roving Geographical Prediction with
Social and Spatial Proximity® (2008}tg://cameronmarlow.com/media/backstrgengraphical
prediction 0.pdf accessed 14 Aprd017.
131 ARTICLE 29 Data Protection Working Party, (n123).
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[Plersonal data revealing racial or ethnic origin, political opinions, religious or
philosophical beliefs, or trade union membership, and the processing of genetic data,
biometric data for the purpose of unely identifying a natural person, data concerning
health or data concerning a natural person's sex life or sexual orientation...

The Grand Chamber (GC) of the ECtHRSrand Marpehighlighted that where ethnic origin

can be inferred from data, theiteationis Oall the more sensitive and susceptible of affecting
the right to private life’® Abdulaziz Almehmadiletails a realife example of how Google

Maps could generate a pattern of lifestyle, who one is and how time is spent based on location
data enitted from a mobile phon€? Prior to this, Kai Biermann noted how our own phones
betray us:** giving the example of Malte Spitz of the German Green party who published the
data that was retained under GermanyOs data retention laws. Zeit Online crieéteactine

map which detailed SpitzOs movemétitbased on nearly 36000 data point8 Biermann

continued that this data revealed:

[W]hen Spitz walked down the street, when he took a train, when he was in an airplane.
It shows where he was in the cities visited. It shows when he worked and when he
slept, when he could be reached by phone and when was unavailable. It shows when he
preferred to talk on his phone and when he preferred to send a text message. It shows
which beer gardens he liked to visithis free timeAll in all, it reveals an entire life
(authorOs emphasts).

In 2011, Mark Gassoat al conducted a stud$? of tracking four individuals from three EU
Member states via their GPS enabled mobile phones. Their location data were stored in a
central database for automated and manual processing (akin to data retention) in order to form
profiles. Gassoet alnoted that based on location data, a job profile could likely be drawn for
certain participant$*® Gassoret alwere also able to infer thielationship (a business) between

two of the participants based on travel pattéffi&assoret alwere also able to infer that one
participant was in some way involved with children, based on trips to the park and
kindergartert** Based on routine, Gassehal were also able to infer shopping habits based
trips to petrol station§? On the issue of sensitive personal data, Gassal noted that
although determining a participantOs religion was inconclusive it may be possible to classify a
personOs specifieligion with some degree of certainty, due to the fact that most mainstream
religions have a defined routine, held in identifiable locatf6ha. point that Gassoat alnote

1325 and Marper v UKApp nos. 30562/04 and 30566/04 (ECHR, 4 December 2008), [76].

133 Abdulaziz Aimehmadi, (n16), 381.

134 Kai Biermann, OBetrayed by our own data® (10 March 20tayAvww.zeit.de/digital/datenschutz/2011
03/dataprotectionmalte spitz> accessed 13 April 2017.

135 76it Online, OTekll telephoneOhdtp://www.zeit.de/datenschutz/maliitzdataretentiorr accessed 13
April 2017.

1% Crassh, ONational Mass Communications Data Surveillance and the LawO (9 August 2016)
<http://www.crassh.cam.ac.uk/blog/post/natiemaElsscommunicationslatasurveillanceandthelaw>

accessed 27 November 2017.

137 Kai Biermann, (n134).

138 Mark N. Gasson, Eleni Kosta, Denis Royer, MaMiaints, and Kevin Warwick, ONormality Mining: Privacy
Implications of Behavioral Profiles Drawn from GPS Enabled Mobile PhonesO (2011) IEEE Transactions on
Systems, Man and Cybernetics 41:2 251, 252.
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is that based on just the data examined there was Oreal potential for inonolesions being
reached based on the dafd.This could have significant impact on individu&is.

In 2006, using raw GPS data, Lin Li@b al*® were able to make inferences about daily
activities and movements and even when routine was broken. Geralthirdieand Robin
Sommer were able to find private addresses of celebrities as well as the origins of otherwise
anonymized Craigslist posting from gkeation datd*’ A website called OI know where your

cat lives&® uses location data from EXIF imag&swhich is uploaded on social media to
broadcast where cats live, therefore revealing addresses. Dr Alex Pentland, director of MIT's
Human Dynamics Laboratory noted thgu$t by watching where you spend time, | can say a

lot about the music you like, the canydrive, your financial risk, your risk for diabet@3’

The WP29 highlighted that behavioural patterns Omay also include data derived from the
movement patterns of friends, based on theadted social graph-® van der Hilst noted that

there Qis a padkiity that the use of location tracking devices causes effects that are so harmful
to an individual or to society at larg&n doing nothing, we may Oend up being a society that
distrusts, that we break down the social fabric that we call networkeghgy@nd allow
ourselves to be taken control over by the tegpoiitical elite.&° Thesocietal value of privacy

is highlighted and the potential for its devaluation to change society forever. This is all the
more serious as location data is difficult toaymise™>*

(d)! Third Party Data

During written evidence to the Joint Committee on the draft Investigatory Powers Bill
(JCDIPB) the Home Office noted that there were no proposals being brought forward for the
retention of third party dat&> This section willprove that although there may have been no
proposals (when in fact there wet&third party data retention is still possible. Third party

data is described as Oinformation thatOs collected by an entity that doesnOt have a direct
relationship with consumse®’ or anyon€®® Or more specifically, where Oone

“%ipid, 260.

“*ipid.

8 in Liao, Donald J. Patterson, Dieter Fox and Henry Kautz, OBuilding Personal Maps from GPS Data® (2006)
Ann. New York Acad. Sci 1093:1 249.

147 Gerald Friedland and Robin Sommer, OCybercasing the Joint: On the Privacy Implicatiead afiging®
(2010) <https://www.icsi.berkeley.edu/pubs/networking/cybercasinghotsect0gudessed 14 April 2017.
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149 Exchangeable image file format for digital still cameras: Exif Version 2.31, (2016)
<http://www.cipa.jp/sl/documents/e/D€08 Translation2016 E.pdf> accessed 14 April 2017.

1*0Robert Lee Hotz, OThe Really Smart PhovalDStreet JournafNew York City, 23 April 2011)
<https://www.wsj.com/articles/SB100014240527487045476045762632616798488ddssed 14 April 2017.

1*I ARTICLE 29 Data Protection Working Party, (n123). OThe Osocial graphO is a term indicating the visibility of
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133 Katina Michael & M.G. MichaelOThe social and behavioural implications of locatmsed services® (2011)
Journal of Location Based Services-8:321, 132.

134 Open Rights Group, OCashing in on your mobile? How phone companies are exploiting their customers®
data® (4 March 2016h#ps:/regmedia.co.uk/2016/04/04/cashingirmmnobile.pdd accessed 17 April 2017.

135 Joint Committee on the Draft Investigatory Powers Bilitten evidencg(n59), Home Office, para 2, p491.

136 \\ritten evidence submitted by GreenNet (IPB0063), para 7.

157 Jack Marshall, OWTF is thipdrty data?O Eebruary 2014) kttps://digiday.com/media/whdg-third-party-

datat accessed 8 April 2017.
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<https://www.datacratic.com/blog/firsieconéthird-party-date> accessed 10 October 2017.
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telecommunications operator is able to see the communications data in relation to applications
or services running over their network, but where they do not use or retain that data for any
purposeX® As noed above, s.87(4)(d) of the IPA 2016 allows third party data to be retained

if it is used or retained for a lawful purpose. BT in their written submissions highlight that to
obtain third party data from Facebook, it would have to Oexamine all the datininthe
content.8°In order to do this, BT would have to conduct Deep Packet Inspection (DPI) which
enables the ISP to access information addressed to the recipient of the communicatfon only.
This, as the European Data Protection Supervisor (EDPS)am&inrequires thmterception

of the metadata antbntent(author®s emphast&) Therefore, s.87(4)(d) allows data that has
been intercepted to be retained and in doing so stretches beyond what is argued to be
communications data as DPI can allow thegioal content of the communication to be
reconstructed in full and analys&d.There is no indication in the IPA 2016 that such data
would be treated as content.

Moreover, this can be imposed on telecommunications operators via s.87(9)(b)(i) by requiring
them to process data for the purposes of retention. iiNet (in an Australian context) argued that
data retention would force commercial businesses to become agents of the state in storing and
safeguarding large databases they have no business need tdthiis certainly true for

UK businesses when one considers that data generated can be obliged.

The WP29 also opined that requirements for operators to retain traffic data which they do not
need for their own purposes would constitute a derogation wtitipoecedent to the
finality/purpose principlé®>

Steven Dalby noted that it is Oseriously overstated® that service providers engage in data
retention for their own purposes to track URLS, source and destination IP addressds, e
headers and the liké®€However, BTOs own Broadband privacy policy indicates that they keep
information about how their Broadbaisdused to manage traffic flows (traffic management),
improve services and for marketing purposes (authorOs emphasis). BT notes that this includes
(and therefore is not limited to) IP addresses and other traffic data including websites
individuals have visite®®’ They also state that the law requires them to keep certain (not

139 Explanatory notes to IPA 2016, (n24), para 262.
180 30int Committee on the Draft Investigatdgwers Bill,written evidence(n59), BT, para 10, p209.
181 Opinion of the European Data Protection Supervisor on net neutrality, traffic management and the protection
of privacy and personal datah#p://eurlex.europa.eu/legal
(fgntent/EN/TXT/?uri:celex%3A52012XX0208(O>1aiccessed 17 April 2017, para 32.
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184jiNet, OLimited Submission to the Committebfipg/www.aph.gov.au/DocumentStore.ashx?id=cd64d063
57914336:86060ee36926b8f9&subld=20646kccessed 17 April 2017.
185 Opinion 9/2004 on a draft Framework Decision on the storage of datsgestand retained for the purpose
of providing electronic public communications services or data available in public communications networks
with a view to the prevention, investigation, detection and prosecution of criminal acts, including terrorism.
[Proposal presented by France, Ireland, Sweden and Great Britain (Document of the Council 8958/04 of 28
April 2004)], <http://ec.europa.eu/justdarticle29/documentation/opinion
recommendation/files/2004/wp99 en.pdfccessed 17 April 2017. See also Article 6 of the Data Protection
Directive/Article 5(b) of the GDPR.
186 Richard Chirgwin,OTelcos renew calls to limit metadata retefftfenRegiste(London, 29 July 2014),
<http://www.theregister.co.uk/2014/07/29/telcos renew calls to limit metadata reteaiioessed 17 April
2017.
187 BT Broadtand Privacy Policy kttps://www.productsandservices.bt.com/products/static/privacy
policy/?page=Broadbanrdaccessed 17 April 2017.
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defined) information about service use for 12 months for law enforcemenataodal security
purposes.

There are issues to be taken with the position adopted by BT. Firstly, SophidBStatiiion

noted that website names are applicatewel metadata, and would require DPI to obtain this
information®® and therefore BT woulcbe conducting interception. Secondly, traffic
management is possible without the use of DPI, thus enhancing both privacy and S8curity.
Thirdly, BT does not define what it considers traffic data, so it is impossible to deduce just how
intrusive the policyis, but there is some indication based on keeping information on OhowO
their services are used i.e. as noted, what websites are visited. Fourthly, the EDPS has
maintained that traffic management policies other than for maintaining delivery and security
of service (including limiting congestion) should require con$€lifthly, BT have misstated

the law, the law does not require them to retain data for 12 months, the law permits the
Secretary of State and Judicial Commissioner to oblige them to retaifodafamonths, and

more importantly, this fact should not be made public according to s.95(2) of the IPA 2016
unless the Secretary of State has approved (s.95(4) of the IPA 2016). If retaining data for 12
months without a notice served, this would runtcany to data protection and human rights
standards. Sixthly, the information BT stores may be used for purposes beyond law
enforcement and national security whether the obligation came from s.1 of DRIPA 2014 or
S.61(7) of the IPA 2016. Seventhly, and plolghe most worrying is that s.46 of the IPA 2016
could allow this interception in any event. Section 46(2) allows any business (s.46(4)(a)) to
conduct interception if it constitutes a legitimate practice reasonably required for the purpose,
in connectim with the carrying on of any relevant activities for the purpose of record keeping
Subsection 2(b) indicates that this includes communications relating to business activities. Due
to being vaguely defined, this essentially allows interception for Ossigineposes.O This
would fit with the Home OfficeOs narrative in 2009 where they noted that ODPI is a term used
to describe the technicplocess whereby many communications service providers currently
identify and obtain communications data from theirwgaks for their business purposes
(authorOs emphasi$):GGiven the definitions of communication and data noted in s.261(2)
and s.263(1) what is to stop for example, another Phorm scHfdBi’s involved BT,
TalkTalk and Virgin Media making a deal with Rhoto covertly intercept traffic of their
customers. If Regulations are made for business purpose interception, s.87(4)(d) would not
apply because this would constitute a lawful purpose for retention. Therefore, this could allow
interception of data andsitetention”>unsuspectedly, therefore again, highlighting the severity

of interference and that thiphrty data actually can be retained.
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2017; Sophie Stalt8ourdillon, Evangelia Papadaki@iim Chown, (n4), 441.
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<https://www.iab.org/wgcontent/IAB-uploads/2015/08/MaRNEW 1 paper 18.pdiccessed 17 April 2017.

70 Opinion of the European Data Protection Supervisor, (n161), para 80.
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PaperOrttp://webarchive.nationalarchives.gov.uk/+/http:/www.homeoffice.govagk/thents/conrg009
communicatiordata/con®2009commsdataresponses2835.pdf?view=Binaraccessed 12 October 2017, p15.
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125, p1104.
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(e) Internet Connection Records

Internet Connection Records are defined in s.62(7) of the IPA 2016 as communidatans
which may be used to identify or assist in identifying a telecommunications service when a
communication occurs and the data that is generated or processed by the telecommunications
operator when supplying said service to the sender of the commaonidats essentially a list

of our online activity:’*

Section 62(7) itself does little to highlight this, nor is it further clarified in the explanatory
notes, nor does the technical standards of the Internet definé th&@®Rs do not Onaturally

exist within the technical infrastructure of a telecommunications operatorO and so would have
to make infrastructural changes in ordenerateand retain ICRs (author®s emphdéfsjhe
Government did indicate that ICRs are Orecords of the internet servicegehmdraacessed

by a deviceO for exampéer€cord of the fact that a smartphone had accessed a particular social
media website at a particular tinfé’@he Government further maintained that ICRs do not
provide a full browsing history, nor does it reveakry webpage that a person visited or any
action carried out on that webpadg®.

Claiming that ICR does not reveal every webpage visited (which Graham Smith and Open
Rights Group think otherwisE} does not detract from the fact that they are a truncateu f

of everyone&8web browsing historf* which can be very revealin§*Many have noted that
retaining ICR will reveal sensitive personal information, such as political and religious views,
sexual orientation, health conditions and spending h#Bitsberty and other®* also noted

that equating phone bills with ICRs is a false comparison as they would provide (or at least
that is the intentiorl§°a detailed record of a 12 month log of websites visited, communications
software used, system updates downloadesktop widgets used (e.g. calendars, notes), every
mobile app used (e.g. Whatsapp, Signal, Google Maps), and logs of any other device

174 Big Brother Watch, Olnternet Connection RecordsO (March 2afiy:Awww.bigbrotherwatch.org.uk/wp
content/uploads/2016/03/Interr@bnnectiorRecords.pdf accessed 10 October 2017; Privacy International,
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do onlineQ https://www.privacyinternational.org/node/1¢14ccessed 10 October 2017; Liberty, OLibertyOs
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LordsO (October 2016h#ps://www.libertyhuman
rights.org.uk/sites/default/files/Liberty%20briefing%200n%201CRs%20for%20Report%20Stage%20in%20the
%20House%200f%20Lords.peficcessed 10 October 2017.
175 Written evidence submitted by Gareth Llewellyn on behalf of Brass Horn Communications (IPB0019).
78| iberty, (n174), 8; Joint Committee on the Draft Investigatory Powerswgiltten evidence(n60), BT,
p214.
Y7 Investigatory Powers Bill, Internet Connection Records,
<https://www.gov.uk/government/uploads/system/uploads/attachment data/file/473745/Factsheet
Il%ernet Connection Records.pdiccessed 17 April 2017.

ibid.
179 Joint Committee on the Draft Investigatory Powers, Bilitten evidence(n59), Graham Smith, para 104,
p1230; Open Rights Group, para 67, p1095.
180 paul Bernal, (n60).
181 paul Bernal, (n69), 249.
182\\rritten evidence submitted by The Institute for Human Rights and Business (IHRB) (IPB0035), para 5.3.
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connecting to the internet, such as games consoles, baby monitors, digital cameitasaknd e
readers® Due to the absercof definition of an Qinternet communications servicesO noted in
s.62(4)(b)(i) and (5)(c)(i) of the IPA 2018t is likely that a natural meaning would be used
and thus potentially very expansive. Acquiring what is considered ICR would also require some
form of DPI to intercept all packets to determine what is and what is not communications
datal® Moreover, this would capture third party datawhich again disproves the position of

the Home Office regarding not wanting third party data retenffb@iven hat it has been
noted that ICRs would require generation for retention, it is important to consider data
generation for the purposes of retention.

(! Generated Communications Data

As noted above, ICR would need to be generated in order to be retaindawbiger, does

not limit the possibilities for other data to be retained. As techUK noted, a CSP may be required
to generate data about the location of its users and then store that data purely for the purposes
of law enforcement:® Moreover, s.87(9)(b) eaplace requirements fobtaining(including

by generation) data for the purpose of retention. Smith asked the question as whether this could
mean that a telecommunications operator could obligate a customer or third party to generate
data so it could bebtained and retainéd? such as Sonos (wireless sound system) compelling

its customers to accept their new privacy policy (which collects more data e.g. email addresses
and location data) or risk their sound system ceasing to furlcfidrelecommunications
operators could be obligated to conduct traffic and social network analysis and data’fhining
either to be obtained or generated for retention purposes, increasing the severity of
interferencé? Furthermore, s.87(9)(b) can also impose requirements forrdeessing of

data for retention. This point is highlighted due to the fact that for example, MicrosoftOs
Windows 18%raised significant concerns with the WP29. Their concerns were based on some
of the personal data collected and further processed withid&is 10, and specifically the
default settings or apparent lack of control for a user to prevent collection or further processing
of such datad®’ Despite changes proposed to Windows 10, the WP29 were still concerned about

18| iberty, (n174), p 7.
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Investigatory Powers ActO (22 February 2018fps://www.cyberleagle.com/2018/02/illuminating
investigatorypowersact.htmp accessed 3 June 2018.
19 Thomas Claburn, ORejecting Sonos' private data slurp basically bricks bloke's bobmebReGister
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January 2018.
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the level of protection of usersé&rsonal dat&’® in which the Dutch Data Protection Authority
found a breach of data protection laws in October 2817.

The title for Part 4, which contains the retention powers, refers not to the retention of relevant
communications data, but tertain dcata. This implies that retention is not limited to relevant
communications data. Given that s.87(9)(b) does not refer to relevant communications data but
just Odata,0 it may be possible that telecommunications operators could be obliged to
obtain/generatand retain data as defined in s.263(1) which includes (and therefore not limited
to) data which is not electronic data and any information (whether or not electronic). Therein
lies the danger, because data is so broadly defined, it makes the possbiliieghat can be
retained, endless, such as speech data allegedly being hoovered up by Irf8fatraronly
example given is that of ICRs, but it is clear that s.87(9)(b) would not be limited to them. For
example, it could force zeflogging?®* Virtual Private Network&? (VPNSs) to now log data by

way of generation for the purposes of retention. This would effectively defeat the purpose of
their existence (to prevent web histories from being stored and masking locations). This means
that data can still be monmetrusive than what is considered Ocontent.O This concern might not
be as far away as some might think, Facebook has announced that it seeks to develop
technology that would be able to read a personOs mind in order to comnfiihidaeerisks

of using branwaves to eavesdrop and gain passwitis already here, which is matched by

calls for human rights to protect mental privacy, cognitive liberty, mental integrity and
psychological continuity®® This is an early signpost of how Article 8 and Article 9 (fem

of religion/thought/conscious) interrelate as discussed in Chapter 4 in light of who can be
obligated to retain (Chapter 6). Retention of thought data would truly encompass what Caspar
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passwords/?utm_content=buffer5b8d1&utm medium=social&utm source=twitter.com&utm campaign=buffer
> accessed 5 September 2017; Tom Simonite, OUsing Brainwaves to Guess PadéWdmsDology Review
(Cambridge, Massachusetts, 5 May 201fatps://www.technologyreview.com/s/604293/uslmginwavego-
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Bowden highlighted when he coined the term OCCTV for inside yad&avith respect to
data retention.

(9)! The Big Data Elephant in the Room

Ashlin Lee has argued that communications data retention is only the Otip of the data icebergO
as it is but one example Oof the emerging ecosystem of digital traces, fragmetentiisis

that are created as a part of digitaiediated social interaction®.Q ee refers to Big Data

(which communications data is crucial f6t§which the Oxford English Dictionary defines

as:

Extremely large data sets that may be analysed conumaddyi to reveal patterns,
trends, and associations, especially relating to human behaviour and intefdgtions.

Though Shoshana Zuboff argues Big Data as of yet has no reasonable détthities.
continues that it is tempting to focus solely on commurdoatidata retention, but to do so
would ignore the vast amounts of data being collected and used today aadidhguestions
they raisé"! because Big Data systems seem to be connected imté¢hests of society as a
whole(author®s emphasts).

As ManonOostveen notes, on a basic level, Big Data clashes with privacy and the protection
of personal data because the collection of data in the acquisition phase can reveal intimate
details about a personOs ifeBig Data casts doubt on the distinction betwpersonal and
nonpersonal data, clashes with data minimisation, undermines informed &Hoared
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presents a challenge to purpose limitafibn.lts accuracy has been described as
Ocontentioud’®it has also been argued that European data protection lamsaffecient to

deal with Big Data due its dependency on identifiability of an individual and its focus on the
individual (which Big Data does not concern itself withBig Data is likely to only benefit

key commercial entities such as Google, Facebodnmazon, and not society at lartf&jn

which divisions in society could intensify’ increasing inequali/® and even threatening
democracy?* especially with fake new&? It is also the foundation of surveillance capitalism
(see Chapter 5Y° Despite this, ithas been argued that the ECtHROs approach to Article 8
Ocould prove indispensable in the age of Big BFa& may Olay down stricter and more far
reaching rules and obligations than those following from the GBPR.O

For the purposes of the IPA 2016, Bigata would fall under the umbrella term of
communications data, which could be retained in three ways. The first is to be found in s.87(b)
of the IPA 2016 where retention notices can oblige telecommunications operators tallretain

or any descriptiorof data (therefore, not even limited to Big Data). Thus, for example, Splunk,
which uses Big Daf&’ to profile individuals to make them uniquely identifielecould be
served with a retention notice to retain this data. It also highlights why the definitiatdO
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in 5.263(1) of the IPA 2016 becomes important, because of the nigh unffhitessibilities
of what could be retained.

The second way is via data generation in which s.87(9)(b) could compel a telecommunications
operator tagenerateBig Data for tle purposes of retention. Big Data generation for policing
purposes could be imposed on telecommunication operators because they are often
Ooverwhelmed by the sheer volume of data collected through digital surveillance methods, and
lack the technological gabilities to use it for operational purpos&s.this runs the risk of
retaining data that produces biaS8desults based on raé¥,(as the ECtHR has previously
acknowledged}? gender and socieconomic backgrountd® Due to the vagueness of
s.87(9)(b), therés no detail on how this (or what) is to be achieved, and thus the sefetive
algorithms used*which can be artificially intelligerf®

The third, is under what constitutes entity data. The JCDIPB referred to LINXOs submission on
entity data being excdphally broad as it could include anyone interacting over a
telecommunications operatorOs netw3fK:his would be wider still because of the definition

of telecommunications operator (see Chapter 6) would encompass companies such as Apple,
Facebook, Googl Microsoft, Yahoo! and others and everything they knew about everifone.

The JCDIPB acknowledged that given the sophisticated automated profiling of users
undertaken by such companies, it would not be difficult to see how entity data would be
considerablymore detailed and intrusivéhan subscriber data as envisaged in RIPA 2000
(authorOs emphasidj.The potential detail of entity data based upon the detailed automated
profiles created was of great concern to the JCBf®B.

Continuing with entity data, D&V Lyon highlights social media sucks up data of ordinary
usersO social activities to be quantified and classBigdData goes beyond th{guthorOs

228 The only limitation would seem to be what is technically possible.
2 plexander Babuta, OBig Data and Policing An Assessment of Law Enforcement RedsirExpectations
and PrioritiesO (September 2017)
<https://rusi.org/sites/default/files/201709 rusi big data and policing babuta wwebqudssed 19 Odier
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emphasisf** Many corporations seek to capitalise on Big Btas it Odraws on data streams
from social ad online media as well as personal devices designed to sharé*H&wr.O
example, FacebookOs social graph, Oa global mapping system of users and how they are related
to each other® and the biggest on the pfahes been likened to practices of the Stasin

2011 it was pointed out that Facebook stores @&@@opage®f personal datperuser account

which includesdeletedmessages, eveni®t attendedand every machinaised to log into
Facebook with (author®Os emphadfssimilarly, Judith Duportail deonstrated that Tinder
kept800pages of her online dating behaviour (author®s empHag@spgle is the largest and

most successful Big Data company because it is the most visited website, thus having the
largest data exhauSt It also is largely the reasdhe explosion in attractiveness of Big Data
analytics®* Big Data analytics is not just conducted by Google and Facebook, but many other
large internebased firms and appears to be the default model for most online startups and
applications°

Big Dataanalytics is also prevalent in marketing, finance, insurance, at work, through devices
and platforms, data brokeT¥government and corporate databases, and private and public
surveillance camer&s?

Therefore, the main difference between communicationa ¢&d discussed before this
subsection) and Big Data, is that with the latter, the dalasadyaggregated>®the mosait™*

notion of communications data, and the profiles built from themeaily available Thus,

the sensitive profiles of an individu@k actions and intentioage readily retainable, further
increasing the severity of interference. As Fisher et al put it, Obig data analytics is a workflow
that distills terabytes of lowalue dataEdown to, in some cases, a single bit of tviglue
data.65> As Feiler points out Oeverybody's communicational behaviour would be automatically
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analyzed for certain 'suspicious’ communication pattermgespective of any anterior
suspicion.®°

The bias in Big Data to be retained could be based on what telecocatrans are obligated
to generate for law enforcement (due to ethnic proffifigwhich can intensify ethnic
profiling)?*® or inherent within the operations of the telecommunications opefators.

(h)! Big Data, Group Privacy, the social value of Privacy andctet8 ECHR

Taylor et alnoted that in the era of Big Data Owhere analytics are being developed to operate
at as broad a scale as possible, the individual is often incidental to the analysisO but instead
are directed at the Ogroup |e¥® &5 van der Slobnotes, Article 34 ECHR allowgroupsto

make applications to the ECtH®&.van der Sloot continues that Olarge groups aecaty

as a wholds affected and that group or societal interests are undermined® by Big Data
processes (authorOs empha&$his reference to society allows for an important discussion

on the social value of privacy and Article 8. Solove notes that privacy is a recognition that in
certain circumstances it is in societyOs best interests to curtail the power of its norms, in
protectng the individual for the good of sociéy’.It has been argued that Othat a sociological
analysis is useful in illuminating aspects of human rights law in ways that remain largely
absent in legal scholarshifffegan regarded privagycomnon value becausee all

recognig its importance in our lives, a public value because it is necessary to the proper
functioning of a democratic political system, and a collective value because technology and
market forces make it increasingly difficult for any of us toehpsivacy unless we all have
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privacy at a similar leve®®> Hughes builds on the latter two aspects highlighting that privacy

is good for democracy and in terms of voter autonomy and its attraction of talented people to
public office?®® Privacy fosters automsous individuals, providing them with space to

develop opinions and ideas (such as this thesis), which in turn insasiety as a whol&’
Privacy is also important for ideas unconnected to democratic functions connected to broader
autonomy based actiies such as freedom of speech and building different types of social
relations2°® Malloggi argues that if we fail to protect the sphere of social relationships, we
may also fail to defend a democratic sfafend an attack on privacy is consequently an

attack on autonomy/® Malloggi argues that poSnowden Owe know that the privacy of
citizens has been disregarded® by the US arfé Ebr Malloggi, privacy is the substratum

of everysocial relationship, and if privacy is defended for a group, it means thakeserve

the individualOs autonomy because surveillance at group level is dangerous for the
maintenance of a democratic society and the freedom of expression which condiffvas it.

der Sloot adds that although the ECtHR has not recognised group ggvaisging based

upon algorithms etc that salient features of interest, according to some particular pirpose)
as such, they have accepted that large groups and entire towns can complain under Article
8.2’ Forgetfulness (due to data retentions endurane®tigist an individual good, but a

social good.” They contend that a world where everything one does is recorded and never
forgotten is not a world conductive to the development of democratic cifiZens.

()! An Example of the retention of the any or all dgdion of data: SessioRReplay
Scripts and Password Managers

Section 87(2)(b) of the IPA 2016 can be used to oblige telecommunications operators to retain
all or any description of data. For the purposes of this Chapter, S&s=sptany Scripts will be

used as an example. Sessi@aplay scripts are thirdarty website analytic scripts that record
keystrokes, mouse movements, scrolling behaviour along with the contents of the page
visited?’” Englehardet al note this could include information regarding neadiiconditions,

credit card details, passwordsthout submission of said information liking it to someone
looking over your shoulder (authorOs emphaSiginglehardtet al also demonstrated how
third-party scripts could exploit web browserOs passwordgeenhy extracting usernames

2% priscilla M. Reganl.egislating Privacy, Technology, Social Values and Public P¢litg University of
North Carolina Press 1995).
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*"®ibid, 36.
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and passwords? Websites using such thigharty scripts would fall under retention
obligations as they would be considered telecommunications se}¥tkis would only serve

to highlight another way in retention of communicaialata at the very least puts it on par
with interception of content.

3.5Interference based upon whom has access

As Roberts noted above, interference posed by data retention cannot solely be based upon the
nature of the data but whom has access. The EQikRstressed that the risk of abuse is
intrinsic to any system of secret surveillaiteThe CJEU inDigital Rights Irelandreferred

to the ECtHROs jurisprudence on the risk of unlawful access and use of $&icddtAG
Saugmandsgaard e highlighted thery real risk of abusive or illegal access to retained data
based on the Oextremely high® number of requests by Sweden antfife Bi¢rnal notes,

once data is gathered, the risks of misuse, misappropriation, hacking, loss, corruption, error
and functiorcreep become more apparéfftunder the IPA 2016 many public authorities now
have access to retained data for which sufficient justification has not beefftmatdeh is a
concerr’®® Moreover, outside of the bodies that have lawful access, the vulnerabiéitg.
hacking serves to increase the severity of interference posed.

3.6Conclusions

This section has considered specific types of communications data, and more general
observations to reveal just how intrusive they are. It was highlighted that two tipes o
communications data, username and password, in and of themselves was enough to render
communications data more intrusive than content, because obtaining this would completely
compromise the individual or user. It also highlighted how intrusive othersfasin
communications data can be for example, location data which can lead to revealing sensitive
personal data. Consideration was also given to the fact the retention of ICRs and third party
data would require interception, the very thing that would malegladle the content of
communications. These types of communications data can also reveal sensitive personal data
and habits. Finally, as it was noted that for ICRs to exist, they would have to be generated, but
it was highlighted that ICRs are not thelyotype of data that could be generated as Part 4
leaves the possibility for other unknown types of data (such as mind data) which are not limited

to relevant communications data to be retained. Communications data such &5 DR,

data?®® and all ancany description of data extend well beyond the data types to be retained at

¥ Gunes Acar, Steven Englehardt, and Arvind Narayanan, ONo boundaries for user identities: Web trackers
exploit browser login managersO (27 December 201tif)s<//freedorrto-tinker.com/2017/12/27/ro
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an EU level. Said data could and would also be more intrusive than the content of
communications.

The Interception of Communications Commissioner (I0CC) in a report detailed:

761,702items of communications data were acquired by public authorities during 2015.
An item of data is a request for data on a single identifier or other descriptor, for
example,30 days of incoming and outgoing call data in relation to a mobile
telephone would be counted as one item of dat&®

Given what could be revealed from telephone data mentioned“dbi@emonstrates how
intrusive powers can be masked, when in reality the amount of items of data could be in the
hundreds or thousands. Would 12 morthesall data also only be classed as one item of data?
This one item of data could tell public authorities a great deal about the individual concerned.
A long enough history of phone communications data can be used to determine socioeconomic
status, and¢an Oaccurately reconstruct the distribution of wealth of an entire nation or to infer
the asset distribution of microregions composed of just a few housefidl@si® will only
intensify with what is now considered under the umbrella term of communisataia. This
relates back to the mosaic notion of communications data in which the cumulative total of
different types of communications dafahas to be considered. Such data may be used to
predict gender, age group, marital status, job and number ofepiedple householt? it can

uncover the hidden patterns of our social lives, travels, risk of diseasm our political

views 2%

The UN Office of the High Commissioner for Human Rights (OHCHR) also felt the distinction
between communications data andteowere no longer persuasive becatisan gobeyond
even that conveyed by accessing the content of a private commun(aatimrOs emphas?s).

This intrusiveness intensifies further because communications data is already parsed in a
computefreadabe form that allows it to be combined with billions of other pieces of
communications dafa’ particularly in light of Big Dat&® which provides a OGodOs eye view

<https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment data/file/663668/Nov
ember 2017 IPA Consultation consultation document.pdfaccgssed 5 January 2018-,]:!]0~
89 Report of the Interception ofdmunications Commissioner, OAnnual Report for 20150 (8 September 2016)
<http://ioccauk.info/docs/56850%20HC%20255%201CCO%20Web%200nly.pdtessed 18 April 2017,
para 7.3.
2% Jonathan Mayera, Patrick Mutchlera, and John C. Mitchella, (n57).
291Joshua~BIumenstock, Gabriel Cadamuro and Robert On, OPredicting poverty and wealth from mobile phone
metadataO (2015) Science 350:6264 1073.
292 Matthew White, (n80), 9. )
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of ourselves®® Big Data analysis is possible through retairatigor any descriptiorof data,

the generation and obtaining of communications data and entity data. This includes traffic,
social network analysis, and data mining which together would Oallow for fishing expeditions
and a continuous surveillance of the entire populafita,Gituation Udge Pettiti warned
againsi® many years before. One in ten business in the EU (and 15% of UK businesses)
analyse Big Dafd' and this is likely to increase.

Also, even if one were to follow this arbitrary distinction in intrusiveness, iiNet has
demonstratethat embedded data about communications like Twitter, Facebook, and websites
does in fact reveal content of communications (such as tweets), and lot& @hierefore,

even taking into account the CJEUOs restrictive approach on the essence of rigbaiiscn

to data retention and access to content, making such a distinction becomes more
unconvincing®®® Moreover, inDigital Rights Irelandthe CJEU did not examine profiling or
analytical use of data (which Big Data by itself allows) whdolestouch uporthe essence of

the right to privacy and othet$! It was also demonstrated that access to retained data should
factor into the severity of interference with the rights in question.

In R.E v United Kingdof® the ECtHR acknowledged that it generally only laspstrict

criteria with regards to interception cases, but accepted this would depend on the circumstances
of the case at hand and the level of interference with Articlér8e ECtHR continued that it

has not excluded the principles developed in inter@egurisprudence as the divisive factor
would be the level of interference amatthe technical definition of that interference (authorOs
emphasis}’’ This would be consistent with the ECtHROs Opragmatic, cesemsmapproach

rather than a formalisticrurely legal one®%

Although this case concerned covsurveillance, such a position can be applied to
communications data which is supported by the ECtHERzabowvhere it was maintained that:

Given the technological advances since Klass and Othes case, the potential
interferences witlemail, mobile phone and Internet services as well as those of mass
surveillance attract the Convention protection of private life even more acutely
(authorOs emphasis.
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This demonstrates that even if the UK cdess communications data as less revealing than
content, a human rights approach will consider the impacts of rights, and not constrain itself to
technical definitions. This is even more so as the ECHR is regarded as a Oliving instrumentO in
which it mustbe interpreted in the light of presatdy conditions™® Lestas notes the Oliving
instrumentO has shifted from Ocommonly accepted standards in domestic legislation to signs of
evolution ofattitudesamongst modern societies (authorOs emph#gi€§iv@n thatChapter 4

will highlight that privacy and data protection are valued by individuals and society, this should
also inform the ECtHROs interpretation. Furthermore, the ECHR must not be confined to the
intentions of their authors as expressed many decadés’agjhat is more, the ECtHR noted

with regards to its own case law that a failure to maintain a dynamic and evolutive approach
would risk rendering it a bar to reform or improvem&ntAlastair Mowbray welcomes the
ECtHROs creativity regarding the interpiien and application of the Conventifi Such
creative interpretation should guide the ECtHR to conclude that communications data is just as
if not more intrusive than access to the content. Given that the ECtHR already takes a robust
approach to data prectior’*°the use of new technologies in surveillance and dataB¥sbis,
evolution would be consisterithis would also fall in line with AG Saugmandsgaard "eOs
opinion inTele2 and Watsothat in the individual context, a general data retention obligatio
would facilitate equally serious interferescas interception. To add further weight to this
point, data retention will involve some form of interception depending on what
communications data is sought. The ECtHR applies stricter standards regasdireptin '

and thus the same standards should apply here. As judge Péftiionearticulated that the
ECtHR:

[F]ulfils that function byinvesting Article 8Ewith its full dimensioand bylimiting the
margin of appreciation especialiy those areashere the individual is more and more
vulnerable as a result of modern technol@gythorOs emphasisj.

Chapter 5 will detail further why the same strict standards of interception should apply to data
retention due to both constituting secret surveillambés Chapter has also demonstrated ways

in which communications data can create a more serious interference. In concluseois, the

at least ararguablé'® case that data retention as envisaged in the IPA 2016 adversely effects
the essence of rights thate interfered with has been matdléisman, in the opinion of the
author is correct in concluding that data retentisnthe codification of arbitrariness and
therefore irreconcilable with the essence of the right to private®ferhe CJEU should
reconstler their position on thiand have the opportunitp do so given thereliminary
reference from the IP¥! Given the ECtHROs position Big Brother Watchit should no
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longer be a question of should the ECtHR apply the standards of interception tietetarr,
but theymustas a matter of necessity.

Both the OHCHR and ECtHR spoke of communications data in terms of privacy etc, however,
as noted above, in order to retain certain communications data, DPI will have to be used and
in this regard Fuchs ned that we do not only need privacy and data protection assessments,
butbroader societal impact assessmeaisthorOs emphasisj This reaffirms the notion that
privacy has a societal importance, and furthermore, privacy and even data protection, are not
the only fundamental rights that need to be considered becausei@#rerights impacf

data retention on the ability to create profiles, or to confirm a future suspicion, has rightly been
highlighted as @uman rightsrisk (authorOs emphasi& @he net Chapter discusses the
implications of data retention oather fundamental rights as well as privacy and data
protection. An ECHR perspective becomes all the more important as communications data
retained® by information society servic& and entity dat&° falls outside the scope d&le2

and Watsori*’ This would not be the case under the ECHR.
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Chapter 4: Data Retention, a fundamental rights issue? Article 8 ECHR
and Article 7 EU Charter underpinning democracy in the digital age?

4 1lIntroduction

It must be noted that from the outset, as the previous Chapter indicated, the types of data that
can be retained under Part 4 of the Investigatory Powers Act 2016 (IPA 2016) includes
communications datand content.

This Chapter seeks to highlight that dagtention affects not just privacy or private life, but
other fundamental rights such as freedofmexpression and religion. Thegpproach will
consider rights protected under the European Convention on Human Rights (ECHR) and the
European Unio®$EU) Chater of Fundamental Rights (CFR). Article 8 ECHR and itOs CFR
equivalent, Article 7 will be considered given that the latter has the same meaning arfd scope,
thus reference to Article 8 includes Article 7. Establishing that data retention interferes with
Article 8 ECHR/7 CFR, leads to arguing further that private life encompasses more than just
privacy. An inrdepth analysis of private life case law is considered to highlight the multiple
ways in which data retention threatensTihis will also be the caseorf family life and
correspondence. OHome' will be discussed in Chapter 6, whereas the data protection aspect of
Article 8 will be discussed here also. This is specifically protected by Article 8 CFR.

Exclusively focussing on Article 8, (which is usuallynsidered as the main human right that
bears the brunt of surveillance interferente®uld be a disservice to the issues at hand.
Surveillance has pervasive effects Oon several other human®igats.Bernal notes that
privacy is only one aspect of rseillance because it impacts other fundamental rights.

Bernal notes that surveillance impacts upon freedom of expression, association, and religion.
He also notes that surveillance can impact upon a fair trial, and can also have discriminatory
implicaions? This necessitates an assessment of the types of data retained and its impact upon
Article 9-11, 14 and 6 ECHR. Article 2 Protocol 4 will also be considered given the importance
of location data discussed in Chapter 3. In addition to Chapter 3ndrd#rates further just

how serious of an interference the types of data retained poses to fundamental rights. Each of
these rights are important for a functioning democracy, and Article 8 underpins them all. This
also builds on the idea of the social \v&bf privacy and its importance to democracy through
legal analysis.

The then United Nations High Commissioner for Human Rights (UNHCHR), Ms. Navi Pillay,
commented in an expert seminar that digital communications technologies have become part
of the veryfabric of our everyday livesDue to information technology innovations, there has

! Article 52(3) of the CFR.
2 Antonella Galetta, OThe changing nature of the presumption of innocence in today's surveillance societies:
rewrite human rights or regulate the use of surveillance technologies?OE@@@)an Journal of Law and
;I'echnology 4:2 wttp://ejlt.org/article/view/221/37 accessed 16 May 2017.
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been a dramatic improvement in rahe communications and information sharing, which in
turn foster democratic participation thereby improving human rfgfitere washowever, a

flip side, in that such new technologies are vulnerable to mass surveillance. There are even new
technologies covertly designed (such as the Evident Tool, made by BAH)e purpose of
facilitating said surveillance which in turn threatenimlal rights such as privacy, freedom

of expression, association and thus inhibits the free functioning of a vibrant civil $oEety.
importance of the UNHCHROs comments highlighted, albeit briefly, that what is at stake is not
just the notion of priacy, but other fundamental rights and the functioning of society. Though

it has been argued, and will continue to be argued, that privacy is more than just an individual
right, it is true that data retention is a threat to the free functioning of a vibvérgociety.

This is precisely why the United Nations (UN) and Council of Europe (CoE) have rightly
argued Othat the rights held by people offline must also be protected‘online.®

4 2Article 8: The right to respect for private and family life, home and
correspondence

Article 8 states:

(1)!Everyone has the right to respect for his private and family life, his home and his
correspondence.

(2)!'There shall be no interference by a public authority with the exercise of this right
except such as is in accordance witle taw and is necessary in a democratic
societyE

Private and family life and correspondence will be considered in this Chapter. The threshold
for interference is not an especially high dhand such justificatiori for interferences does

not necessarilydve to be factudf Private and family life, and correspondence is interfered
with by:

[T]he mereexistencef the legislation itself there is involved, for all those to whom the
legislation could be applied, a menace of surveillatite;menace necessigrstrikes

<http://www.ohchr.org/EN/NewsEvents/Pages/DisplayNews.aspx?NewsID=14276&L angl@zcessed 14
February 2017.
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at freedom of communication between usershef postal andelecommunication
servicegauthorOs emphastd).

This supports van der Schyff's view, who has argued for a wider interpretation of a rightOs
scope because a narrow interpretation ld@ssentially leave the applicant with the difficult

task of proving that their right had been interfered WitA wider interpretation would
intensify the onus on the Member State to justify why it had interfered with the applicantOs
right iﬂ-, the first pace, placing the State on guard in consciously having to respect peopleOs
rights:

In Colon v Netherland§ the European Court of Human Rights (ECtHR) noted in relation to
Article 34" where it was noted that in principle, it is not sufficient to claifet@ victim under
Article 34 ECHR by the mere existence of legislation but it does entitle:

[llndividuals to contend that legislation violates their rights by itself, in the absence of
an individual measure of implementation, if they run the risk ofgodirectly affected

by it; that is, if they are required either to modify their conduct or risk being prosecuted,
or if they are members of a class of people who risk being directly affected by the
legislation.

This raises the interesting question of vileetwidespread data retention would have the same
effect because citizens are left with either abstaining from using the internet or other common
electronic communications channels or face the risk of being subject to surveffiainee.
Romanian Constituthal Court accepted this Otake it or leave itO approach to technology use
and data retentiolf.

Ursula Kilkelly notes that Article 8 concepts are dynamic insofar as their meaning is capable
of evolving and also, that they have the potential to embracdeawariety of matters, some

of which are connected with one another and some of which ov&riEipe following
subsections will detail why various aspects of Article 8 are interfered with, starting with private
life.

(a)! Private life
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The ECtHR inMalone v Uiited Kingdom* observed that telephone communications data (i.e.
numbers dialled) were an integral part of telephone communications data, any storage of such
and release to the police without consent amounted to an interference with Articderéarin

v Switzerland the Grand Chamber (GC) of the ECtHR reiterated that storing data relating to
the Oprivate lifeO of an individual falls within Articlé*84ore specific to communications

data, the ECtHR i€opland v United Kingdoffiruled that that the collecticend storage of
personal information relating to the applicantOs telephone (numbers called, the dates and times
of the calls, and their length and cd$thas well as to her-mail (all email activity was
logged§° and Internet usage (websites visited, tthrees and dates of the visits to the websites

and their duration}® without her knowledge, amounted to an interference with her right to
respect for her private life and corresponderi@pecifically on data retention, the GCSn

and Marpermade it cleathat Othenere storingof data relating to the private life of an
individual amounts to an interference within the meaning of Article 8 (authorOs emphasis).®
This is so irrespective of whether there is involvement of computer technology and expertise
to make sense of said ddtaS and Marpeihas clear applications to the detailed information
revealed about individualsO private lives by communicationg®data.

This interference can be explained for several reasons. Storing information that pertains to
Article 8 is not in line with the statesO general negative obligatiores@gothuman rights,

which only requires states tefrain from interfering with the rights of individuals without
sufficient justification (authorOs emphasi§)iBe GC acknowledgesah Oeveryone has the
right to live privately, away from unwanted attentfnéhd data retention would be the
antithesis of this. Moreover, Bernal discusses the harm of surveillance when referring to
historian Quentin Skinn&tnoting that itOs the veexigenceof the system that is also harmful
(authorOs emphasi§)As Solove suggests, surveillance can have problematic effects on
privacy because it can create anxiety, discomfort and alter beh&ViBecause of its
inhibitory effects, surveillance is a tofor social controf® whether for better or worse,
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surveillance is harmful in all settingSlt is Kafkaesque because it also creates powerlessness,
vulnerability, and dehumanisation created by the assembly of dossiers of personal information
where indivduals lack any meaningful form of participation in the collection and use of their
information®® This dehumanisation makes no difference whether surveillance is conducted by
an undercover police officer or a computer algorithm tracking ones every*fithis.accords

with the GCOs position $1and Marpewhere it was noted that the storage of deteever
obtainedhas adirect impacton the private life interest of an individualOs irrespective of
subsequent use of said data (authorOs emplasis) not oy reject$* the UK's Investigatory
Powers Tribunal (IPT) reasonitfghat genuine intrusions of Article 8 only occur when the
data is Oread,0 but also the sentient being argument (which the IPTOs logic stems from) which
notes computer sifting does not ineaprivacy because private data is kept from hurffans.
Bernal notes that this is the logic behind the ECtHROs reasoKiagsthat the mere existence

of laws thatallows data gatheringgroduces the menace of surveillance which interferes with
Article 8, Sand Marperis the logical extension ¢flass(author®s emphastéMoreover, not

only doesdatagathering pose harms and risks, it also creates vulnerabilities for the data
(misuse, misappropriation, hacking, loss, corruption and error) the surveillgstEns
(intentional, accidental misuse by authorities and third parties) and function*tBemal
continues thatlata gathering as a matter olucse regardless of innocencegailt fits more
closely with police states such as East GermanyOs StasiparaniaOs Securitdtdouwe

Korff went further by arguing that todayOs capabilities are what the Stasi only could have
dreamed of’ This is precisely why the ECtHR iKlass highlighted its awareness Oof the
danger such as law poses of undermining onel&stroying democracy on the ground of
defending it.

However, this argument can be pursued further because Othe term Oprivate life© must not be
interpreted restrictively’®As lvana Roagna details, the notion pfite lifeis much wider

than that @ privacy, encompassing a sphere within which every individual can freely develop

and fulfil their personality, both in relation to others and with the outside world (authorOs
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emphasis)®The European Commission of Human Rights (ECommHR) acknowledged as
much from as early as 1976.1t was noted irSzabahat:

Given the technological advances since Klass and Otherscase, the potential
interferences witlemail, mobile phone and Internet services as well as those of mass
surveillance attract the Conveoh protection of private life even more acutely
(authorOs emphasis).

This statement allows for further consideration of various aspects of private life to highlight
the impact of communications data retention has.

(b)! Other ways in which data retentiompacts on private life

ECommHR acknowledged that private life does not end at Othe right to privacy, the right to
live, as far as one wishes, protected from publicityfivate life has also been acknowledged

to be a Obroad term not susceptible to exlausefinition.& Private life encompasses the
physical and psychological integrity of a person.

I.! Psychological Integrity

In S and Marpethe applicants maintained that retention of fingerprints and DNA data would
have psychological implications, esgly for children. From an EU perspective, Advocate
General (AG) Cruz Villal—n ibigital Rights Irelandnoted that the v@gue feeling of
surveillancecreated raises very acutely the question of the data retention period (authorOs
emphasis)®Rozemarijrvan der Hilst noted that according to a German poll on the effects of
the implementation of the Data Retention Directive, 52% said they would not use
telecommunications for contact with drug counsellors, psychotherapists or marriage
counsellors and 11% shkihey had already abstained from using phone, cell phone or email in
certain occasion¥. This is better known as the Ochilling effect® whereby Othe fear of being
watched or eavesdropped upon makes people change their behaviour, even behaviour that is
not illegal or immoral.® Data retention may not meet the thresPolébr affecting
psychological integrity, but Moreham believes interception (which data retention is just as
intrusive agsee Chapter 3would®® Moreover, Valerie Aston by implication notesthdata
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retention has the potential to result in an intrusion into psychological integrity, as well as
limiting personal autonom§/-

ii. ! Personal Autonomy

This chilling effect relates to autonomy, which is an important principle underlying the
interpretatiom of the guarantees provided for by Articlé®&his is crucial given that Othe very
essence of the Convention is respect for human dignity and human frééddm.6CtHR

regards personal autonomy as Oability to conduct one's life in a manner of one's own
choosing.® Personal autonomy is said to encompass a sphere in which Oeveryone can freely
pursue the development and fulfilment of his or her personality and to establish and develop
relationships with other persons and the outside wBtlditls principlehas two aspects,
personal development, and development with others. As Bernal notes:

People use the internet to establish and support personal relationships, to find jobs, to
bank, to shop, to gather the news, to decide where to go on holiday, to goncerts
museums or football matches. Some use it for education and for religious obs&vance
checking the times and dates of festivals or details of dietary rules. There are very few
areas of peopleOs lives that remain untouched by the ififernet.

This nurture autonomous individuals, providing them with space to develop opinions and
ideas, which in turn bettersO society as a whdtailure to protect the sphere of social
relationships, may also lead to a failure in defendindemocratic staf® as privacy is
important for democracy, in terms of voter autonomy and its attraction of talented people to
public office (authorOs emphadis)rhe ECtHR acknowledges the importance of social
relationships in that private life covers the physical@sythological integty of a person, the

right to approach others and establish and develop relationships with other human beings
(private social life)° and it can sometimes embrace aspects of an individual®s physical and
social identity (authorOs empha&isfhis also inclugs ethnic identity in the sense that any
negative stereotyping of a group, when it reaches a certain level, is capable of impacting on the
groupOs sense of identity and the feelings ofweth and seltonfidence of members of the
group. This in turn aabe seen as affecting the private life of members afiitvep,’? raising
discrimination issues (see below).
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Chapter 3 discussed what could be revealed from the umbrella term of communications data,
it is worth just summarising that it can reveal religipsexual preferences, political learfiifg

all in all, it reveals an entire lif¢authorOs emphasi8)This can be based on browsing habits,

to just places visited. The ECtHR firmly asserted that Othere can be no doubt that sexual
orientation and activitgoncern an intimate aspect of private lifé &though falling more

firmly with the data protection aspect of Article, it has been noted that intimate data i.e.
regarding health status, religious attitudes fall within Articlé @onversations with polital
associates also fall within the ambit of private fifespecially since privacy has a political
value’® The ability to develop oneself and form relationships is increasingly done so online,
and data retention interferes with all these activities. i§taa early indicator of the democratic
underpinning Article 8 possess.

In Niemetz v Germanthe ECtHR stressed that private life included professional and business
activities as it was difficult to distinguish when an individual may be conductingdsssi
activities and when not. This is especially when business activities are of a liberal nature such
as lawyers, journalistand civil society organisatiofi5This, therefore, also raises issues (but

not limited to) of legal professional privilege, tipeotection of journalistic sources and
monitoring the very organisations that seek to challenge said surveillance laws.

ii. ! Anonymity

The Special Rapporteur on the promotion and protection of the right to freedom of opinion and
expression, David Kaye notéltat broad mandatory data retention policies limit an individualOs
ability to remain anonymous? Kaye continues that requiring Internet services and
telecommunications providers to retain data results in the state by proxy having everyoneOs
digital footprint.

The right to anonymity is not (as of yet) an explicit principle found within Article 8, but it will

be argued that it is an inherent feature and is consistent with respecting private life. This can
be seen in ifRotaru v Romaniawhere the GQ@ejeced RomaniaOs argument that engaging in
political activities acted as a waiver to anonyftityy agreeing there was an interference with
Article 8% The Budapest Convention and the Council of EuropeOs Declaration on Freedom of
Communication on the Internetgard anonymity (and encryption) as a legitimate principle in
protecting privacy, protection against online surveillance and to enhance freedom of
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expressioff® This link between anonymity and privacy was also observed by Catalina Botero
of the IntefAmerican Commission on Human RigHifswith both the Canadian Supreme
Courf’ and US courts recognising the importance of anonyraitgnymity forms the basis

of Patrick BreyerOs challenge against German data retentiof! lavizelfi AS v Estonighe

GC acknowleded that anonymity is capable of promoting the free flow of ideas and
information in an important manner, including, notably, on the Int&f&twever, it was also
noted how the dissemination can aggravate the effects of unlawful SPegud.GC did
acknavledge that individuals may only be traceable, to a limited extent, through the
information retained by Internet access providéfEhis, however, does not take into account
that data retention obligations do not just fall on squarely on ISPs (as Dawad&img above),

but many other service providers as will be discuSé&hen the GC acknowledged that
anonymity is an important valtieon the Internet, this was done without bearing in mind the
wide extent at which data can be retained, and who can lgatgalito retain. This would only
serve to highlight the greater importance of the value of anonymity.

Chapter 3 noted that under Part 4 of the IPA 2016, Virtual Private Networks (VPNSs) could be
compelled to generate data possibly revealing browsingshadbiis destroying anonymity.
Privacy InternationalOs General Counsel, Caroline Wilson Palow noted concerns about
anonymity regarding Internet Connection Records (ICRBalow noted that if ICRs revealed

that someone visited crimestoppeiksorg b an anogmous tips website designed to solve
crimes, who put in that tip could easily be figured out. Palow concluded that destroying
anonymity could undermine the ability to solve crime. Support for PalowOs claims come from
Jennifer Cole and Alexandra Stickingbavnote that independent research conducted by UK
charity Crimestoppers highlighted that 95% of those that contacted the organisatiometould
have gone directly to the police (authorOs emphas®)is could be for many reasons
including anonymous repdmg being less intimidating than a fameface® feelings of
vulnerability to crime, not necessarily being a law abiding citizen themselves or fear of
reprisals for reporting a crintéOn destroying anonymity, Cole and Alexandra note that digital
traces §uch as phone number, IP Address and geoloc&tiecdrded by technology (such as

8 Budapest Convention on Cybercrime, Article 2, Explanatory Report, para 62; DiedamatFreedom of
Communication on the Internet, Principle 7.
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the ISP or the reporting system its&lfior reporting crimes Onow make it easier than ever to
trace a report back to the person who madé™it@imestoppers specifically wiiholds
communications data from the police when passing on refbis Cole and Alexandra
highlight, communications data are often captured automatically and its separation inside the
reporting system is likely to be extremely important if it is to otfes perception and
reassurance of relative anonymity in the context of witness proté&figulditionally they

note (using an example) that although Crimestoppers reports are inadmissible in court, without
leads for police to follow, convictions may notessible'®

David Kaye also noted that:

Encryption and anonymity, todayOs leading vehicles for online security, provide
individuals with a means to protect their privacy, empowering them to browse, read,
develop and share opinions and information withmierference and enabling
journalists, civil society organizations, members of ethnic or religious groups, those
persecuted because of their sexual orientation or gender identity, activists, scholars,
artists and others to exercise the rights to freedbapinion and expressiofi’

Linking with freedom of expression, Lord Neuberger in the UK noted that in the context of
anonymous speech, an authorOs Article 8 rights reinforces their Article 1&°rityeisberger
continued that in this context, Article 8hts are offundamental importanc¢authorOs
emphasis§®°

Anonymity must yieldon occasiorto other legitimate imperatives, such as the prevention of
disorder or crime or the protection of the rights and freedoms of others (authorOs effiphasis).
However the general nature of retention powers as Breyer notes interferes with andfymity
(by even impeding or eliminating 1tf on a scale that cannot be comparel{tov Finland°

which concerned the anonymity of ardividual. Finland were found to be in violahoof
Article 8 because national law could not compel ISPOs to provide the identity of a person who
placed an advertisement of a minor online. Notably, the ECtHR held tloatasion Article

8 and 10 must yield to other legitimate imperatives such agréwention of disorder/crime
(authorOs emphast$). This was seized upon by the Home Office to justify blanket
indiscriminate data retention as envisaged in the draft Communications Datg Bikyer

also notes (in referenceRwtary that anonymity hasden traditionally linked to the protection
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of personal dat&3 Since truly anonymous data is not personal data and salatt protection

issue. Recital 26 of Regulation (EU) 2016/679, the General Data Protection Regulation
(GDPR) notes that anonymous aas$ not personal data and therefore does not apply to it.
However, in light of Big Data, achieving anonymity is meaningless as it serves Olittle more
than fig leaves to hide the actually easy reidentifiability of the ddt&®identification is
possiblethrough the croseeferencing of anonymous ddta, moreover, anonymity is no
safeguard against the possibility of characterising individualsO behaviour or forecasting future
behaviours® Therefore, the distinction between personal data and anonymous d&ta is
longer clear’

iv.! Data Protection

Another aspect of private life protection derives from personal data regulation. The ECtHR has
been willing to accept a number of the notions essential to the right to data protection under
the scope of the Conventid*® In S and Marpethe GC noted that the protection of personal

data is of fundamental importance to a personOs enjoyment of his or her right to respect for
privateElife. *° The European Data Protection Supervisor (EDPS) noted that the protection of
personhdata ensures a personOs right to respect for private life, freedom of expression and
associatioff° (which links to section 4.5/6). Personal data has been defined as Oany information
relating to an identified or identifiable individuafThe GC continuethat domestic law must

afford appropriate safeguards to prevent any such use of personal data as may be inconsistent
with the guarantees of Article'8 This include&® consistency with Articles 5 (quality of
data)'?*6 (special categories of dat®)and 7 (d& security)*° of the Convention of 198/

The GC also considered the relevance of Committee of Ministers Recommendation No. R (87)
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15 on the use of personal data in the police s&&tBpth the provisions and principles of
Convention of 1981 and RecommendatNo. R (87) 15 are of some importance when
considering safeguard$’ The GC highlighted that need for safeguards is all the greater where
personal data is undergoimagitomatic processin{exasperated by ever greater frequency of
privacy invasive technobies which may affect social life more generafl§)not least when

such data are used for police purposes (authorOs emptiadimeover, national law should
ensure that such data aetevant and not excessive in relation to the purposes for which they
are stored preserved in a form which permits identification of the data subject®flanger

than is required for the purpose for which those data are st¢methorOs emphasidj.
Additionally, the GC maintained that adequate guarantees must be inspldcat retained
personal data were efficiently protected from misuse and alaspecially concerning
protection of special categories of more sensitive data (authorOs enfphakiede sensitive
personal data includes data revealing racial origin, palitbpinions or religious or other
beliefs, health or sexual life. This, therefore, displays the interlink between various aspects of
private life where data protection has a connection with anonymity and the various aspects of
autonomy i.e. social idenyitetc. The GC irS and Marpemoted that O[w]here a particularly
important facet of an individualOs existence or identity is at stake, the margin allowed to the
State will be restricted® As Bart van der Sloot notes, autonomy and informational self
deternination have been accepted as core rationales underlying Article 8 ECHR in cases
regarding the processing of personal d&tahus sharing similarities with German Basic
Law.**® This point becomes important considering Facebook (albeit in Australia and New
Zealand) has been accus&d(but deniesy® of exploiting young userOs data by helping
advertisers target teens who felt Oworthless.O This is important as Aral Balkan argues that new
technologies should be looked at as extensionsicelves>®

EU texts are alb of importance, the ECtHR referred to Article 8 (right to the protection of
personal data) of th€FR** the (replaced) Directive 95/46/EC, Data Protection Directive
(DPD) and GDPR*! This is important given that the ECtHROs expansive recourse to external
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rules of international la¥f® because it can inform the ECtHROs reasdfifrithe GDPR also
interlinks with the ECHR in that Article 88(2) refers to safeguarding the data sulnjecés

dignity, which is the very essence of the ECHR. The European Data Ryot&etpervisor
(EDPS) explains further that better respect for and safeguarding of human dignity could
counterweigh the pervasive surveillance and power asymmetry which now confronts
individuals. The EDPS continued that the ECHR is the starting point egrds to the
inviolability of human dignity, which is fundamental for a collection of rights including privacy
and data protection, hence the introduction of Convention 108 and subsequent data protection
regimes to deal with potential for the erosion oiv@gcy and dignity through large scale
personal data processif.

Data protection (Article 8 CFR) has been argued to eXtehdyond Oprivacy?®it has been
argued that data protection promotes informationatdegirmination which flows from the
individualOs right to personality and redresses detrimental power and information asymmetries
between data subjects and those that process their persorfal dates also been noted that
data protection extends beyond privacy because processing of persomalstdia done fairly

and for a specified purpo$® However, privacy is a much broader concéptit was
previously noted above that private life relates to autonomy, informationaletelimination
amongst others aspects. Moreover, Lilian Edwards noteédhbaEuropean data protection
system had in practice been less than satisfactory whiehsified with the Internet as the
direct marketing medium highlightedismaying gaps in the system. Tijmen Wisman
highlights that in the age of the Internet of TdsrOwhen data leave[s] the exclusive control of
the individual, this data might be protected according to the law, but still there will be a breach
of privacy.&" This lack of control intensifies in light of Big Dat¥ One thing is certain
however, data ptection and privacy do not protect the exact same interésireover, on

the specifics of data retention, data protection is argued to provide insufficient protection
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because it negates the protective effects of most of the eight Data Protectiond2rigatpls
susceptible to function creep (future undefined purpdséshy breach of Article 8 should be
enforced->®> Nor is the ICO a powerful regulaté?f which may raise adequate safeguard issues
with Article 8. Whether data protection or right to respectovate life provides greater
protection is beyond the scope of this thesis, but it is important to remember that th& GC in
and Marpernoted that the protection of personal data iginflamental importancerot only

to private, but family lif&*’ also @uthor®s emphasis). This not only implies that every aspect
of personal data is now within the scope of private life, it leads to a discussion on another aspect
of Article 8, that of family life.

4.3Family life

Similar to the notion of private life, familfe is also a loose concept®Relationships that

have been found to be covered by family life includes biological andbiodogical
relationships>® The Omutual enjoyment by members of a family of each otherOs company
constitutes a fundamental elementarhily life.°° Baroness Hale iGountryside Alliancé*

went further and highlighted that Article 8 reflects two separate fundamental values, one being
the inviolability of personal and psychological space where individuals develop their own sense
of self and relationships with others. Hale continued that this is Ofundamentally what families
are for and why democracies value family life so highlyO as they Onurture individuality and
difference®? something that totalitarian regimes seek to subvert.

The imporance of family life becomes more profound in the digital era where it has been
suggested that social media could strengthen family bonds, reunite improve family
relationships and personal developm@&hRaelene Wilding demonstrated that Othe desire to
communicate across distance was nevertheless common to all the familiesO describing them as
Otransnational familie€tWilding continued that the lack of fate-face contact sometimes
Omade the relationship feel so much more intimately conn&ttéd.@013, Mtrosoft
demonstrated that one in three families use technology to communiithie the home
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(authorOs emphast&jFamily members communicating with each other leads to the necessary
discussion on correspondence.

4. 4Correspondence

Correspondence aims pootect the confidentiality of private communications, which has also
been interpreted as guaranteeing the right to uninterrupted and uncensored communications
with others!®’

As traditional ideas of correspondence evolve, the ECtHROs jurisprudence alsolvéhis

was affirmed inCopland v United Kingdornf® The ECtHR held that the monitoring of
telephone calls which consisted of analysis Oof the college telephone bills showing telephone
numbers called, the dates and times of the calls and their EmgjttostO the Oweb sites
visited, the times and dates of the visits to the web sitesO and the Oanaigaisarfdresses

and dates and times at whichmails were sentO amounted to an interference with private life
andcorrespondencwithin the meaningf Article 81°° The ECtHR acknowledged that Article

8 protects the confidentiality of private communications and the confidentialigyi ohe
exchanges in which individuals may engage for the purposes of communication (authorOs
emphasis}’® Although corrspondence applies to all communications, there are notable
examples of privileged communications that are more important, including correspondence
with lawyers (which may have Article 6 implications, discussed belGw)nedical
professiort,? Members of Pardiment’’and as mentioned above numerous times
correspondence with journalists. Just as Solove notes, who one may contact may be more
important to the individual than what was actually communicHfelsh acknowledging that
correspondence is interfered witheispective of the contents of a communicatiorthe

ECtHR has extended protection to the means or method of communication.

This highlights links between private life and correspondence in terms of the anonymity of
journalistic sources and also the pssi@nal activities of the journalist. The ECtHR noted the
impact upon professional activities:

[T]he right of journalists not to disclose their sources cannot be considered a mere
privilege to be granted or taken away depending on the lawfulness offuinkzss of

their sources, but is part and parcel of the right to information, to be treated with the
utmost cautiort!’
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Protection of journalistic sources is vital for democratic societies as without protection, the
ability to provide accurate and reliatiféormation may be underminéd’ Data retention poses
unique challengé$’to the protection of journalists (and other professions) discussed below.

4 SData retention: A Fundamental Rights Issue

In theBelgian Linguistic Casthe ECtHR noted that the ECHR stibe read as a whole, and

as a consequence, a matter specifically dealt with by one provision may be regulated by other
provisions of the ECtHRE® Benjamin J Goold noted, OJi]t is hard to imagine, for example,
being able to enjoy freedom of expressiongdi@m of association, or freedom of religion
without an accompanying right to privady’OThe same sentiments are true in the
communications data conteXt.

The following sections considers rights other than Article 8, but it is Article 8 which links and
underpins them. This includes Articles 9 (religion, thought and conscience), 10 (expression),
11 (association), 14 (nedliscrimination), 6 (fair trial) and Article 2 of Protocol 4 (free
movement). Similar rights are provided for by the CFR, thus bringing ElLhelement which

was recognised by the European Parliamentaaserstones of democrgcwhereas mass
surveillance was incompatible with (authorOs empH&3is).

The then Interception of Communications Commissioner (IloCC) in the UK criticised public

authaities and designated persons for focusing primarily on Article 8 and not giving due
consideration to Article 1& It is therefore necessary to now consider Article 10 ECHR.

4 .6Freedom of Expression and Article 10

Privacy is not the enemy of freedom of sgeét is its closest ally?®

The then Special Rapporteur on the promotion and protection of the right to freedom of opinion
and expression, Frank La Rue commented on interrelation between privacy and freedom of
expression. He contended that the right tovgey is often understood as assential

requirement for the realisation of the right to freedom of expression and any undue interference
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Regulation of Investigatory Powers Act (RIPA) to identify journalistic sourcesO (4 February 2015)
<http://www.ioccoe
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with privacy can both directly and indirectly limit the free development and exchange of
ideas’®® Although this freedm of expression especially on the internet can pose risks to private
life'®” (such as tarnishing reputatidfthe latter can enhance the former. It is important to
consider whether data retention interferes with freedom of expression.

(a)! Does Data Retentioimterfere with Freedom of Expression?

In Digital Rights Ireland the Court of Justice of the European Union (CJEU) was asked
whether Directive 2006/24, the Data Retention Directive (DRD) was compatible with the right
to freedom of expression laid downAuticle 11 of the Charter and Article 10 ECHR The

CJEU did acknowledge that data retention raises questions relating to freedom of eXpfession
and felt that it was not inconceivable that data retention may have an effect on the exercise of
that right*®! Ultimately, the CJEU felt it was unnecessary to examine data retention in light of
Article 11°?and thus went no further. TFrele2 and Watsgmowever, the CJEU did this time

find that blanket indiscriminate data retention of all data, of all persond,cofinainunications

would be incompatible with Article 11 (including Article 7, 8 and 52(1) of the CERjhe

CJEU noted that:

[T]he retention of traffic and location data could nonethehes® an effect on the use

of means of electronic communicati@nd,consequently, on the exercise by the users
thereof of their freedom of expression, guaranteed in Article 11 of the Charter (authorOs
emphasis}®*

If one considers the approach Kitass the ECtHR noted that theere existencef secret
surveillance laws hreatened thefreedom of communicationbetween users of
telecommunications services, interference is, established. The CJEU did not explain why
Article 11 CFR was interfered with, thus it is important to consider Article 10 ECHR and to
ascertairwhydata etention interferes with freedom of expression in various ways.

(b)! Article 10 ECHR
Article 10(1) provides that:

Everyone has the right to freedom of expression. This right shall include freedom to
hold opinions and to receive and impart information aedsdvithout interference by
public authority and regardless of frontiers.

18 Frank La Rie, OReport of the Special Rapporteur on the promotion and protection of the right to freedom of
opinion and expressionO (17 April 2013)
<http://www.ohchr.org/Documents/HRBodies/HRCouncil/RegularSession/Session23/A.HRC.23.40 >EN.pdf
accessed 3 May 2017, para 24; Paul Bernal, (n4}2854

87 Delfi AS (n89), [133].

18 European Court of Human Rights FactsHe@Protection of Reputation® (October 2017
http://www.echr.coe.int/Documents/FS _Reputation ENG:adfcessed 8 November 2017.

189 Joined Cases-293/12 and €594/12Digital Rights Ireland and Seitlinger and Othd2914] ECR 238,

[18].
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192ipid, [70].
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Given that Article 11 CFR is Article 10 ECHROs equivalent, under Article 52(3), it will be
given the same scope and meaning. The ECtHR has previously held that Article 10 applies t
communications via the Intern€r, irrespective of the type of message convéfednd
irrespective of whether it is commercial in nattifein Delfi, the GC acknowledged previous
case law in agreeing that Ougenerated expressive activity on the Interpeivides an
unprecedented platforrior the exercise of freedom of expressitfi.Kloreover, it has been
stressed that Ofreedom of expression constitrtesof the essential foundations of a
democratic societgndone of the basic conditions for its progressd for each individualOs
selffulfilment (author®s emphasi§*@his relates to privacy, and Article 8 in two respects,
one, in that Article 8 and Article 10 are foundations of democracy, and twdukéiient is
inextricably linked to the notion ofudonomy where one Ocan freely pursue the development
and fulfilment of his personalit®Crucially, the ECtHR has acknowledged thatsterage

of personal data related political opinionengages Article 10 due to the adverse effects (see
discussions onhilling effectsf° caused by storageithoutany concrete proof of actual harm
(authorOs emphasiSjThis, also relates to the data protection aspect of private and family life
because it involves the processing of data pertaining to political opinidragiahs. This,
therefore, as suggested above, meetKthss approach of interfering with theeedom of
communicatiorunder Article 8 must be appligdutatis mutandiso Article 1G° and thus
requires justification.

(c)! Autonomy and Development and Haoient

Chapter 3 noted that privacy is important for ideas that are unconnected to democratic functions
which are connected to broader autonomy based arguments for freedom of speech and
intellectual developmeri?* Freedom of expression (including artistigpression) is important

for the development and manifestation of individualsO identities in s8ciéhe ECtHR have
agreed, noting that freedom of expression is essential for each individualOs (and for’aamily)
self-fulfilment.?’ This relates to otherspects of private life, notably the development and
embracing of physical, social and ethnic identities, interlinking Article 8 and 10.

(d)! Information and Ideas
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197 Autronic AG v Switzerlandpp no. 12726/87 (ECHR, 22 May 1990), [47].

1% pelfi AS (n89), [110].

199 Animal Defenders International v UKpp no. 48876/08 (ECHR, 22 April 2013), [100].
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23 \Weber and Saravia v GermaApp no. 54934/00 (ECHR, 29 Ju@806), [145]. This case was in the context
of journalism, but aSergerstediViberg and Otherbave demonstrated, being a journalist is not a necessary
preresiquite for interference with Article 10.
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Article 10 is applicable not only to information or ideas that are favourably received,
inoffensive or indifferent, but to those that offend, shock and disturb, without such pluralism,
tolerance and broadmindedness there can be no Odemocratic S8ciety.O

It is important to allow space to develop opinions and ideas to benefit sOCiétya
succeshillly developing society all of its members contribute by means of their talents, energy
and intellect’® This all requires theommunicatiorof ideas, and thé&eedomto do so. As
Solove suggests, anonymity or the use of pseudonyms, both of which hasldlleadom of
expression to flourish, protects those who read or listen to unpopulafitieas.

(e) Anonymity, Whistleblowing and Journalism

Anonymity was discussed at length in section 4.2(b)(3). It is worth repeating, however, what
Lord Neubergér-articulatel, in that in the context of anonymous speech, an authorOs Article
8 rightsreinforcestheir Article 10 rights (because it amongst other things, grants anonymity),
in which Article 8 rights become dfindamental importance® Moreover, Frank La Rue in
2013argued that anonymity of communications is one of the most important advances enabled
by the Internet, allowing individuals to express themselves freely without fear of retribution or
condemnatior™* La Rue continued that restrictions on anonymity can lhaskilling effect,

which dissuades the free expression of information and fdedhis can also result in
individualsO de facto exclusion from vital social spheres, undermining their rights to expression
and information, and exacerbating social inequsfti® such as direct and indirect censorship

due to ChinaOs Twitttke OWeiboO which introduced e registratiofr’ Additionally,

it can have an evident chilling effect on victims of all forms of violence and abuse, who may
be reluctant to report féear of double victimisatiof*® This raises private life aspects such as
autonomy, physical and psychological integrity.

As Bernal maintains, strong anonymity is needed for whistlebloi¥®Bavid Wilsorf?
stressed the importance of why whistleblowers reohymity, where he detailed whistle
blowing which lead to his unemployment and affected his employment pro$festeh
issues can both fall within the ambit of Article 8 and“4@s the latter includes Othe freedom
to impart information“®’
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network2017/apr/10/whistleblowewar-child-needanonymitycorruptior> accessed 5 May 2017.

222 Michael Ford, OArticle 8: Right to respect for private and family life (The implications on unfair dismissal)®
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Wilson notedthat his whistleblowing only gained traction once he went to the pfelsss
therefore important to discuss the press, journalism, whistle blowing and data retention in
relation to Article 10. Journalism is regarded as the Ofourth &tée€@gment ofociety

having significant influence on society outside of the political system) in which political
reporting and investigative journalism attract a high level of protection under Artiéf& 10.
Protections, however, are uniquely challenged in the contedatafretentioi’’ A study by

the World Association of Newspapers and News Publishers (M) on behalf of the
United Nations Educational, Scientific and Cultural Organization (UNESCO) highlighted that
legal source protection was jeopardised by mandalaty retention laws because of the risk

of exposing sourced® Another key finding was that without substantial limitations and
protections of data retention, investigative journalism that relies on confidential sources will
be difficult to sustain and repting in many other cases will encounter inhibitions on part of
potential source¥’ Even when journalists encrypt content they may neglect the metadata,
leaving behind digital breadcrumbs when they communicate with their sources, making it easy
to identify sources with insufficient or neexistent safeguardé’ It was also noted that the
chilling effect on confidential sources is further exacerbated given the risk of profiling and
exposure by the combinations of data retention and Big Data arfalyEie UK has dropped

to 40" place in the World Press Freedom Index, citing the IPA 2016 as having Oinsufficient
protection mechanisms for whistleblowers, journalists, and their sources, posing a serious
threat to investigative journalisfi©Given the revealing mare of communications data,
journalists could unwittingly disclose their sources by virtue of the fact that communications
between them and whistleblower is retained. Maintaining the confidentiality of sources is not
a mere privilege dependent upon theflaness of their sources, but is a part to the right to
information, which is to be treated with utmost caufidrThis not only compromises the
professional activities protected under private life, it also interferes with the correspondence of
both journdist and sourceAnother aspect of whistleblowing is the fact that concerns disclosed
by whistleblowers can cross national boundaries, affecting members of the public in more than
one country and requiring a response by regulators and governments inensisfes,
particularly where the worker operates in an industry that is globalised and operates
transnationally’>* This warrants the discussion of the Oregardless of frontiers® aspect of Article
10.

(N! Regardless of Frontiers
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The idea of freedom of expsien Oregardless of frontiersO takes on a new meaning in the
Internet era as it empowers individuals around the world with the potential to seek, receive,
and impart information and ideas in unprecedented Way#/de and Savage note that cross
border whiseblowing also relates to the aviation and food setf@nd others such as surface
transportation, shipping, road haulage, energy production and financial sét{ites ECtHR

in Ekin Associations v Fran€®ruled that restrictions on foreign publicatiorssiin direct
conflict with the notion of Oregardless of frontiersO and ultimately held that Article 10 had been
violated,as it was in th&pycatchecase”® It has already been noted that data retention and
surveillance in general has a chilling effectanious rights protected by the ECHR, this point

is more profound when considering extraterritorial surveillancéduman Rights Watch &
Others v The Secretary of State for the Foreign & Commonwealth Office & EfhibesIPT

ruled that Article 1 (jurisditon) of the ECHR did not apply to the surveillance carried out by
UK intelligence agency GCHQ when the individual concerned was not physically present in
the UK. If Article 1 does not apply, then the corresponding rights set out in the Convention are
not applicable. This position has been heavily criticised especially because the surveillance
actuallydid take place within UK territor§*! What this would mean in practice is that when
communicating from abroad, whether surveillance is conducted in theremwit the UK,
Convention rights do not apply. There is a risk that intelligence agencies may exploit this gap
to circumvent Convention protections through the use of intelligence sharing arrang&ments
and therefore uncontrolled data retention could emstreimpunity. More worrisome is that

if a person present in the UK uses a VPN and sets their location abroad, would the ECHR again
be said to be not applicable? If the answer is yes, then the UK would be in violation for the
simple fact that Article 1 wdd apply because said perssrin the UK. This is why, whatever

the location, when conducting surveillance, the ECHR should be adhered to. Failing to do so
would compromise the essence of free flow of information, regardless of frontiers. Not only
does tls affect private life in aspects of personal development, professional activities and
autonomy in general when communicating with persons abroad. It can have an impact of family
life in, for example, communications between family members in differentre@sinThis in

turn relates to an interference with the correspondence aspect of Article 8, the greater
propensity for a chilling effect to materialise, and thus, again, highlights the interrelation
between Articles 8 and 10. The inhibitory effects offtee flow of information affects oneOs
ability to receive and impart information.
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(9)! Receive and impart information

Although not a strict form of censorship in the traditional sense used about permissions in print
media, and also not a reihe delay tcelectronic communications, data retention may still be
seen to be something that engages the strand of Article 10 ECHR encompassing the qualified
right to receive and impart informatiéft Alex Matthews and Catherine Tucker demonstrated

that postSnowden evelations negatively affected (chilling effect) Google search terms
deemed both personalfensitive and governmesensitive®** Search data, on generic,
sensitive (potentially embarrassing) and on Homeland SecurityOs list was collected for the US
and itstop 40 international partnef$’ It showed that search terms deemed troubling from a
personal and private perspective dropped?#i.also provides the first substantial empirical
documentation of a chilling effect, both domestically and internationally,apbpears to be
related to increased awareness of government surveiffahtareover, the chilling effect

found to be more prominent in countries that are consideredalliss due to initial
unawareness of US activitié® Finally, it was noted there wasdacrease in health related
search terms, which was argued may have an impact economic welfare of &ffiféns.is

just one example, but if individuals are deterred from making health related searches, this may
affect their physical and social identityhus hindering their autonomous development
protected under private life. Jon Penney also found similar chilling effects and noted these
findings have implications for the health of democratic deliberation among citizens and the
health of society>°

As David Kaye noted, surveillance (including data collection and retention) can create a
chilling effect on the freedom of expression of ordinary citizens who maygesesior for fear

of being constantly tracked. This included a wide range of vulnerable gsaapsas racial,
religious, ethnic, gender and sexual minorities, members of certain political parties, civil
society, human rights defenders, professionals such as journalists, lawyers and trade unionists,
victims of violence and abuse, and childréh.

Frank La Rue highlighted the interlink between privacy and freedom of expression further
noting that states cannot ensure the freedom to receive and impart information without
respecting, protecting and promoting privacy. La Rue continue®paivacy andfreedom
expression are interlinked and mutually dependent warengfringement upon one can be both

the cause and consequence of an infringement upon the other. Without adequately securing
privacy, security and anonymity of communications, journalists)amurights defenders and
whistleblowers, for example, cannot be assured that their communications will not be subject
to StatesO scrutiny.
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Another aspect of the freedom to receive and impart information derives from BreyerQOs
analysi$>that if the state des not fully compensate telecommunication operators, then prices
for their services may significantly increase, or formerly Gffesfbvices may cease to be
offered. Bernal and others have noted that Internet Connection Records (ICRs) are expensive
and theburden of costs may also (as well as government) fall on ordinary Internet*dsers.
LINX argued that costs are unlikely to be recoverabien ifthe government reimburses ISPs

for the full capital costs and ongoing direct operational expensggction 29 of the IPA

2016 deals with telecommunications operator reimbursement. Subsection(7) specifically deals
with the costs of retention notices, but there is no guarantee of full remuneration because
discretion is given to the Secretary of State to consithet & appropriat€’ so long as it is

not £0%°® As Breyer notes this could have the consequence of decreasing the amount of
information people can afford to circulate, which ultimately interferes with freedom of
expressiorf>° Being unable to (rdcirculate hformation may again have an indirect effect on

the development of individuals protected under Article 8 and opinions under Article 10.

(h)! Facts and opinion

Article 10 covers both facts and opinidfi$The GC in noted that there is very little scope for
restrictions on political speecdi' Chapter 3 detailed how data retention interferes with political
views, which is special/sensitive data, and therefore relates to data protection aspects of Article
8.

Moreover, iiNet has demonstrated that embedded datat @boamunications like Twitter,
Facebook, and websites does in fact reveal substantial amount of the content of
communications (such as tweet®).Therefore, data retention would not just retain the
communications data associated with tweets, but the aateetds itself, making it far easier to
identify individuals, thus interfering with anonymity, private life and the ability to express
oneself.

This section has demonstrated the interrelation between Article 8 and Article 10 ECHR, and in
many cases whetbe former underpins the latter. Pluralism, is established in the jurisprudence
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of the ECtHR, especially when it comes to freedom of expression and réfigién.
interrelationship between Article 10 and 9 is argued to &Xigthe Steering Committee of the
CoE on Media and Information Society (Steering Committee) noted that the Internet allows
the expression of political convictions, as wellraBgious and norreligious viewswhich
concerns the right to freedom of thought, conscience and religion agedshrArticle 9 of

the ECHRZ®®

4. "Freedom of Religion, Thought, Conscience and Article 9 ECHR

Article 9(1) ECHR notes:

Everyone has the right to freedom of thought, conscience and religion; this right
includes freedom to change his religion or belief &ee@dom, either alone or in
community with others and in public or private, to manifest his religion or belief, in
worship, teaching, practice and observance.

The CoEOs Parliamentary Assembly agreed that surveillance (including data ré¥ention)
endangerfreedom of religiorf®’ 1tOs CFR equivalent is Article 10.

(a)! General Principles

Freedom of religion is regarded as one of the foundations of a democratic society within the
meaning of the Convention. Itis, in its religious dimension, one of the mostiakstements

of the identity of believers and their conception of life, but it is also a precious asset for atheists,
agnostics, skeptics and the unconcefffaahd humanist&>® That freedom entails, inter alia,
freedom to hold or not to a religion and thafpractice or not to practice’®’ The aspect of
Oidentity of believersO relates to the social identity aspect of private life as discussed above.

(b)! Freedom to Manifest a Belief

The freedom to manifest one®s religion can be done in public or ire ptvBhis closely
relates with the private life aspect of Article 8 which can be considered in conjufiéfiore
freedom to manifest oneOs religion also encompasses the ability to convince oneOs neighbour
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i.e. through teachin®® Although there is a differéiation the ECtHR irCampbell and Cosans

v the United KingdoAi* differentiated between opinions/ideas and beli&it still relates to

the freedom to impaihformationaspect of Article 10 and can be considered in conjunction
with Article 9 if it is necesary'® or relates to religioA’’ This would ultimately also relate to
the freedom taeceiveinformation under Article 10 and respecting correspondence under
Article 8, and therefore, ultimately freedom of communication.

(c)! Freedom to Hold a Belief

The rightto hold a belief is unconditional and absolt(fThis relates to the personal autonomy
aspect of private life in that Oautonomy is salient in the reasoning of the Court and most notably
under Article 9.8

(d)! Article 9 and its relationship with Data Reteorti
In Sinan Isik v Turkethe ECtHR noted that:

[T]he right to manifest oneOs religion or beliefs also magative aspect, namely an
individualOs right not to be obliged to disclose his or her religion or beliefs and not to
be obliged to act in suchway that it is possible to conclude that he or she hblois

does not holdb such beliefs.Consequently State authorities are not entitled to
intervene in the sphere of an individualOs freedom of conscience and to seek to discover
his or her religious bliefs or oblige him or her to disclose such belféts

It has already been noted Chapter 3 how communications data can reveal philosophical or
religious belief€®! Data retention forces the disclosure of religion or belief via State
intervention through tention notices which for example, captures web history. Therefore, the
mere existence of data retention laws likely interferes with Article 9 because it makes it
possible to conclude whether one holds a religion or belief. This also establishes amother li
with Article 8 as the mere storage of personal data interferes with private and fanffl§ life.
This interferes with the data protection aspect of Article 8 more profoundly because religion is
classed as sensitive/special data and thus the rules ongangcescome stricter. Due to the

state OinterveningO by retaining this data, another aspect of private life arises, that is of personal
development which can be inhibited by the reluctance to seek out information due to the
chilling effect discussed throhgut this Chapter. This therefore again becomes an Article 8
andArticle 10 issue. Another aspect of the interrelation between Article 9 and Article 8 is the
correspondence aspect, although concerning interception (which is actually possible through
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Part 4,%*3data retention also threatens the privileged communications of religious miffisters,
thus striking at the freedom of communication, which in turn can have an effect on their
professional activities, also protected under private life. It has alsol@en that surveillance

can have a chilling effect on those practising a particular religion. It was statistically confirmed
that Othat Muslimmericans not only believe the government monitors their routine activities,
but that such concerns have transldteo actual changes in daily behavitt O

In regards to conscience, Bernal notes that Apple, Google and MicrosoftOs Odigital assistants,O
Siri, Now and Cortana all aim to predict what one knows, to the extent that Google and
Facebook can know people tegtthan they know themselv&8.0ne reason is due to self
deceptiorf®” the other is the frailty of human memory, something that Google is not prone to
because it remembers perfecfyrever(authorOs emphasi®jThis may raise issues (already
touched uponythe CIEUF® of the right to be forgotten and data portability where Othe right

for the data subject to object to the further processing of his/her personal data, and an obligation
for the data controller to delete information as soon as it is no longeedéor processing®

The right to be forgotten, or as Bernal phrases it, a right to élésecurrently being
considered by the ECtHR M.L. v. Germany and W.W. v. Germamgder Article &°

Moving on from predictability, Facebook has announced thsdaks to develop technology
that would be abléo read a personOs miimdorder to communicate® Neuroscientist Mark
Chevillet hinted that FacebookOs goal would requireimasive sensors to detect brain
signals associated with word thinking, algorithtodigure out the intended word, Artificial
Intelligence (Al) to aid the algorithm and technology called Odiffuse optimal tomographyO
which would shine infraed light onto brain tissue to deduce patterns of neurons based on light
scattered® Such neuraichnologies have applications in device control, -ties
neuromonitoring, neurosensbased vehicle operator systems, cognitive training tools,
electrical and magnetic brain stimulation, wearables for mental wellbeing, virtual reality
systems and for ewaay activities including gaming, entertainment, and snyttoneOs
remote controf® Apple and Samsung are incorporating neurogadgets into their major
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products?*® It was predicted that neurodevices would gradually replace the keyboard, mouse,
touchscreenral voice command as the preferred way to interact with comgaféarsis will

lead to an increase the availability of brain information to third parties, exposing them Oto the
same degree of intrusiveness and vulnerability to which is exposed any oti@énfloitmation
circulating in the digital ecosysterf?0

The mind is a Okind of last refuge of personal freedom ardesetmination® The risks of

using brainwaves to eavesdrop and gain pass#disialready here, which is matched by calls

for human rignts to protect mental privacy, cognitive liberty, mental integrity and
psychological continuity®* Cognitive liberty is synonymous with freedom of thodghyet

more precisely evokes the idea Oindividuals should have the right to autonomous self
determinatio over their own brain chemistr§?8t is necessary for all other libertig¥.For
Bublitz, an aspect of cognitive liberty entails the protection of individuals of coercive or
unconsented use of neurotechnolod®3his may have implications for Article ®data from
neurotechnologies are to be retained because this would fall under Ounconsented use.O
Moreover, unlike Articles 8, 10 and 11, the restrictions of Article 9 apply only to the
manifestationof religion and beliefs, not the thoughts themsef¥gs they are absolute
(authorOs emphasi&if neurotechnologies can be used to discern the contents of thoughts
against oneOs will (n@onsent®®0it would have a chilling effect not only on expression but
also on the source of expression, and thus it wonjghct the freedom people have even to
entertain those thought®trhe very notion of freedom of thought could very well be put
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under threat as retention of thought data could be seen as taking Ocoercive steps to make him
change his beliefs'®

Several qustions arise, under what conditions could brain information be collected, what
components shall be disclosed and made accessible to others, who should access this and what
should be the limits to consent in the aré&r? was noted that neurotechnologiesates risk

of unparalleled intrusion into the private sphere causing physical or psychological harm or
unduly influencing one®s behavidtfrFor lenca and Andorno, the mere collection of brain

data can violate mental privaty Brain signals also allow theacing or distinguishing of

oneOs identif{} This establishes a link between Article 9 and 8 in that this would touch upon
aspects of the latter with regards to physical, psychological and moral integrity, identity,
autonomy, informational setfeterminatn and data protection. However, lenca and Andorno
argue that privacy and data protection are insufficient to deal with emerging neurotechnological
scenarios, hence the need for the formal recognition of mental privaay. example, Article

8 is a relatie, rather than an absolute right, as some argue probing the mind against oneOs will
should be prohibited in all circumstanéé&This raises no issues, if this falls within the ambit

of freedom of thought in Article 9, but with Article 8, it may well betifisble. Falling under

the later, it would be argued that the StateOs margin of appreciation should be even narrower
than retention of other forms of communications data as this would be of the utmost sensitivity.
An alternative would be for the CoE toagd an Additional Protocol dealing specifically with
mental privacy. However, for these purposes, it is argued that Article 9 would be the best
protection currently available due to its absolute nature of freedom of thought and conscience.

Given that smamphones, devices and apps are covered by the IPA%0&8ention of thought

data would truly encompass what Caspar Bowden highlighted when he coined the term OCCTV
(or Big Brother}*®for inside your head®Thus, ultimately interfering with oneOs consméen

The GC has noted where Othe organisation of the religious community is at issue, Article 9 of
the Convention must be interpreted in the light of Article®¥4 Ebr this reason, it is necessary

to now consider data retention and its implications orckertil.

4 8lArticle 11 ECHR

Article 11(1) maintains that:

Everyone has the right to freedom of peaceful assembly and to freedom of association
with others, including the right to form and to join trade unions for the protection of his
interests.
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Article 12CFR is Article 110s equivalent.
(a)!'The Importance of Freedom of Association

Zvonimir Mataga argues that freedom of association enables individuals to protect their rights
and interests in alliance with othéf$Mataga continues that such possibility igte utmost
importance since, from a sociological aspect, association means creation or accession to an
organisatiowhich is due to its characteristics able to achieve goals which an individual alone
would not be able to achieve at all, or at leastettectively. This also relates to the very
important aspect of private life in that it protects individualOs right to develop and form
relationships with the outside world. Manfred Nowak highlighted the dualist nature of freedom
of association as grantirgyvil and political rights. Regarding the civil rights aspect, freedom

of association protects against arbitrary interference by the State or private parties when, for
whatever reason and for whatever purpose, an individual wishes to associate witbrdthsrs
already done so. From the political rights perspective, it is indispensable for the existence and
functioning of democracy, because political interests can be effectively championed only in
community with others (as a political party, professiontdrest group, organization or other
association for pursuing particular public intere¥t§Yhe civic and political freedoms aspect

was also noted by the GC Fdanoka v Latvid*® Moreover, the GC has also Oon numerous
occasions affirmed the direct relatghip between democracy, pluralism and the freedom of
association®f

(b)!'The Importance of Freedom of Assembly

The GC too has stressed the importance of freedom of assembly where they noted that Othe
right to freedom of assembly is a fundamental right iematratic society and, like the right

to freedom of expression, is one of the foundations of such a scéfddofover it was noted

that measures to supress freedom of assembly other than in cases of incitement to violence or
rejection of democratic prif@es B however shocking and unacceptable words used and
however illegitimate demands made may be, may endanger dem&¢racy.

(c)! Differentiating Assembly from Association and their respective application

In order to highlight the significance of freedom sé@ambly and association in respect of data
retention, it is first necessary to distinguish between both concepts. The idea of freedom of
association encompasses the right to form or be affiliated with a group or organisation pursuing
particular aim$?’ Article 11 affords protecton to any group considered an
associatiorf?®According to Mataga, associations within the meaning of Article 11 has an
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autonomous meaning independent of state classificafiom@r the ECtHR, Oassociation®
presupposes Oa voluntary giog for a common goaf® Although trade unions are
specifically mentioned in Article 11, the ECtHR interprets the term OassociationO very broadly
to include a number of form of associations. This includes the right to join and form
associations, (espedpl political parties, religious orgarasons, employer associations,
companies and various other forms of associdftbimcluding environmental associatiofis.
Moreover, Article 11 protects informal associations provided that they fulfil the minimum
degre of organisation and size and comparies.

What distinguishes association from assembly is the:

(@)! higher degree of institutional organisation (does not require legal status, requires
more than mere social gathering, and some degree of continuity);

@i)!  voluntary character; and

(iii)!  the pursuit of a common goal (for mutual or public ben&tt).

The GC regards that assembly should not be interpreted restrictively, as the right covers both
private meetings and meetings in public places, whether static or in theffarprocession;

in addition, it can be exercised by individual participants and by the persons organising the
gathering®®

(d)!Association and Assembly in the Digital Age

In their paper, Douglas Rutzen and Jacob Zenn argue that freedom of associsgsearidy
applies to online communities i.e. Facebook groups, social netd8rkéthough using
slightly different criterid®’ for determining what constitutes association, it will be argued this

is still applicable to the ECtHROs interpretation. Rutzen amul e the examples @ April

6 MovementO that originated in Egypt; the OOne Million Voices Against FARCO that originated
in Colombia; and OMir Hussein MousaviOsO Facebook page that originated*h Iran.0

Movement Description

April 6 Movement Facebook gwup, reported on strike:
alerted online networks about poli
activity, organised protests against illeg
government activity, obtained ow
100,000 members by 11 March 2011, ¢
promoted Omillions march.O
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One Million Voices Against FARC Facebook grouased on concern abo
FARCOs actions, acquired 100,(
members within a week, highly organis
b setting up officer roles on issues
legal reform to public relations
coordinated community  organise
spanning nearly 50 countries to ra
funds for adertising campaign and t
plan protest that reached betwe
500,000 and 2 million.

Mir Hussein MousaviOs Facebook page, providing a framewc
for citizen journalism, sought to rais
awareness of events happening in Irai
gain inside and outside suppdit.

Rutzen and Zenn detailed that each group had what the ECtHR would consider a common goal.
As they were Facebook groups, membership was voluntary (though individuals can be added
to Facebook groups by others, they can also remove themselves). Findliyzexs and Zenn

note, the original creatorsprOvided leadership and institutional structure to their
organisations’® These would qualify as Oassociations® not only under internatidfailaw

also under the Article 11 ECHR.

Regarding assembly, Rutzamd Zenn noted this is also covered online referring to online
government petitions as an exampfeAs noted above, the ECtHR has noted that assembly
includes public and private meetingghether staticor in the form of demonstrations.
Therefore, physicgbroximity is not necessary as private static meetings could include Skype
meetings’*® Whatsapp Group Chat? and public static meetings could include livestreaming
conferences via Youtub’&>

To further add to this, it serves as a reminder that the UN aBch@ee already maintained

that rights available offline should be readily available online also. The Steering Committee in
their guide (as recommended by the Committee of Ministers (&8k6) human rights for
Internet users when referring to Article 11 mbtihat users have Othe right to peacefully
assemble and associate with others using the Intéfhat@y continued that this included
Oforming, joining, mobilising and participating in societal groups and assemblies as well as in
trade unionsusing Internébased tools(authorOs emphasid¥rhis includes signing of
petitions (as Rutzen and Zenn mention above) to participate in a campaign or other forms of

<https://blogs.office.com/2016/07/05/introducifrge-skypemeetings$ accessed 10 May 2017.
344Whatsapp, OHow do | use Group Chatpss/www.whatsapp.com/fag/en/iphone/237825a¢cessed 10
May 2017.
345 Pexip, OStreaming a conferencerokouTubeOhttps://docs.pexip.com/admin/streaming youtubezhtm
accessed 10 May 2017.
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civic action®*® Crucially, the Steering Committee noted that Ouser should hadvesitiem to
choose th toolsfor the exercise of the rights suchvesbsites, applications or other services
(authorOs emphasid)’@his would, therefore, put in a whole ranges of services beyond those
(Skype, Whatsapp and Youtube) mentioned above. Formal recognition ofgsoaas, in line

with Article 11 is not required, moreover, online protests are permissible subject to
limitations** This overwhelmingly demonstrates how online association and assembly are
protected under Article 11. What binds the online aspect of freedb assembly and
association, is the freedom of communication with others. Albeit briefly discussed above,

Mataga noted that Article 11 has relationships with other Convention Rights.
(e)Interrelation between Article 11 and1®

The relationship betweenr#icle 10 and 11 has been highlighted by the GQUmted
Communist Party of Turkey and others v Turtke:

[N]otwithstanding its autonomous role and particular sphere of application, Article 11
must also be considered in the light of Article 10. Thagmtion of opinions and the
freedom to express them is one of the objectives of the freedoms of assembly and
association as enshrined in Article 11E That applies all the more in relation to political

parties®>?

Regarding the relationship with Article $he ECtHR has ruled Article 11 needs to be
interpreted in light of Article 9 as it includes the freedom, either alone or in community with
others and in public or private, to manifest oneOs religion or belief, in worship, teaching,
practice and observant¥.Furthermore, inYoung, James and Webster v United Kingtioen

ECtHR ruled that O[t]he protection of personal opinion afforded by Articles 9 and 10Ein the
shape of freedom of thought, conscience and religion and of freedom of expression is also one
of thepurposes of freedom of association as guaranteed by Article 11 (art°®rti€les 9

11 Oare designed to protect the freedom to share and express opinions, and to try to persuade
others to one's point of viewghich are essential political freedoms inyademocracyy°

The GC recognises that freedom of association is particularly important for persons belonging
to minorities, including national and ethnic minorities, and that, as laid down in the preamble
to the Council bEurope Framework Convention:

[A] pluralist and genuinely democratic society should not only respect the ethnic,
cultural, linguistic and religious identity of each person belonging to a national
minority, but also create appropriate conditions enabling them to express, preserve and
develop this identity>®’
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Moreover, it was noted that Oforming an association in order to express and promote its identity
may be instrumental in helping a minority to preserve and uphold its righthid establishes

a link between association and ethidientity (mentioned above) in which a lack of respect is
capable of impacting on the groupOs sense of identity and the feelingsaafrgelind self
confidence of members of the group. This can be seen as affecting the private life of members
of thegroup.®*®

Both Golubovié®®and Matag¥*have noted the relationship between Article 11 and the aspect

of OhomeO in Article 8 when referrindNtemetz v Germamdue to it including business
premises?? Due to Article 8 being applicable to natural and legal pex¥SiMataga argues

that Oit would follow that business premises of an association also fall to be protected under
Article 8 of the Conventior”®

Regarding assembly, Valerie Aston notes that there is a Osignificant overlap between
interference in privacyights and those relating to the restriction of assemBlyrC5¢ rensen

and Rasmussen v Denmaiiie GC noted that personal autonomy Omust therefore be seen as an
essential corollary of the individual's freedom of choice implicit in Article 11 and confomati

of the importance of the negative aspect of that provis§f8rAQtonomy norexhaustively
interlinks Articles 811 in more ways than one (see above). The interlinks become more
apparent when considering association, assembly and data retention.

(! Data Reention and Freedom of Association and Assembly

As Mataga has noted, O[a]n interference with the freedom of association will normally not be
caused by the law itselfEeven though such a situation would also be conceivable, but rather
by a decisionEgiven irapplying that law3¥ Interference could be established in both cases.
First, following theKlassapproach, that the mere existence of surveillance laws which can be
applied to anyone interferes with Article 11. This is because retention of data thes telat
association or assembly necessarily interferes with Article 11. As Bernal notes, the knowledge
of the existence of surveillance can produce more conformist behaviour which would impact
directly on the willingness to exercise the freedom of both aslgeand associatiotf° Bernal

further notes that this will increase due to the increasing interactions between technologies,
geolocation and the Internet of Things (I6¥)For Bernal, the power effect of gathering data
and holding it impacts upon autonorify.Secondly, this is supported by the approach in
SegerstedWiberg and Others v Swedahe ECtHR has acknowledged that sterageof
personal data related #ffiliations and activitieengages Article 11! Using theKlassand
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Segerstedtapproach, the mer existence of data retention laws and actual retention of
association/assembly data therefore interferes with Article 11 and requires justification. This,
of course, also relates to the data protection aspect of private and family life.

So, the questiohecomes, what communications data could be classed as association/assembly
data? There are a multitude of data, (given that association and assembly also applies online)
for example, an email address or a phone number of a known association. This auld als
include web history which reveals a list of e.g. environmental association websites visited. The
communications data from social media accounts that are used to spread protest messages and
to boycott products is an example of communications data pegamionline assembly. The

time, duration, location of a Skype chat of a e.g. Greenpeace meeting. This leads on to a very
specific type of communications data, location d&aBruce Schneier pointed out that
Olocation information is valuable, and everywaets access to it‘®Rozemarijn van der Hilst

argued that location data could be considered Osensitive persond ata€<pecial category

of personal dat&® This is due to the fact that O[a]ggregated location data can reveal
information about a persan®abits, (future) whereaboutgauthorOs emphasid)*Crhis
highlights not only that location data can reveal very intimate details, it can be used to make
future predictions based on current data possésskatan also reveal someoneOs relidién,

which wauld as noted above, engage Article 8, due to it being sensitive personal data, and
Article 9 due to the storage of data which can make said religion identifiable. All in all,
communications data (especially entity data) retention can reveal an entifé Tiferefore

the data can reveal, who is associated with who, who organised what, who demonstrate where
and when.

Another way to establish interference is by restriction. Mataga notes that O[m]easures
restricting the right to freedom of association willualy fulfil® the condition of
interferencé® Regarding assembly, the ECtHR has noted that Ointerference with the right to
freedom of assembly does not need to amount to an outright ban, legal or dbutctn

consist in various other measures takentgyauthoritiegauthorOs emphasidj:Gestrictions

can include both Omeasures taken before or during a gathering and those, such as punitive
measures, taken afterward®@ was noted that a ban could have a chilling effect on
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participation and thus creinterferencé®®However, from a data retention perspective, a ban

is not the important ingredient, it is the fact that the ECtHR acknowledgescimiiing effect

can give rise to interferences with Article 11. van der Hilst has noted that the Odtahket
indiscriminate retention of sensitive personal data over a longer period of time can have a
severe Ochilling effeat@uthorOs emphasis).O He continued that this may Oreduce peopleOs
willingness to participate in public life, which is a loss for tlendcratic functioning of
society.&* Jillian York has highlighted the link between harmful effects of surveillance on
freedom of expression and association in that OmetadataEavidétscale capturereates a

chilling effect on speech and associat{@nhorOs emphasisj<iThere has been eviderite

from a US perspective of surveillance causing chilling effects. The Electronic Frontier
Foundation (EFF), in a case against the NSA have also argued that the collection of phone
records violates the US First Andment as it discourages Omembers and constituents from
associating and communicating with them for fear of being spietf oAsfbn notes that the

[tlhe fear that information may be transferred as a result of surveillance activities is itself
restrictive of autonomy,whether or not information is retained or disseminated in any
particular caseg{authorOs emphasid¥®d

In Gillan and Quintorthe applicants argued that a laws existence could have an intimidatory
and chilling effect on the exercise of those t&gffhe ECtHR left open the question of whether

the mere existence of stop and search powers interfered with Article 10 &id\though

the question concerned stop and search powers, the problem of chilling effects has been well
documented throughout thChapter, and therefore relevant in this context. The definition of
serious crime for data retention purposes are undergoing amendments to complgledth

and Watsori® Serious crime does have a definition in the IPA 2016 through s.263(1) in three
parts.The third is pertinent to this discussion here in which serious crime is defined as conduct
by a large number of persons in pursuit of a common purpose. First, it must be noted that person
is defined in s.81 of the Regulation of Investigatory Powers 8@0ZRIPA 2000) (and not in

the IPA 2016) as including (therefore not limited to) Oany organisati@ngradsociatiorr
combination of persons.O Therefore, it is made explicit by virtue of RIPA 2000, that being part
of association in pursuit of a commpuarpose (which by definition is one of the ingredients of

an association) could be regarded as serious criminals. The definition of serious crime equally
applies to assembly. This is problematic because Ocommon purposeO is ndt'defiged.
**ibid. )

384 Rozemarijn van der HilstRankirg, in terms of their human rights risks, the detection technologies and uses
surveyed in WP090 (2011)

<http://www.detecter.bham.ac.uk/pdfs/17 4 human rightking of technologies.decaccessed 12 May

2017.

385 Jillian York, OThe harms of surveillance to privacy, expression and association® (2014)
<https://giswatch.org/en/communicatiessrveillance/harmsurveillanceprivacy-expressiorandassociatior

accessed 12 May 2017. B

386 Elizabeth Stoycheff, OUnder Surveillance: Examining FacebookOs Spiral of Silence Effects in the Wake of
NSA InternetMonitoringO (2016) Journalism & Mass Communication Quarterly 93:2 296. 3

%7 Karen Gullo, OSurveillance Chills Speiéaks New Studies Sholt And Free Association Suffers® (19 May

2016) <https://www.eff.org/deeplinks/2016/05/whearveillancechills-speeckhnewstudiesshowour-rights
free-association accessed 12 May 2017.

%88 v/alerie Aston, (n61), p4.

**¥Gillan and Quinton v UKApp no. 458/05 (ECHR, 12 January 2010), [88].

399 Home Office, OOpen consultation Investigatory Powers Act 20160 (30 November 2017)
<https://www.qov.uI§/qovernment/consuItatid'rmvestiqatorypowersact—ZOl& accessed 15 January 2018.

391 Matthew White, OProtection by Judicial Oversight, or an Oversight in Protection?d (2017) Journal of
Information Rights, Policy and Practice 2:1 1, 26; Semgh, R (on the application of) v Ch{gonstable of

West Midlands Policf2006] EWCA Civ 1118 in which Lady Justice Hallett gives the leading judgement

noting that s.30 of Antsocial Behaviour Act 2003 applies to protestors, [79].

*&



meeting, any gup chat, whether offline or online could, therefore, be caught if serious crime
was added to the justifications of retention, and it is therefore, important to highlight that this
mere possibility interferes with Article iftespectiveof any chilling éfect. Furthermore, if a

group of persons with a common purpose satisfies the definitgarious crimethen it would

not be unreasonable to conclude that this equally applies to regular crime (for which a retention
notice currently can be issued) whitdn classify groups as two or more peopfe.

Just as the CJEU noted in regards to freedom of expression, the retention of communications
data would have an effect on the use of means of electronic communication and thus on the
exercise of freedom of assation and assembly. This would therefore, strike at the freedom

of communication with others, whether this is to organise associations and assemblies offline
or online. Online because the necessary communications data which can highlight associations
or assemblies can be revealed, and offline because location data can reveal where an individual
has been, disclosing sensitive/special personal data. It is for this reason, necessary to consider
the possible implications for movement in physical space, whiphotected under Article 2

of Protocol 4.

4 9Article 2 of Protocol 4 ECHR

Article 2(1) of Protocol 4 states that everyone lawfully within state territory shall have Ohave
the right to liberty of movement.O Article 2(3) Protocol 4 sets out that anyti@stoic this

right, amongst other things must be in accordance with the law. The first instance of
considering data retention on the possible implications on freedom of movement came from
the Romanian Constitutional Court (RCEjThe RCC acknowledged theéata retention may
affect Othe exercise of the right to free movenightli® RCC continued that this was due to
what was being required to be retaifiétVhen the RCC ruled national implementation of the
DRD to be unconstitutional, one of the reasons bethisdwvas due to the fact that Article 25

of the Constitution (Freedom of Movement) had been breached as data retention would affect
theexerciseof said right. Similar arguments were raised by Digital Rights Ireland before High
Court of Ireland (HCH* butwas rejected because Digital Rights Ireland did not have standing
as a company’’ The argument was that the:

[T]racking and storing of the movements of any person carrying a mobile telephone
amounts to an interference with theEright to travel Einsofantasstablishes a system

of statemandated surveillance of the movements of the overwhelming majority of the

population®®®

Although Digital Rights IrelandOs point was rejected, the HCI left it open the issue open to
natural persons as it was acknowleddeat there was a Ogreater force in the argument that

%92 Corinna Ferguson, ODo the police have the power to breakwps of innocent friendsT&e Guardian
(London, 19 March 2010)https://www.theguardian.com/commentisfree/libertycentral/2010/maclioé
powetdispersesmallgroups accessed 11 November 2017. See s.30(1)(a) of theséeitil Behaviour Act
2003.
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there is a right to confidential travel within the StateO but could be circumscribed in the interests
of preventing crimé&”® Movements and activities, offline and on are now leaving a Ofootprint®

in the fam of traffic data which synthesize the puzzle of our everyday movefi®mata

retention symbolises the Odisappearance of disappearanceO putting freedom of movement in
jeopardy’® because it ties in with autonorf}%. As Mitrou points out, this is anchored in

Article 2 Protocol 4 because it concerns the right to move without being ffdced.

From an ECHR perspective, it is important to note the caSkinfovolos v Russfd’ The case
concerned the applicant having their name stored on a OSurveillance Datdbasev@r a
person on this database decided to travel, the Department of Transport would be“fidtified.
The ECtHR noted that the Surveillance Database which allowed the collection of the
applicant®Os movementsthin Russiainterfered with their private 1if&°® and violated it
(authorOs emphast8)What is of importance here is that once the ECtHR found a violation of
Article 8, they, of their own motion (likely through Rule A1(1}jasked whethenaving the
applicantOsamein the Surveillance Database vi@dtArticle 2 Protocol 4°° The ECtHR
concluded that based on a finding of violation of Article 8, although the point was admissible,
no separate issue arose under Article 2 PrototSIhis acknowledges the interplay between
Article 8 and Article 2 Protodat, in which either or both may be examined depending on the
circumstances of the ca¥8 This, therefore, highlights that the ECtHR are prepared to accept
that storing data on movements may engage Article 2 Protocol 4, which would fall in line with
the RQC.

To strengthen the engagement of Article 2 Protocol 4, location data will be considered.
Blumberg and Eckersley regard locational privacy as Othe ability of an individual to move in
public space with the expectation that under normal circumstancesottaionwill not be
systematically and secretly recorded later use (authorOs emphasdié-Hdwever, the ECtHR

in Uzun v Germariy® distinguished GPS surveillance from visual and acoustical surveillance
because the lattédisclose[s] more information @person's conduct, opinions or feelings.O It

is contended that the ECtHR are mistaken in this context. As noted before Dr Alex Pentland
highlighted that justb§ watching where you spend time, | can say a lot about the music you
like, the car you driveyour financial risk, your risk for diabet€¥ Furthermore, it was already
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noted that location data can reveal a personOs religion and Blumberg and Eckersley has noted
how location databasesan reveal very sensitive informatidf.The then (and first) Spid
Rapporteur on the promotion and protection of human rights and fundamental freedoms while
countering terrorism, Martin Scheinin, noted that surveillance impacts upon various rights
including freedom of movement because they all require Oprivacy tbldeoadevelop
effectively.®° Scheinin continued that freedom of movemensudstantiallyaffected by
surveillance because the Ocreation of secret watchekisessive data collectiand sharing

and imposition of intrusive scanning devices or biomgtait create extra barriers to mobility
(authorOs emphasis)’®

It becomes clear that data retention interferes with freedom of movement that is protected by
Article 2 Protocol 4. There is, however, a caveat, with regards to the UK. The UK signed
Article 2 Protocol 4 on 16 September 1963, but didratty it. Therefore, the ECtHR would

not have jurisdiction to consider* However, ratification is not necessary for it will be
sufficient Othat the relevant international instruments denote a contimvotut®e in the

norms and principles applied in international 1&W.Jhere are many international law
principles governing freedom of movement, from the Article 13 of the Universal Declaration
of Human Rights (UDHR), Article 12 International Covenant onilGnd Political Rights
(ICCPR), and Directive 2004/38/EC. This allows Article 2 Protocol 4 to be applied to rights
that have been ratified and can be enforced in the UK indiféilyhas already been noted

that Article 2 Protocol 4 interlinks with Ade 8 in terms of data retention. Freedom of
movement has also been linked with Article§>911%> and 10°* It has already been
established that data retention interferes with each of these Convention Rights which only
serves to strengthen their links withrticle 2 Protocol 4. The European ParliamentOs
Directorate General noted that the digital applications of freedom of movemethieanght

to counsehas not been sufficiently explor&d.The latter point is important considering that
Martin Scheinin higlighted that surveillance can have an impact on due process*fitgs|

for that reason it is necessary to consider Article 6.

4.10 Article 6 ECHR

(a)!Relevant Provisions of Article 6
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It has highlighted that Othe respect for private correspondence under ntathte either
directly or indirectly to the right to a fair trid®€The relevant provisions of Article 6 in relation

to data retention are Article 6(1), (2) and 3(c) which respectively provide for in the
determination of oneOs civil rights and oblmai or any criminal charge against them,
everyone is entitled to a fair trial, presumption of innocence and thetoigftective legal
assistance. This is loosely similar to ArticleOs 47/8 of the CFR.

(b)!Does Surveillance Engage Article 6?

The question oivhether surveillance engages Article 6 was first dealt witlass in which

the ECtHR ruled even if it were, it was not violafé@The reasoning was that due to the very
secretive nature of surveillance i.e. subject not knowing, they were incapabitating a

priori judicial control, which, therefore, escapes the requirements of ArtiéfaHawever, in
Kennedy v UKthe ECtHR were reluctant to answer the question as to whether Article 6 applies
to surveillance measures, instead acting on the asgumpat it did based on the IPTOs
reasoning of what constitutes a civil right, which did not in fact violate Artiéf@ Bhis has

been severely criticised by JUSTICE for departing frighass as Article 6 Ocan only be
[engaged] once a person has beerfirdtof a surveillance decision that the requirements of a
fair hearing come into play®Grace has suggested that engaging and interfering with Article

8 Oensures that the requirement of the determination of the civil rights of the 'subject’ is met in
terms of subsequently engaging Article*8' ®his, therefore, proceeds on the assumption that
surveillance measures such as data retention engages Article 6, in which the two other
requirements, presumption of innocence and the right to effective legalrassiaid need to

be considered.

(c)! Data Retention and the Presumption of Innocence: Rethinking OCriminal Charge0?

The presumption of innocence is one of the fundamental principles governing criminal law
procedure and is included in all the most importaterirational documents of human rigfs.

The first linking of presumption of innocence and data retention (concerning DNA and
fingerprint data) came from the GC$and Marper v UKThe GC noted that it:

[I]s true that the retention of the applicantsflape data cannot be equated with the
voicing of suspicionsNonetheless, their perception that they are not being treated as
innocentis heightened by the fact thidieir data are retained indefinitely in the same
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way as the data of convicted persowsile the data of those who have never been
suspected of an offence are required to be destr@etorOs emphastsy.

Therisk of stigmatisatioti* highlights that the GC had concerns with the retention of data
(albeit indefinite) of those who were only ewgrspected and never convicted, a presumption

of guilt.**> Additionally, crucially, it highlights that those who were never suspected, their data
has to be destroyed. From a communications data retention perspective, however, this is not
the case as it markeda swing from a postrime to a precrime society, based on risk
assessment, suspicion and-preption?*® As Mariuca Morariu notes, it is this Opreemptive
action where condemnation occurs first before the search for proof commencesEthat inflicts

heavy lossg on civil liberties*®’

This was highlighted by the RCC where they noted that data retention applies to all, regardless
of whether they have committed crimes or not or whether they are the subject of an
investigation or not. For the RCC, this would likédyoverturn the presumption of innocence

and to transform a priori all users of electronic communications technology into people
susceptible of committing terrorism crimes or other serious criffies.

The CJEU inDigital Rights Irelandand inTele2 and Watm also picked up on the fact that

the DRD did not require any relationship between the data whose retention is provided for and
a threat to public securif§°However, for the presumption of innocence to applyindividual

has to be OchargedO with axbalioffence.O The terms Ocriminal chargeO and Ocharged with a
criminal offence® in Articles 6(1) and (2) respectively have the same m&ahinder Article

6 Ocriminal charge® has an autonomous meaning and not confined to national cated&risations.
A OchrgeO could be defined as the Oofficial notification given to an individual by the competent
authority of an allegation that he has committed a criminal offence® or whether Othe situation
of the [suspect] has been substantially affect&dR®garding the @minal® aspect of Article

6, the ECtHR has developed certain criteria to assess applicability based upon:

1. classification in domestic law;
2.! nature of the offence; and
3. severity of the penalty that the person concerned risks incdffing.

Therefore, the quation becomes, would data retention trigger the Ocriminal chargeO aspect of
Article 6(2) for the presumption of innocence to apply? Thomas and Geert take the restrictive
view that the presumption of innocence applies only as a procedural safeguardmewéca s
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crime has been attributed to an individtfdlHowever, Alwin Van Dijk has argued that Oany

act that might convey to a reasonable a¢hat he is not presumed innocafta punishable
offence constitutes a [presumption of innocence] interferencéhof@dds emphasidfD
Importantly, Alwin Van Dijk gives the example of witapping as an example of presumption

of innocence interferené&® Jonida Milaj and Jeanne Pia Mifsud Bonnici, however, note that
ECtHR jurisprudence cannot meet the extensive reqgeinemof Van Dijk because the
application of presumption of innocence is Olinked with a specific criminal proceeding® and
thus would not apply to individuals whom mass surveillance treats as general stf$pects.

Despite this, Milaj and Bonnici contend timaass surveillance undermines the operation of the
principle as a procedural safeguard through the stages of a criminal gf8ddsaj and

Bonnici refer to the European ParliamentOs recognition of the relationship between mass
surveillance and the presurigst of innocencé?® It is important to note that the European
Parliament were aware that these surveillance programmes were another step Otowards the
establishment of a full§ledged preventive stateEoften not in line withE the presumption of
innocence®® As Antonella Galetta states, the criminal justice process usually consists of
several consequent states from the presumption of innocence to investigation, evidence
collection, charge, trial, guilty verdict and punishm®hiThe, preventative state, howevisr,

the antithesis of this. We are not quite in Minority Report territory yet, but the foundations for

it are being laid out.

Katerina Hadjimatheou has articulated on several occasions that surveillance does not
necessarily undermine the presumptiomoidicenc&? and the Oleast costly morally and most
efficient when used as a means of enforcing the rules of a specific activity or instittition.O
But this line of reasoning would forego any need to deduce grounds of suSfiaiwhdoes

not fully consider thechilling effect it creates irrespective of the legality and morality of
behaviour, nor the lack of specificity of activities that OjustifyO surveillance. Further, it does not
consider that some forms of untargeted surveillance are just as if not massventihan
targeted surveillancE® Moreover, Milaj and Bonnici highlight several reasons why mass
surveillance (which is relevant to data retentfdhhreatens the presumption of innocence
because:
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1.! mass surveillance places significant personal informatitime hands of authorities, in
which the individual is unaware,

2.! information could be gathered when an individual was not a suspect and subsequently
used against them potentially making itnatouttable,

3.l this leads to de factooverturning the burden gioof>’ during the stages of a criminal
process from the accuser to the accused,;

4. due to the lack of transparency and the information asymmetry between the accuser and
the accused, the presumption of innocence can no longer serve anymore as a procedural
sakguard for the individual in the mass surveillance*®ta.

Antonella Galetta adds to this by noting that-priene surveillance creates distrust between
citizen and the staf®® though Katerina Hadjimatheou believes there is a lack of evidence
supporting tis.**° But this trust is implicitly linked with the chilling effect of the exercise of
rights, whichhas been well evidenced. Galetta not only highlights the link between the
presumption of innocence and the reputational aspect of Article 8, but the daakaimof

Article 6(2), the legal and moral presumption of innocefit&aletta useS and Marpeand

the risk of stigmatation the ECtHR elucidated to as a basis to argue that the ECtHR Orecognises
that the presumption of innocence does not only giveaisehuman right but also to a moral

value that should be safeguard&d.Galetta concludes a clear stance from the ECtHR
expanding the scope of presumption of innocence is desirable as this would keep pace with
society as the Olaw must mirror societal @@reénts and provide answers to social ne€ds.O
Galetta makes note of the O[l]iving lawO as the highest expression of the synthesis between law
and society®Such a position is entirely feasible considering that the ECHR is Oliving
instrumentO in whichritust be interpreted in the light of preseay conditions®

Additionally, a criminal charge under Article 6(2) could be engaged by the substantial effect it
has on an individual. Throughout this Chapter, it has been noted how data retention not only
interferes with but chills the exercise of fundamental rights. FurthermoBarimg v Ireland

the ECtHR concluded that once a search warrant had been issued and executed on the
applicantOs premises, it amounted to a charge within the meaning of Aftidleomanova

v Russiahe ECtHR considered the possibility of seardmedsecret surveillance substantially
affecting the applicant (thus amounting to a charge) and only declined to do so because neither
party made submissions on that matférThis impliesthat secret surveillance can also
substantially affect someone within the meaning of Article 6(2). Data retention has been

457 See also Gary T. MarxJndercover: Police Surveillance in Ameri¢aniversity of California Press,

Berkeley 1989); Gary T. Marx, OSeeing Hazily, But Not Darkly, Through the Lens: Some Recent Empirical
Studies of Surveillance Technologies' (2005) Law and Social Inquiry, 30:2 339.

“58 Jonida Milaj and Jeanne Pia Mifsud Bonnici, (n432), 425.

5% Antonella Gale, (n2).

460 K aterina Hadjimatheou, OSurveillance, the moral presumption of innocence, the right to be free from criminal
stigmatisation and trustO (2018}tgs://surveille.eui.eu/wpontent/uploads/sites/19/2015/04/D4.5
Surveillancethe-moralpresumptiorof-innocence.pdf accessed 16 May 2017, p25.

81 Antonella Galetta, (n2).

**2ibid.

*3ibid.

***ibid.

6% Tryer v United Kingdom\pp no. 5856/72 (ECHR, 25 April 1978), [31].

%6 Barry v IrelandApp no. 18273/04 (ECHR, 15 December 2005);533

4" Romanava v Russipp no. 23215/02 (ECHR, 11 October 2011), [138].
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likened to Ofishingf®exercises which is designed to bring in informafitsimilar to a search.
Moreover, data retention is a foraf secret surveillanc€? and due to the fact that oneOs
property and devices within it will in future likely to be connected to the Internet via the Internet
of Things (IoT)*"* any retention of data substantially affects the individual involved for the
purposes of Article 6(2). Therefore, taking into account the GCOs con&amihMarperthe

RCC assertion regarding data retention, the CJEU acknowledging data retention not
distinguishing between suspects, the arguments made by Milaj, Bonnici, Galeptasitios

on substantially affected person and the ECHR being a Oliving instrument,O it is in the authorOs
opinion that data retention does trigger Article 6(2) and therefore the presumption of innocence
should apply. The presumption of innocence has lodesely linked with the right to not
incriminate oneseff’?

(d)!'Self Incrimination

Chapter 6 discusses whom the obligation to retain can be imposed on. It will be demonstrated
that this can include Ohome gratfh€@mmunications data as well as commercial. r&dn
Fischer notes that when communications data in the systems of end users i.e. Skype, private
mail servers are regarded as legal communications data, therefore eligible for retention, the
inevitably of privilege against seificrimination applie$’* In Saunders v UK the ECtHR

noted that the right to not incriminate oneself is primarily concerned with respecting the will

of an accused to remain silent but does not extend to compulsory powers such as measures
issued by warrants, breath and blood sample¥ &tischer notes that selicrimination only

applies to the active cooperation of the accused in which he notes that Oan obligation to retain
and disclose home grown private traffic data as a form of forced active coopetatias.O

Smith noted, customeos other third parties could be obliged to generate data to be ret&ined.

Furthermore, the previous Chapter noted that passwords are a type of communications data. In
S & Anor, Rhe English and WeldBourt of Appeal (CoA) acknowledged that privilege agai
selincriminationmaybe engaged by a requirement of disclosure of knowledge of the means
of access to protected data under compulsion of {&Whe fact that passwords amount to
communications data for retention discloses them.

Selfincrimination aso raises issues with regards to neurotechnologies (mentioned above)
because as lenca and Andorno note, it becomes a question of:

“%8 Franziska Boehm and Paul de Hatg rights of notification after suriliance is over: ready for
recognition?(Yearbook of the Digital Enlightenment Forum, IOS Press 2012), p919
489 Kopp v Switzerland\pp no. 23224/94 (ECHR, 25 March 1998), Judge PettitOs concurring opinion; Stephen
Uglow, OThe Human Rights Act 1998:tRParcovert surveillance and the European Convention on Human
Rights,O Criminal Law Review [1999] 287, p289.
49See Chapter 5.
4! See Chapter 6.
472 saunders v UKApp no. (ECHR, 17 December 1996), [68].
473 Conrad Fischer, OCommunications Network Traffic DaGIDY
fﬂttp:/lalexandria.tue.nI/extra2/689860.pc£fccessed 17 May 2017, p188.

ibid.
47> saunders(n472), [69].
7% Conrad Fischer, (n473), p14%0.
47T Graham Smith, Ollluminating the Investigat®owers Act® (22 February 2018)
<https://www.cyberleagle.com/2018/02/illuminatimyestigatorypowersact.htmb accessed 6 June 2018.
4783 & Anor, R \[2008] EWCACrim 2177, [24].
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[W]hether the mere record of thoughts and memories without any coerced oral
testimony or declaration is evidence that candgally compelled, or whether this
practice necessarily requires the Owill of the suspectO and therefore constitutes a breach
of the privilege against forced séffcrimination®”®

There is a risk that people may be protected againsinseiminatory stteements, but not their_
thought&® a Oselincrimination may now occusilentlyjust as aloud (author®Os emphaé?s).0

(e) Effective Legal Assistance

Bernal notes that surveillance can interfere with the legal process in many ways, one of which
is the interferece with the lawyerOs correspondence with their cfféhts person must be

able to, without constraint, consult a lawyer whose profession involves giving independent
legal advice to all who need 182 This demonstrates the link with the correspondence aspec
Article 8.3 The ECtHR has noted that the accusedOs rights to communicate with his advocate
out of hearing of a third persasmpart of the basic requirements of a fair trial in a democratic
societyand follows from Article 6(3)(c). Moreover, if a lawyer unable to confer with his

client and receive confidential instructions from him without surveillance, his assistance loses
much of its usefulness whereas the Convention is intended to guarantee rights that are practical
and effectivé’®® Any limitation onrelations between clients and lawyers, whether inherent or
express should not thwart the effective legal assistance to which a defendant is éfftitled.
Additionally, anyinterference with privileged material Oshould be exceptional, be justified by
a presig need and will always be subjected to the strictest scrutiny (authorOs emffhasis).O

From a UK perspective, iRe McE*®® the House of Lords discussed legal professional
privilege (LPP), surveillance and Article 6(3)(c). When referring to ECtHR caseltad,
Carswell noted Othe effect of the supervision, not the supervision in itself, which brought about
the breach® of Article 6. Lord Neuberger highlighted that:

[1]t is self-evident that knowing that a consultation or the communication may be the
subje¢ of surveillance could have a chilling effect on the openness which should
govern communications between lawyer and cfight.

The Law Society and the Bar Council (the professional bodies representing barristers and
solicitors in England and Wales) raiseshcerns about data retention and LPhey note

47 Marcello lenca and Roberto Andorno, (n295), 17.

*®ibid.

81 Nita A. Farahany, Olncriminating Thoughts® (2012) Stanford Law Review 64 351, 407.
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83 Case G155/79AM & S Europe Limited v Commission of the Europ€ammunities Legal privilegid 982]
ECR 01575, [18].

84 McE, Re(Northern Ireland) [2009] UKHL 15, [6].

4853 v Switzerlandpp nos. 12629/87 13965/88 (ECHR, 28 November 1981), Br&hnan v UKApp no.
39846/98 (ECHR, 16 October 2001), [58].

“86 sakhnovskiy RussiaApp no. 21272/03 (ECHR, 2 November 2010), [102].

87 Khodorkkovsky and Lebedev v Russi nos. 11082/06 and 13772/05 (ECHR, 25 July 2013), [627].
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490ihid, [111].

91| aw Society and Bar Council, Olnvestigatory Poweld agal Professional Privilege® (2015)
<https://www.lawsociety.org.uk/news/documents/posipaperinvestigatorypowerslegalprofessional
privilege-october2015F accessed 17 May 2017.
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that the problem with bulk communications data retention is that it does not prevent LLP data
from entering the OpoolO in the first pt&spmething whictthe Council of Bars and Law
Societies of Europe (CBE)***and the CJEU highlightéd? The Law Society and Bar Council
considered that Onew legislation should prevent an obligation being placed on service providers
to retain data relating to communications to or from users known to be professional legal
adviers (authorOs emphasisidhis was also the position of AGaugmandsgaard e in
Tele2 and Watsoft® Jessica Sobey notes that O[klnowing who a lawyer contacts, when the
contact was made and even where the point of contact was in geographical termsna, the ti
can be enough to represent a material breach of privitégenGs, this could have the chilling
effect Lord Neuberger highlighted, not only undermining Article 6(3)(c), but also Article
6(1).*°® correspondence under Article 8, but also the professicipaica of private life, and
ultimately striking at the freedom of communication between lawyer and client. The pertinent
points of failing to discriminate data retention practices leads to the final Convention Right for
consideration, Article 14.

4.11 Article 14 ECHR

Article 14 sets out that:

The enjoyment of the rights and freedoms set forth in this Convention shall be secured
without discrimination on any ground such as sex, race, colour, language, religion,
political or other opinion, national or socialgin, association with a national minority,
property, birth or other status.

Unlike Article 1 Protocol 12%° Article 14 is not freestandimj® therefore, having no
independent existenc&' For this reason it has been regarded asSgrasitic:>> Cinderella

492ibid, para 32.

493 The Council of Bars and Law Societies of Europe, OComments on the Draft Framework Decision On the
Retention of DataO (February 2005)

<http://www.ccbe.eu/fileadmin/user_upload/NTCdocument/lobbying paper data 1 11822606atqeifsed
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content/uploads/2016/06/JesstBabeyl egatProfessionaPrivilegeUnderFire-CLJ-Vol.-180.pdf accessed

17 May 2017.
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discriminated against by any public authority on any ground such as those mentioned in paragraph 1.
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esque’* and weak®® However, when the ECtHR has noted that when Article 14 is considered
to have a fundamental aspect to the case, it will be consitféedn where there has been no
violation of the substantive right’ Article 14 requires there to be dfdrence in treatment of
persons in analogous, or relevantly similar, situation, it need nottic@e® For the ECtHR,

Ghe principle of nordiscriminationbetween individuals as regards their enjoyment of public
freedomswhich is one of the fundamahprinciples of democracfauthorOs emphas3j’

Due to the indiscriminate nature of data retention, it is difficult to rely on anything within
Article 14 other than Oother status,® which is described as persorraf tsisibas often been
interpretedOvery widelyO be the ECtHR and would seem Othat almost any distinction within the
ambit of a Convention right can trigger an Art 14 inquify.Data retention raises indirect
discrimination aspects of Article 14. The GAH. and Others v the Czech Repebf noted

that:

[A] difference in treatment may take the form of disproportionately prejudicial effects
of a general policy or measure which, though couched in neutral terms, discriminates
against a groupEmay amount to Oindirect discriminationO, whie ot necessarily
require a discriminatory intent.

On the specifics of DNA datretention, Sedley LJ in tH@oA considered Article 14 in the
aspect of indirect discriminatiof® Sedley LJ noted that central to Oindirect discrimination is
the ostensiblyeutral factorwhich on analysis significantly and unjustifiably disadvantages a
protected group (author®s empha3t§sédley LJ continued that O[t]o take as your pool simply
the group which asserts that it is being discriminated against and ® dsmga practically
always will Bthat they are all being treated the same is to defeat the rationale of indirect
discrimination (authorOs emphasis)y@edley LJ concluded that the legal issue is one of
Odiscrimination between legally innocent people who résgplgchave and have not been
investigated ¥ Although on appeal to the House of Lords (HoL) in which Lord Steyn rejected
Sedley LJOs positidH, it was noted that Othere is a material distinction between individuals
who have had their fingerprints and saegplawfully taken in consequence of being charged
with a recordable offencand those who have nguthorOs emphasis)’@he GC inS and
Marper, unfortunately declined to express a view after finding a violation of Articf& 8.
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(2009) Le@l Studies 29:2 221.
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