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Abstract

This thesis presents the research and development of low-cost multilayer
graded-bandgap solar cells based on electrodeposited CdTe. The electronic quality
‘layers used in this research are electrodeposited CdS and CdTe and chemical bath
deposited (CBD) CdS. In the literature, the electrodeposition of CdS layers has been
mainly reported using sodium thiosulphate (Na,S,03), ammonium thiosulphate
(NH4)25:,03 and thioacetamide (C,HsNs) as the precursor for sulphur ions. The major
disadvantages of these precursors are the precipitation of elemental S and CdS particles
in the solution during growth which can affect the quality of the deposited thin films.
Electrodeposition of the CdS from acidic and aqueous solutions using thiourea
(SC(NHy);) precursor has been able to overcome this disadvantage. No visible
precipitations of elemental S or CdS particles were observed in the deposition
electrolyte showing a stable bath during the growth.

Also, in the literature, the CdTe thin films have been mainly electrodeposited
using CdSOy as the precursor for Cd ions whereas in this thesis the electrodeposition of
the CdTe thin films were carried out comprehensively using cadmium nitrate Cd(NOs),
as the precursor for Cd ions. Reports are scarce on the electrodeposition of CdS and
CdTe thin films history using thiourea and nitrate precursors. Using these precursors,
the CdS and CdTe have been successfully electrodeposited from aqueous solution on
glass/fluorine-doped tin oxide (FTO) substrates, using simplified two-electrode system
instead of the conventional three-electrode system. Also, the CBD-CdS thin films have
been successfully grown from aqueous solution on glass/FTO substrates.

The electrodeposited and chemical bath deposited materials were characterised
for their structural, compositional, morphological, optical, electrical and defect
properties using X-ray diffraction (XRD), Raman spectroscopy, energy dispersive X-ray
diffraction (EDX), scanning electron microscopy (SEM), atomic force microscopy
(AFM), transmission electron microscopy (TEM), optical absorption (UV-Vis
spectroscopy), photoelectrochemical (PEC) cell, current-voltage (I-V), capacitance-
voltage (C-V), DC electrical measurements, ultraviolet photoelectron spectroscopy
(UPS) and photoluminescence (PL) techniques. Most of the properties of CdTe grown
using nitrate precursor are comparable to CdTe grown using sulphate precursor.
However, PL studies indicate the presence of low defect in the material. ‘

Using CdTe as the main absorber material, fully fabricated solar cell structures
of the n-n hetero-junction plus large Schottky barrier type and multilayer graded--
bandgap solar cells were fabricated instead of the conventional p-n junction type
structures. Also, the electrodeposited ZnS and ZnTe layers grown by PhD researchers
within the same group at Sheffield Hallam University (SHU) were incorporated in the
multilayer graded-bandgap structure. Improved CdCl,+CdF, treatment of CdTe at
450°C shows further enhancements over the conventional CdCl, treatment parameters.
The fully fabricated devices were characterized using I-V and C-V measurement
techniques. The highest device parameters obtained in this research work are the open-

circuit voltage of 663 mV, short-circuit current density of 26.2 mAcm™ and fill factor of
vii



0.65. The best efficiency achieved in this research work was 7.1% for the glass/FTO/n-
CdS(CBD)/n-CdTe/Au solar cell structure. The best devices with the efficiencies in the
range (5.1-7.1)% presented in this thesis have shown the doping concentrations in the
range ~(1.30x10'® to 6.50x10'%) cm.
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Chapter 1: Introduction
1.1  Global energy demand and energy crisis

All over the globe, the economy, healthcare, lifestyle, and individual humans’
need are essentially dependent on the energy resources. Energy sources are everyday
need of human activities, technological development and industrial evolution toward
both benefits and crisis of the entire globe and its inhabitant; nevertheless it has been the
fact how to indicate a reliable energy source. Day by day globalization is increasing the
communication and transportation through the whole world and humans are more
relying on the energy [1]. Understanding the global energy consumption and
development has been the focus of many scientists and scientific studies in the last
decade. The world’s energy consumption is more related to the oil intake as it has been
the focus of many industries and factories, as well as many technological products are
intended to be adoptable with oil and its resources. Based on the British Petroleum
Statistical Review in 2015, in the last two decades oil consumption has reached to 32%
of the whole world’s energy consumption alongside with coal and natural gasses that
comes to the second and third most energy use with 30% and 24% of the world’s energy
use respectively. This shows the percentage of fossil fuel is 86% which is the
combination of oil, coal and natural gasses energy sources [2,3]. In addition, there are
other energy sources that are being used like nuclear energy, hydroelectricity, and
renewable energy sources including wind, solar, geothermal, biomass and biofuels as
shown in the Figures 1.1 (a) and (b).

Global energy demand leans toward the increase with the increase of population.
It’s been estimated that by the next 3 decades the global energy demand will increase up
to 30% as the population reaches to 9 billion. This increase will cause the energy supply
to increase as well in order to overcome the need of the entire world’s population, as
well as to have a “safe, secure, affordable, and environmentally responsible” energy-
source. As a result, scientists, leaders and investors are concentrating to rely more on
renewable energy to achieve these goals. The demand on energy will be for lighting,
heating and cooling, and-home equipment and devices which will be dependent on
electricity. In addition, to achieve electricity, the demand for oil, coal and natural gasses
will still be the top energy sources [4]. However, the need for energy will be

increasingly high all around the world to achieve the human need; this will cause to
1



increase the emission of carbon dioxide (CO,), toxic material that pollutes the
environment, air and water, and increasing global warming. This is the subject for many
scientists nowadays and how they can create affordable energy to cover the needs and

not to harm the globe.
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Figure 1.1: BP Statistical Review of World Energy 2014 [2,3].

The extensive burning of fossil fuel in transportation and human activities
causes emission of CO, alongside with the increase of greenhouse gasses (GHG)
causing the increase of temperature all over the world leading to the crisis. Not just that

but to decrease the rate of natural resources as well. The concentrated level of CO; in
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the atmosphere can be called stable at the rate of 280 parts per million (ppm). It’s been
mentioned that the rate of CO, around the world has reached to 450 ppm causing an
increase in the atmospheric temperature. It’s been expected that doubling the CO, rate
in the atmosphere to 560 ppm will increase the temperature up to 2.2°C around the
world. This increase may result in climate change with harmful human, social, and
economic impacts. In the last 70 years, the rate of carbon dioxide has increased more

than 70% as shown in Figure 1.2 [5].
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Figure 1.2: Keeling curve of atmospheric CO, concentrations, measured at Mauna Loa
observatory [5].

The global energy crisis has made many organizations to seek the solution and
some technological and non-technological development solutions have been presented
by the Intergovernmental Panel on Climate Change (IPCC) report. With the increase in
energy demands, the natural resources are diminishing and society is facing the usage of
more of the natural resources that are limited. Though, the causes of energy crisis are so
many, they are mainly concentrated in over consumption of fossil fuel and this is
respectively related to overpopulation that increases the demand of consuming energy,
too much waste in energy that creates pollution in the environment, undefined sources
of energy that are yet to be found, and not relying on the renewable energy sources due
to poor infrastructure in technological development [6]. In brief, all the above causes of
the global energy crisis must be studied in a scientific manner in order to create a
natural and clean future for the next generation and this is being presented recently
through energy conservation and energy efficiency [7].
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1.2 None-renewable energy sources and environmental impacts

Non-renewable energy sources are the natural energy sources from earth that
cannot be replenished and replaced if it is used up at the same time that is consumed, for
example, oil, coal and natural gasses [8]. In the entire world, the uniqueness of minerals
is to be non-renewable. These resources are finite in their sense of consumption of
economical and physical and they are the major concern that they will be unavailable
for the future generation. Conservation and sustainability of non-renewable energy are
the keys to protect next generation for using energy. One of the main natural resources
that is being consumed by the whole world is the oil which is limited in some places and
is not available in the most consuming countries of the western hemisphere. It has been
found in many places and yet to be found more and more in different regions, but at the
same time, it is a non-renewable source that is limited [9]. The more the rate of finding
oil and other non-renewable energy sources increase the more demand is coming to the
field and more consumption is being processed that leave harmful impacts to the globe.
In addition, these footages are serious impacts on the whole environment and living
being.

Observing the environmental impacts, non-renewable energy use has created the
limiting environmental condition. Harmful to all, deforestation and fossil fuel
combustion are the very reasons of environmental destruction and impacts [9].
Atmospheric effects, acid rain, land pollution, and oil spills are the causes of non-
renewable energy sources consumption. The usage of fossil fuels emits dangerous
greenhouse gasses such as CO; that pollute air and damages ozone layer and leaving us
no cover from sun’s radiation and causing diseases all over the world. Furthermore, the
emission of sulphur and some other chemicals to atmosphere creates acid rain that
harms human body and organisms, materials, and buildings in the environment. Also,
harmful ashes inside solid waste create pollution to the land. Oil spills are dangerous to
shores and ecosystem that will create damage to the aquatic creatures, and has a-

negative effect on economy and human health [10-12].

1.3 Alternative renewable energy sources

In contrast to non-renewable energy sources, any sources that are not resulting

from fossil or nuclear fuel, and are from natural happening inexhaustible are called
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renewable energy sources like wind, geothermal, hydroelectric, biomass, tidal and solar
energies [13]. Renewable energy sources are beneficial in their principle of being
available more than the world’s energy demand. This can be count as an alternative to
the fossil fuel, which is environmentally friendly and more reliable for future generation
as their limit is not restricted to provide the sustainable energy services. In the last 3
decades, renewable energy sources specially wind and solar energies have been serving
social and economic improvements in general as example electricity. It is getting more
and more reliable to focus on renewable energy sources for future uses instead of
natural gas, coal and oil, as renewable energy cost is getting lower unlike fossil fuel and
they are getting more dependable for advanced technologies. Currently, the renewable
energy sources supply from 15% to 20% of the world’s energy demand and they are less
dangerous to the environment as they are not contributing to air pollution, acid rain and

global climate change [14].

1.3.1 Wind energy

Wind energy is considered to be one of the cleanest and widely available
renewable energy sources all around the world, and it has no pollution during power
generation. Wind energy is mainly used to create electricity which can be used for
heating, cooling, cooking, lighting and other devices that humans use in everyday life.
Using oil has made most developed countries change their industry toward providing oil
and after the oil crisis of the 70’s, they have been interested in renewable energy sources
such as the wind [14]. Using wind energy to generate electricity is a phenomenon that is
in the interest of the industry, as well as the economy. For this purpose, the wind
turbines are usually used and are mostly installed in places with decent wind sources.

Figure 1.3 shows the schematic diagram of the energy transformation in wind turbines.

’_— ST |
Kinetic ‘ Mechanical Electrical
- B
energy yHereY | energy
Wind 1[ Turbine Generator

Figure 1.3: Schematic diagram of the energy transformation in wind turbine [15].
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There are different types of turbines that are being used to generate electricity
including horizontal axis and vertical axis turbines. Horizontal axis turbines are more
efficient than vertical axis turbines to provide power. These types of turbines are
manufactured with the ability to provide tens of watts to several megawatts and
diameter of blades ranging from 1 m to 100 m [16]. From the 1990s to 2010 wind
energy production has reached up to 160 GWs of energy [16]. The power generated by
the wind (Pying) is given by Equation (1.1) [15]:

P, =1,0AV3wind (1.1)
wind 2

where, p is air density, A is area swept by blades, and Ving is wind speed.

1.3.2 Geothermal energy

Geothermal energy is a type of renewable energy that is existing in the core of
earth and comes out in the form of heat. It is widely used for providing energy as
electricity. The use of geothermal energy has no impacts on the environment and in
contrast, it mitigates the climate change and reduces the greenhouse gasses (GHG)
emission. It has been estimated that the geothermal energy has the potential to generate
electricity at a range of 118 to 146 EJ/yr (Exajoules/year) in 3 km depth, and 318 to
1,109 EJ/yr in 10 km depth [16]. Nevertheless, the geothermal technical potential limits
are directly related to the enhanced geothermal system (EGS). In EGS, an injection well
is drilled into dry rock. Afterward, the water is forced into the injection well, which
widens the ground fractures below. This process is known as ‘hydraulic stimulation’.
The water travels through fractures in the rock and become hot. The hot water then
travels up a production well to create steam for a turbine and thus produce electricity
[16]. The use of geothermal energy is unlimited; United States, produces geothermal
electricity on average of 15 billion kilowatt hours of power/year, compared to 25
million barrels of oil and 6 million tons of coal/year. The only emission from the
geothermal power plant is water vapour as water is the “carrier medium” for geothermal
electricity [17].

There are many types of geothermal power plants to create electricity such as

dry-steam, flash steam, and binary power plants [18]. The simplest and mostly used
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geothermal power plant is dry-steam that has been used for over hundred years. In a
dry-steam power plant, steam produced from the geothermal reservoir and it runs the
turbines to power the generators. Dry-steam power plant is easy to build as they only
need steam, injection piping and the steam cleaning device. Recently, steam plants
generate up to 40% of United States’ geothermal electricity production [19]. Figure 1.4

shows the schematic of dry-steam power plants.
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Figure 1.4: Schematic diagram of geothermal power plants (dry-steam). Redrawn from

[20].
1.3.3 Hydroelectric energy

Hydroelectric energy is a source of renewable energy that comes from using
water in motion to create power (electricity). It is a form of energy that does not expend
resources to generate electricity and they are environmentally friendly in which there is
no air, land or water pollution. A hydroelectric power plant has created an enormous.
power supply in developed countries. As mentioned earlier, heating, cooling, cooking,
lighting and using house devices needs electricity. Developed countries have shaped
scientific focus on generating electricity from hydroelectric systems. Recently, many
countries are using water that reaches ponds, lakes, reservoirs, or oceans for creating

electricity. In generating electricity using hydroelectric systems, the flowing water turns
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the turbines and changes the pressure source of water to mechanical energy and then to
electricity [21]. Hydroelectric power provided 16.4% of the world’s electricity in 2015
and it can be count as a great alternative toward using fossil fuels and it’s
environmentally friendly as well as slowing down the crisis with energy supplies [22].
The hydroelectric energy schematic view is very easy to understand. It uses
water from reservoir created by the dam with high pressure from gravity and channels
of flowing water to pass through turbines. The amount of the water flow can be
controlled through the intake and the system has been made in a way that the flowing
water reaches the blades of the turbine to create motion and generate the power leading

toward creating electricity as shown in Figure 1.5.
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Figure 1.5: Schematic diagram of the hydroelectric power generation [23].

1.3.4 Biomass energy

Biomass is a form of renewable energy that can be defined as “the plant material
derived from the reaction between CO; in air, water and sunlight, via photosynthesis, to
produce carbohydrates that form the building blocks of biomass” [24]. Biomass
considered being one of the major sources of energy all over the world, and it has been
estimated to subsidize (10-14)% of the world’s energy source. As mentioned, biomass is
produced by plants converting sunlight to plant material by photosynthesis and it
includes water plants, land plants, and organic waste as well as animal waste. Biomass
is the sun energy stored in plant’s chemical molecules including carbon, hydrogen and

oxygen, and these molecules can be broken to create energy and release their stored
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energy through digestion, combustion, or decomposition to be used as supplementary
fuel for generating power using landfill gas fuel, and stimulate ignition gas machines
[24]. Biomass has the variety of benefits as it can be converted to thermal energy,
liquid, solid, gas fuels, and other chemical products by different type of conversion. As
an example, United States provides 10 GW of electricity generation based on mature

and direct combustion technology, through using Biomass energy [25].

1.3.5 Tidal energy

Tidal energy is a renewable energy source that stands for the power inherent in
the flow and motion of water at sea or ocean created by tides. The tides can be defined
as the increase and decrease in water levels due to the motion of water from one place to
other. Scientific understanding of water motion comes from the vast energy by the
movement of sun, moon, and earth relative to each other and their rotational movement
[26]. The energy in the water motion can be used to generate other types of energy
useful to mankind and industry which is electricity. Electricity can be generated by tidal
energy using barrage or a dam where tides can reach different levels. Barrage or dams
can trap tidal water and create potential energy. This potential energy can be used by
either kinetic energy of current in ebbing and surging or potential energy from the
difference in tides of being high and low, to generate the flows, rotating the turbines
generating electricity [27]. Tidal energy like many other sources of renewable energy
has become the focus of many scientists, investors, and politicians for providing
electricity, and it has been estimated that the tidal range deployment in 2012 was around

514 MW all around the world [28].

1.3.6 Solar energy

Solar energy refers to the energy that comes directly from the sun in the forms of
electromagnetic radiation and heat. Every second, sun converts millions of tons of
hydrogen to helium, which is called thermonuclear process and that is how the sun
creates its energy. Through all the radiation that comes from the sun, only a small
fraction of it reach the earth and this radiation is being used for providing heating,
cooling, transportation, and electricity [29]. Solar energy is a clean energy and

environmentally friendly power supply and comparing to other types of renewable
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energy it has more life span. Everyday sun provides the earth with thousand times more
energy that is demanded by the whole world. However, the proportion use of solar
energy is still low. Solar energy makes an important contribution in providing power
and with the development of technology the cost of using such power is getting low and
the demand of using it is getting high. For example, in Germany, they have been able to
produce 17 gigawatts (GW) of solar power in 2010 using photovoltaic plants covering
the need of around four million three-person households. In 2015, Germany again set a
world record producing 25.8 GW of power using photovoltaic plants. This has been
done through different types of solar energy storages including small and middle scale
rooftops photovoltaic plants, solar carports, off-grid system or free-field solar power

systems [30,31].
1.3.6.1 Solar radiation

The sun’s output is known as solar radiation which comes in the form of
electromagnetic radiation of a wide spectrum. The electromagnetic radiation ranges
from high-energy (short-wavelength) to low-energy (long-wavelength). The solar
spectrum covers ultraviolet (UV) radiation ranging from (100-400) nm, the visible (VIS)
radiation ranging from (400-700) nm and the infrared (IR) radiation (700 nm and above).
The ultraviolet, visible and infrared radiations are significant parts of the solar spectrum
which play an important role in terrestrial solar energy application including solar
thermal and photovoltaic. The amount of solar radiation incident on a square meter of
Earth’s atmosphere or Earth’s surface is known as irradiance and is measured in watts
per square meter (Wm™). The solar irradiance before entering Earth’s atmosphere is
about 1,366 Wm which is known as air mass zero (AMO) [32]. When solar radiation
passes through the Earth’s atmosphere, the intensity of solar radiation is attenuated by
ozone layer (O3), water molecules, nitrogen molecules, CO», and dust. By the time the
incoming solar radiation reaches the Earth’s surface (sea level), the solar irradiance is
reduced to 1000 Wm™ or 100 mWem™ which is known as air mass 1.5 (AM1.5) [32].
Figure 1.6 shows the solar spectrum comprising electromagnetic radiation of various

wavelengths or frequencies.
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Figure 1.5: The solar spectrum showing the spectral irradiance as a function of photon
wavelength at outer Earth’s atmosphere (black body), at the top of the atmosphere
(AMO) and at the sea level (AM1.5) [33].

When solar radiation or photons reach the surface of the Earth, it can be converted to
the useful forms of the energy. It can be directly converted into heat energy or electric
energy. Based on these types of solar energy conversions, the solar energy can be
mainly classified into two categories including solar thermal and solar photovoltaic

which are presented in the following sections.

1.3.6.2 Solar thermal

Solar thermal is basically using the sun’s heat to generate energy as heat or
electricity. Sun has the power of generating an enormous amount of heat by fusing
hydrogen to helium through thermonuclear reaction, and passes that heat to the earth
that can cover the whole world’s energy supply. The outer layer of sun generates an
equivalent black body temperature of about 5778 K [34]. Solar thermal energy is
mainly using the sunlight to generate heat and that heat can be used to power the engine
(heat engine) to generate electricity, or through heating devices to be used directly to
heat the water for houses, buildings, schools, and hospitals. Also, in solar thermal

energy fluids are being used to be heated for example water, oil, salts, air, nitrogen,
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helium, etc [35,36]. In addition, there are different types of engines like steam engines,
gas turbines, and Stirling engines that can be used to generate power. Solar thermal
energy is very useful for mankind and it’s been used through thermal conversion
processes, which is to absorb solar radiation at the surface of the receiver. When the
receiver is heated, the liquid inside the receiver can transfer heat to the needed engine.
The heat energy that can be received from the receiver is mainly dependent on the
insolation, which is the degree to which the sunlight is concentrated, and the reduction
of heat losses through the working fluid. Using heat is very reliable to generate
electricity and the sun is a major source of it. The energy from sun absorbed by the earth
and its atmosphere are approximately 120,000 terawatts. In brief, it can be mentioned
that solar thermal energy is environmentally friendly and economically competitive

electric source for any part of the world [37].
1.3.6.3 Solar photovoltaic

Solar photovoltaic (PV) captures the solar energy using photovoltaic cell and
convert this energy directly into electricity. This physical phenomenon was first
observed in 1839 by Edmond Becquerel, a French Scientist. Solar PV has many
advantages, which is environmentally friendly, has no noise, no moving parts, no GHG
emissions, no use of fossil fuel or water, low maintenance is needed, up to about 30
years lifetime, even operates in cloudy weather condition, and can be used for multi-
energy supply. In PV cells, there are mainly four basic steps that must be brought
together in order to effectively convert sunlight energy into electricity [38]. These
include (i) effective absorption of photons using suitable semiconducting materials, (ii)
breaking up the bonds between the atoms to create charge carriers (electron-hole, or e-h
pairs), (iii) effective separation of photogenerated charge carriers before their
recombination, and (iv) the collection of the photogenerated charge carrier at opposite
contacts to create useful electric current. The PV cells can be fabricated using different
PV materials and growth techniques which are presented in chapters 2 and 3 of this
thesis. Some examples of the PV cells are silicon (Si) based solar cells (first generation),
thin film solar cells (second generation) and the next generation solar cells (third
generation). The details of these three solar cell generations are presented in chapter 10.
The silicon-based solar cells have relatively higher efficiency than other solar cells;

however, their manufacturing costs are also higher [39]. The thin film solar cells have
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comparatively lower efficiency than Si-based solar cells. However, thin film solar cells
are much cheaper than those of Si-based solar cells. The main absorber materials used
in thin film solar cells include cadmium telluride (CdTe), Copper indium gallium
diselenide (CIGS) and amorphous silicon (a:Si) [40—42]. The next generation PV cells
focused on the high-efficiency solar cell through full spectrum utilisation. These include
concentrator solar cell [43], multijunction tandem solar cells [44] and multi-layer

graded-bandgap solar cells [38,45,46].
1.4  Aim and objectives for this work

The CdS/CdTe thin film solar cells have long been considered as one of
promising choice for the development of low-cost and reliable solar cells. A lot of
researches have been carried out so far to increase the efficiency of CdS/CdTe solar
cells and reduce the cost of production. The majority of these research groups work on
conventional n-p heterojunction structure between n-CdS and p-CdTe. The first high-
efficiency (15.8%) n-CdS/p-CdTe solar cell was reported by Britt and Ferekides in 1993
[47]. The efficiency of thin film n-CdS/p-CdTe solar cells was stagnated for about a
decade until 2000 when Wu et al reported an increase of 0.7% to the efficiency of 16.5%
[48]. For another decade, the efficiency was again stagnated at this value based on the
n-CdS/p-CdTe heterojunction structure, but during the past three years (2013-2015)
First Solar Company announced a rapid progress in producing a new world record
efficiency of 21.5% [49].

In 2002, Dharmadasa et al has proposed the new model to develop and improve
the efficiency of the CdS/CdTe thin film solar cells. This model explains the device
behaviour in terms of the combination of n-n-heterojunction (n-CdS/n-CdTe) and large
Schottky barrier formation at n-CdTe/Metal interface [50]. Based on the new model,
they reported the efficiency of ~18% using electrodeposited n-CdTe from non-aqueous
solution (ethylene glycol) at the temperature of 160°C. The details of the n-n+Schottky
junction for the glass/FTO/n-CdS/n-CdTe/Au solar cells are presented and discussed in
chapter 9. It should be noted that the flammability and toxicity of non-aqueous solutions
raise a concern about health and safety during growth of semiconductor layers.
Therefore, it is much safer to use aqueous solution for the growth of CdS and CdTe
semiconductor thin films. The reliability, scalability and manufacturability of CdS/CdTe

thin film solar cells grown by the simple and low-cost electrodeposition technique using
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aqueous solution has been proven by British Petroleum (BP) Solar in 1991 with
reported efficiency of 14.2% [51].

The main aim of this research project is to develop low-cost high efficiency
multilayer graded bandgap solar cells based on CdTe absorber material. In this thesis,
CdS layers were grown by two different aqueous solution growth methods. These
include low-cost electrodeposition (ED) and chemical bath deposition (CBD) growth
techniques. The CdTe layers were grown only by the electrodeposition technique from
aqueous solutions using the 2-electrode system. The previous PhD researchers at the
SHU solar energy research group have deposited the CdS layers using sodium
thiosulphate (Na;S,03) and ammonium thiosulphate (NH4)25:0; as the precursor for
sulphur (S) ions [52-58]. Also, these researchers have grown the CdTe layers us,_ing
cadmium sulphate (CdSO,) and cadmium chloride (CdCly) as the precursor for
cadmium (Cd) ions.

In this work, the electrodeposited CdS and CdTe layers were deposited using
two new precursors. The CdS layers were grown using thiourea [SC(NH>).] as the
precursor for sulphur (S) ions and the CdTe layers were grown using cadmium nitrate
tetrahydrate (Cd(NO;)2.4H,0) as the precursor for Cd ions [59,60]. These two
precursors were new within our research group and also the reports are scarce on the
electrodeposition of CdS and CdTe history using thiourea and nitrate precursors
respectively [61-63].

The research objectives of this work are as follow:

i.  Growth and optimisation of CBD-CdS as window layer using aqueous
solution.

ii. Growth and optimisation of the ED-CdS window layer using thiourea
and ED-CdTe absorber layer using Cd(NO;),.4H,O precursor the 2-
electrode system in aqueous solution.

jfii. To study the structural, compositional, optical, morphological, and
electrical properties of the CBD-CdS, ED-CdS and ED-CdTe layers
using available facilities in the Material and Engineering Research
Institute at Sheffield Hallam University (SHU) and with our external

collaborators.
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iv. To study the effect of the CdCl, and CdCl,+CdF; treatment on the
structural, optical, morphological properties and device performance of
the fabricated solar cells. |

v.  To fabricate the n-CdS/n-CdTe heterojunction plus large Schottky barrier
at n-CdTe/metal interface using n-CdS(CBD) and n-CdS(ED) as window
layers for comparison. The fabricated structures include glass/FTO/n-
CdS(CBD)/n-CdTe/Au and glass/FTO/n-CdS(ED)/n-CdTe/Au solar cells.

vi. Incorporation of p-ZnTe(ED) as the pinhole plugging layer and to
increase the potential barrier height and improve the device performance
of the CdS/CdTe solar cells. The solar cells were fabricated with the
structure of glass/FTO/n-CdS(ED)/n-CdTe/p-ZnTe/Au. The ZnTe layers
were grown by PhD researchers at SHU solar energy group.

vii.  To fabricate the multi-layer graded-bandgap solar cells using the n-CdS
(CBD), n-CdS(ED), n-CdTe(ED) and n-ZnS (ED) layers. The n-ZnS
layers were also grown by PhD researchers at SHU. The fabricated
multi-layer  graded-bandgap solar cells include glass/FTO/n-
CdS(CBD)/n-CdTe/p-CdTe/Au, glass/FTO/n-CdS(ED)/n-CdTe/p-CdTe/
Au, glass/FTO/n-ZnS/n-CdS(ED)/n-CdTe/Au structures.

viii.  Assessment of the efficiency of the fabricated thin film solar cells using
current-voltage (I-V) measurement and developing these devices by

optimisation of all processing steps to achieve highest possible efficiency

1.5 Conclusions

In brief, this chapter presents the human needs for energy all over the world and
the issues in the supply and demand of energy sources as well as the impacts of using
energies to the environmental through emission and consumption. Different types of
energy sources have been summarised and the urge to seek for sustainable renewal
energy sources, which is more affordable and friendlier to the environment, has been the
focus of many scientist, activists and politicians. Using fossil fuel in the past has made
many changes in increasing CO, emission and greenhouse gasses toward global
warming causing damage to the environment as it has been mentioned earlier.
Renewable energy sources were identified to comprehend which energy source can be a

better option for the current and future need of mankind economically, environmentally,
15



and socially. Among all the renewable energy sources mentioned earlier in this chapter,

the solar energy seems to be one of the best choices for terrestrial renewable energy

applications.

The last section of this chapter presents the aims and objectives of this research

programme.
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Chapter 2: Photovoltaic Solar Energy Conversion

2.1 Introduction

The time line of the photovoltaic solar energy conversion goes back to 1839
when 19 years old Edmund Becquerel, a French scientist, discovered the photovoltaic
effect while experimenting with a solid electrode submerged in an electrolyte solution
[1]. Afterwards, Adams and Day in 1876 observed that the electric current could be
generated in the solid layer of selenium solely when it is exposed to light [2]. Soon after,
in 1883, Charles Fritts coated the selenium layer with an extremely thin layer of gold, so
that it was transparent to light, and produced a solar cell with conversion efficiency
between 1 and 2% [3]. In 1887, German physicist James Moser discovered the effect of
a dye-sensitised photoelectrochemical (PEC) cell by adding dye to a solar cell [4]. Later,
in 1904 another German physicist, Wilhelm Hallwach made a semiconductor-junction
solar cell by combination of copper and copper oxide [5]. In 1905, Albert Einstein
explained the photoelectric effect which he was later awarded with the Nobel Prize. In
1918, Jan Czochralski a Polish scientist invented a method called after his name
“Czochralski method” for growth of single crystal silicon [6]. In 1954, the Bell
laboratory announced the first practical silicon solar cells with conversion efficiency of
~4.5% for space application [7]. Later, Hofmann Electronics achieved 14% efficiency
using silicon solar cells. In 1970, the first high efficiency GaAs heterojunction solar cell
was produced by Zhores Alferov and his team in USSR. The world oil crisis in 1973
triggered the widespread public awareness for early research on solar photovoltaic
energy conversion. In 1991, Brian O’Regan and Michael Gritzel developed the dye-
sensitised solar cell with power conversion efficiency of more than 10% [8]. In 1994,
the National Renewable Energy Laboratory (NREL) for the first time developed
GalInP/GaAs solar cell exceeding 30% power conversion efficiency. Later, organic solar
cells have attracted great interests due to its low-cost solution process capability. Today,
hybrid solar cells combine advantages of both organic and inorganic materials to utilise

the low-cost cell production.
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2.2  Inorganic solar cells

Inorganic materials are the most established semiconductors and dominate the
photovoltaic market from the beginning. So far, the highest efficiency solar cells have
been fabricated using inorganic materials [9]. The inorganic semiconductor materials
used to produce photovoltaic solar cells comprises mono crystalline silicon, poly
crystalline silicon, amorphous silicon, the group III-V compounds and chalcogenide

semiconductors.
2.2.1 Silicon based solar cells

The first silicon solar cell was reported by American engineer Russell Ohl in
1941 and had the energy conversion efficiency of less than 1% [10]. Thirteen years later,
the efficiency of silicon solar cells had reached 6%, as reported by Chapin et al at Bell
Laboratory [11]. However, due to high costs of such cells ($300 per W) commercial
applications were limited to novelty items. A major breakthrough in silicon photovoltaic
cells was reported in 1983 when University of New South Wales (UNSW)
demonstrated 18% efficiency for metal-insulator n/p (MINP) solar cells [12]. In 1990,
M.A. Green [13] reported the efficiency of above 23% by the passivated emitter rear
locally (PERL) diffused silicon solar cells. In 1998, the energy conversion efficiency for
mono crystalline silicon solar cells was increased to 24.4% and this value was later
revised to 25% for a 4 cm? solar cell area as reported by M.A. Green [14]. So far, the
highest efficiency reported for monocrystalline silicon is 25.6% for cell area of 143 cm?.
This efficiency record was announced by Panasonic HIT® Solar Cell in 2014 and the
structure of this solar cell is shown in Figure 2.1 [15]. The world record efficiency for
polycrystalline and amorphous silicon solar cells so far are 20.8% and 10.2% with the

cell areas of 243.9 cm? and 1.0 cm” respectively [16].
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Figure 2.1: Typical structure of 25.6% efficiency for monocrystalline silicon based

solar cells. Redrawn from [15].
2.2.1.1 Monocrystalline silicon solar cells

More than 90% of the earth’s crust contains Silica (SiO;) which makes silicon,
the second most abundant element on earth [17]. The process of transforming raw

silicon into usable monocrystalline and polycrystalline silicon is shown in Figure 2.2.

The process starts with the reduction of SiO, with Carbon at high temperature of 1500

to 2000°C using electric furnace as shown in Equation (2.1) [18].

Sio, +C — Si+ CO, (2.1
The result is the brown Metallurgical Grade Silicon (MG-Si) with 97% purity. In order
to bring the impurity below the parts-per-billion level, MG-Si is reacted with HCI to
form the trichlorosilane (TCS) in a fluidized-bed reactor at 300°C according to the’

following chemical reaction [18]:

Si+3HCl — SiHCL, + H, (2.2)
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During transforming of MG-Si into TCS, Fe, Al and B impurities are removed.
Afterwards, TCS is heated in the hydrogen environment at 1100°C for duration between
200 to 300 hours to obtain high purity (9N) silicon. The chemical reaction of TCS with
hydrogen is shown in Equation (2.3) [18]:

SiHCl, + H, — Si +3HCI (2.3)

Hydrogen Chloride
(HCD) HCl Hydrogen

Metallurgical Ijligh-pmtity 1 l
Grade Silicon Trichlorosilane Electronic-grade

s%andc , - (MG Silicon) Wy —,  HSiCls . Rt o
1924 & Coke reduction| | Disolved in HCI Siemens process 1g 'Plfmt}’
in Arc furnace | at 300°C + distillation at 900°C Polysilicon
at 1800°C | S 1 "ON
: : Matitied Polysilicon
Various gases Siemens process ~6-TN
- e - Upgraded
Chemical refinement — MG Silicon
¢ 5 >5N
Solar-grade

Figure 2.2: The process of making polycrystalline silicon starting from raw materials.

Redrawn from [19].

In the process of growing single crystal silicon, the Czochralski method is used
as shown in Figure 2.3. In Czochralski process high purity silicon is encouraged to be
used as molten to form single crystal silicon. Then the substance will be heated to its
melting point (~1400°C) inside a crucible made out of quartz. Afterward, small piece of
single crystal silicon known as “seed crystal” is dipped into the saturated molten silicon
solution. Seed crystal is the tool used to grow a large crystal of the material. The large'
crystal will grow when the seed crystal is dipped into the molten silicon and slowly
pulled out with rotational motion. During this time the rod and the crucible rotate in
opposite direction to minimise the effect of convection in the melt. In the manufacturing
of silicon single crystal, the temperature gradient, pulling rate and rotation speed

influences the size of single crystal. As the seed crystal slowly pulled upward, the
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molten silicon is solidified as same as the seed. The result is the large cylindrical single
crystal silicon which is called ingot or boule. The ingot can be grown to (300-400) mm
in diameter with a length of about 1 m [20]. Using diamond wire saw, the ingot is then
sliced into cylindrical disc shape silicon wafers with the thickness of about 200 to 500

um and a resistivity of about 1 Qcm [21,22].

Pull
A
— TN
— A
-— Seed crystal
/
Silicon boule > boule and molten

- -« | Rotate in opposite

T / direction

Molten Polysilicon

\__/

Figure 2.3: The Czochralski process. The seed crystal is dipped into molten polysilicon

and then pulled upwards while rotating to produce silicon boule. Redrawn from [23].

It should be noted that silicon has indirect bandgap of 1.12 eV at room
temperature with a low absorption coefficient (@) < 50 cm’! [24,25]. For these reasons,
in silicon solar applications the thickness of the silicon layers should be thick enough in

order to effectively absorb the photons.
According to the reported data, the manufacturing cost of crystalline silicon

modules has dropped from $4 per W in 2007 to $0.50 per W in 2014 [26].
2.2.1.2 Polycrystalline silicon solar cells

Polycrystalline silicon can be obtained by pouring the molten silicon into a cast
and then slowly cooled down until it solidifies. Then, the rectangular block of the

polycrystalline silicon were cut into small wafer with the area of 156 mm? [27].
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Therefore, it is easier to arrange these rectangular shape wafers on a rectangular piece of
glass. In terms of manufacturing cost polycrystalline solar cells are less expensive and
less efficient than those of monocrystalline solar cells. The lower efficiency of the
polycrystalline silicon solar cells is due to the presence of grain boundaries which can
act as recombination or scattering centres for photogenerated charge carriers in the
device [28]. Polycrystalline solar cells can be recognised by its light or dark blue colour.
Also, visible grains of polycrystalline silicon create metal flake effect while
monocrystalline silicon solar cells have dark black colour [29]. In terms of temperature

tolerance, polycrystalline silicon solar panels are better than monocrystalline solar

panels.
2.2.1.3 Amorphous silicon solar cells

Amorphous silicon (a-Si) or disordered silicon has been extensively used in
solar cell applications. Generally, a-Si suffers from poorer quality due to the presence of
large number of dangling bonds and defect states (10'°-10%°) cm™ in the material [30].
Also, in a-Si the density of defect states increase when it is exposed to light and it is
known as Staebler-Wronski effect [31]. The dangling bond can be passivated by adding
hydrogen into the a-Si. This process is called hydrogenation and it effectively reduces
the density of states in the bandgap of a-Si. The hydrogenated amorphous silicon (a-
Si:H) have some advantages over the crystalline silicon (c-Si). The technology of
processing a-Si:H is relatively simple and inexpensive. The a-Si:H has a direct energy
bandgap in the range 1.7-1.9 eV and absorption coefficient of 10* cm™ near its bandgap
[32,33]. For this reason, for a given thickness, a-Si:H absorb much more photons than c-
Si. In addition, much less materials are required for a-Si:H and also this material can be
deposited on a wide range of substrates including flexible, curved and roll-away type
substrates. Other advantages of a-Si:H is that it can be easily grown and doped by some
conventional semiconductor growth techniques such as sputtering, glow discharge
plasma process [34], reactive evaporation [35] and plasma enhanced chemical vapour
deposition (PECVD) [36] etc. The high efficiency monocrystalline silicon solar cell has

been achieved by incorporation of a-Si in the device as previously shown in Figure 2.1.
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2.2.2 III-V compound semiconductor solar cells

III-V semiconductor solar cells consist of the layers with elements from group
IIT and V of the periodic table. The main III-V semiconductor compounds include InP,
GaAs, InSb, InAs, GaP and GaSb. These materials play an important role in the
development of optoelectronic devices and high efficiency solar cells [37]. The energy
bandgap of the InP and GaAs are 1.35 eV and 1.42 eV respectively [38,39]. The direct
bandgap and high absorption coefficient of the InP and GaAs compounds make them
suitable for solar cell applications. So far, the highest efficiency reported for GaAs and
InP thin film solar cells under AM1.5 at ~300 K are 28.8% and 22.1% for the cell areas
of 0.99 cm?and 4.0 cm? respectively [40]. Also, the highest module efficiency achieved
for GaAs is 24.1% for a module area of 858.5 cm? [40].Also, GaAs and InP have high
electron mobility values within their crystals which make these materials suitable in
high efficiency solar cells application. The reported electron mobility values for GaAs
and InP are ~7000 cm®V's™ and ~5400 cm?V's! respectively [41,42].

Other II-V semiconductor compounds such as GaP can be used as window
material in multijunction solar cells due to their wide direct bandgap in the range
~(2.87-2.96) eV [43]. Also, GaP can have indirect energy bandgap in the range (2.26-
2.66) eV [43] which makes this material suitable in the manufacture of low-cost red,
yellow and green light-emitting diodes (LEDs) [44].

Also ternary and quaternary semiconductor compounds can be formed by
combination of three or four elements of the III-V semiconductors. The ternary
compounds (InGaP, InGaAs, AlGaAs and InAlIP) and quaternary compounds (GalnAsP
and GaInNP) have been used in multijunction solar cells. The efficiency value reported
in 2013 for InGaP based solar cells is about ~21% [40]. Also, the efficiency of 37.9%
has been reported for InGaP/GaAs/InGaAs mutltijunction solar cells with the cell area
of ~1.05 cm® under AM1.5 and ~300 K [40]. Under concentrated sunlight, the
efficiencies of 46.0% and 29.1% have been reported for the GaInP/GaAs mutltijunction
cells and GaAs single cells with same cell area of 0.05 cm? respectively [40]. These
efficiency values have been reported between the years 2013 and 2014.

There are various growth techniques which have been used to grow group HI-V
semiconductor compounds. These growth techniques include molecular beam epitaxy
(MBE) [45], magnetron sputtering [46], metalorganic chemical vapour deposition

(MOCVD) [47] and etc.
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2.2.3 Chalcogenide semiconductor based solar cells

Chalcogenides are compounds that consist of the chemical elements in group VI
(chalcogen) of the periodic table. This group is known as oxygen family and consists of
the elements, oxygen (O), sulphur (S), selenium (Se), and tellurium (Te). The
Chalcogenide semiconductors can be formed by combination of at least one metallic
element and one chalcogen. The chalcogenide semiconductors can be divided into
different categories such as I-VI (e.g. CuO and Cu,S), II-VI (e.g. CdS, CdTe, ZnTe and
ZnS), MI-VI (e.g. Inse and In,S;3), IV-VI (e.g. SnS), I-III-VI (e.g. CulnSe; (CIS),
CulnGaSe, (CIGS) and I-II-IV-VI (Cu,ZnSnS; (CZTS)). In these categories of
semiconductors, CdS and ZnS are mainly used as buffer/window materials while CdTe,
Cu,S, CIS, CIGS and CZTS have been used as absorber materials.

There are currently many research groups in the field of solar cells which are
working on CdTe, CIGS and CZTS based thin film semiconductors. The main aims of
these research groups are to make the solar cells cheaper or more efficient in order to be
a viable alternative energy resource. CdTe has a direct energy bandgap of 1.45 eV at
room temperature [48]. The energy bandgap of the CIGS can be tuned from 1.00 to 1.70
eV depending on the amount of Ga in the CIGS layer [49]. Recently, First Solar
announced the new world record efficiency of 21.5% for CdTe based thin film solar
cells with the cell area of 0.34 ¢cm?[40,50]. So far, the world record efficiency for CIGS

2 solar cell area as reported by

based thin film solar cell is 21.7% for a 0.49 cm
Stuttgart’s Centre for Solar Energy and Hydrogen Research on 2014 [40,51]. The
highest module efficiency reported for CdTe and CIGS thin films are 17.5% and 15.7%
respectively [40]. Also, there are lots of interests on CZTS solar cells because it is
composed of abundant and inexpensive copper, zinc, tin and sulphur materials. The best
efficiency for CZTS solar cells is 12.6% for a 0.42 cm? cell area which has been
announced by Solar Frontier, a Japan-based thin-film solar technology company on
2013 [40].

There are many methods to grow chalcogenide semiconductor materials. Fér
example the low cost growth techniques used to grow CdTe and CdS thin films includes
electrodeposition (ED) [52,53] and chemical bath deposition (CBD) [54]. Some of other

methods used to grow these materials are sputtering [55], vacuum evaporation [56],

closed space sublimation (CSS) [57] etc.
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2.3  Organic solar cells

Organic solar cells (OSCs) are promising devices in the solar photovoltaic
energy conversion and have shown potential to harness solar energy in a cost-effective
way. OSCs are fabricated from organic compounds usually polymers and also known as
polymer solar cells. The history of the organic solar cells dates back to 1958 when
Kearns and Calvin reported a photovoltage of 200 mV for magnesium phthalocyanine
(MgPh) disks coated with a thin film of air-oxidized tetramethyl p-phenylenediamine
(TM¢D) [58]. In 1974, Ghosh et al observed a maximum power conversion efficiency
of 0.01% using Al/MgPh/Au cell structure [59]. In 1986, a power conversion efficiency
of 1.0% has been achieved by Tang using copper phthalocyanine and a perylene
tetracarboxylic derivative and under simulated illumination of AM2 [60]. Since then,
significant improvement in OSCs has been achieved by development of the bulk
heterojunctions (BHJ), better junction engineering and better materials purity and
control. In 2005, Yang et al [61] achieved power conversion efficiency of 4.4% for a
OSCs based on a bulk heterojunction of polymer poly (3-hexylthiophene) (P3HT) and
methanofullerene. Afterward, P3HT system became a standard in OSCs and acting as a
basis for most attempts to commercialise OSCs. There are lots of reports on OSCs
showing promising results in power conversion efficiency [62,63]. In 2013, Hosoya et
al has reported an efficiency of 11.0% for OSCs with a cell area of 0.99 cm’ [64].

It is worth mentioning that the mechanism of OSCs and inorganic solar cells are
different. In inorganic solar cells, electron-hole pairs are generated in the bulk of the
absorber material. These electron-hole pairs are not strongly bound together and will be
separated due to the existence of built-in electric field within the device. In OSCs, the
coulomb attraction force between the electron and hole is stronger than inorganic
materials due to their lower relative permittivity. For this reason, the absorbed photon in
OSCs does not directly create an electron-hole pair but it creates an exciton. The
binding energy of the exciton (200-400 meV) is much larger than the thermal energy kT
at room temperature (~25 meV) [65,66]. In order to overcome the binding energy of
this exciton, the heterojunction structure has been used as shown in Figure 2.4. In this
structure, the HOMO (highest occupied molecular orbital) and LUMO (lowest
unoccupied molecular orbital) have discontinuity at their energy band diagram. The
terms HOMO and LUMO are respectively equivalent to the valence band (VB) and

conduction band (CB) in the inorganic solar cells. Due to the comparatively higher
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energy levels of left molecule (donor) are always higher than that of the right molecule
(acceptor), therefore, it is energetically favourable for the electron to hop from donor
molecule (left) to the acceptor molecule (right) as shown in Figure 2.4. It is important to
note that due to the band discontinuity at the interface it is very unlikely that electron
overcomes the potential barrier to return to the donor molecule (left). Also, the holes
will stay on the left side (donor) due to the presence of potential barrier at the donor-
acceptor interface. However, if the interface is very defective, then there will be a
chance for a fraction of electrons to be trapped in these defects. In order to overcome
this problem, two different metal contacts with two different work functions are used in
the device (e.g Al and ITO). It is also important to note that the diffusion length of the
exciton is typically ~10 nm whereas the thickness of the absorber material needs to be
at least 100 nm to effectively absorb the light [67]. This means that a very thin or very
thick layer of donor and acceptor molecule on top of each other would not be sufficient

in effective absorption of light.
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Qi)
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Figure 2.4: The energy band diagram of organic semiconductors. Redrawn from [68].

This is because, when two layers are thin, the solar cell will be transparent and when the
layer is thick, then the solar cell will absorb only a fraction of light within an exciton
diffusion length of the interface. Therefore, only a few electrons and holes will be

generated. In both cases, the photocurrent will be very small. The solution for that is the
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bulk heterojunction (BHJ) structure as shown in Figure 2.5. In this structure, the two
molecules are mixed such that the distance between each point in the volume to the next
interface is within about 10 nm. In order to transport the electron and hole to their
respective contact, hole transport layer (HTL) and electron transport layer (ETL) need
to be used (see Figure 2.5). In the standard BHJ structure, the ITO is coated with a hole
transport layer (HTL) while the electron transport layer (ETL) is coated on top of the
photoactive layer (a blend of donor and acceptor materials). Usually, thin films of doped
conjugated  polymer  like =~ PEDOT:PSS [poly(3,4-ethylenedioxythiophene)
poly(styrenesulfonate)] or a thin oxide layer (e.g. MoO3) have been used as HTLs

7 » 6

whereas oxide layers such as ZnO or titanium oxide (TiO>) have been used as the ETLs
! 4 Donor

[69-71].
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Figure 2.5: Architecture of bulk heterojunction (BHJ) organic solar cells. Redrawn

from [70].

Some advantages of organic solar cells include; (i) low-cost (ii) ability to utilise
large area solar panel, (iii) contains flexible solar module, and (iv) can be fabricated
using roll-to-roll production. The major disadvantages of organic solar cells are their

operational life-time is not as long and their power conversion efficiency are still lower
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than inorganic and Si-based solar cells. In photovoltaic application, most of the organic
thin films have been deposited by low-cost and non-vacuum growth technique such as
spin coating [72], sol-gel [73] and screen printing [74]. Also, organic thin films have
been grown using vacuum systems including organic vapour phase deposition (OVPD)

[75], thermal evaporation [76] etc.
2.4  Dye-sensitised solar cells

Dye-sensitised solar cell (DSSC) is a class of low-cost solar cells which have
been co-invented by Michael Gritzel and Brian O’Regan in 1988 [77]. This name is
given, because it mimics the photosynthesis process by absorbing natural light using a
light-sensitive dye. In 1991, Gritzel and co-workers achieved a conversion efficiency of
~7% using DSSC [78]. In 2012, the efficiency of DSSC was increased to 11.9% for a
cell with active area of 1 cm’ T40]. Two years later, Gritzel et al increased the
efficiency to 13% by molecular engineering of the DSSC [79].

The DSSC consists of a wide bandgap mesoporous n-type semiconductor (TiO,)
which serves as electron transport medium, a dye which is the main light absorbing
material, a Redox electrolyte couple (I713") for the regeneration of the dye and two
electrodes (anode and cathode) [80]. The mechanism of the DSSC is based on the
photoelectrochemical (PEC) process. Figure 2.6 represents the energy band diagram and
step by step operating principle of DSSC.

Step 1: The dye molecule is initially in its ground state (S), when photons strike
the cell; the dye molecule gets excited from its ground state (S) into excited state (§%).
The excited dye molecule has now enough energy to overcome the energy bandgap of
the semiconductor.

Step 2: The excited dye molecule (S*) is oxidised and an electron is injected
into the conduction band of the semiconductor and leaves the dye in an oxidised state S™.
The injected electron moves freely towards the anode (TCO) due to the slope produced
in the energy band diagram of the semiconductor and transported to the external load.

Step 3: The iodide (I') in the electrolyte donates an electron to the oxidised dye
molecule (S*) and return it to its original state, S. At the same time, when iodide (I')
donates its electron, the tri-iodide (I3") is generated.

Step 4: When electron moves from anode to cathode through external load, the

tri-iodide (I3) gain an electron (reduces) at the cathode and iodide (I) is regenerated
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again. Therefore, the electric current is generated continuously as long as photons hit

the dye molecules.

The open-circuit voltage (V,.) of the DSSC corresponds to the differences
between the redox potential of the electrolyte and the Fermi level of the semiconductor

as shown in figure 2.6.
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Figuer 2.6: Principle of operation and energy band diagram of dye-sensitised solar cells.

Y

Redrawn from [78].

In DSSC, the wide bandgap semiconductor oxide layers are usually used as
photoanode. Some examples of these oxide layers are TiO, [80], ZnO and Nb,Os [81].
This oxide layers can be deposited using different methods such as mechanical
compression [82], spin-coating [83], sol-gel [84], screen printing [74] and etc. Also,
platinum and carbon electrodes have been used as courter electrodes (cathode) in DSSC.
The most common dye materials that have been investigated and used in the DSSC
include ruthenium (II)-polypyridine complexes and Triphenylamine-based dyes [85].
The main advantages of DSSC are; (i) the DSSC are cost-effective, (i) thin film
deposition is carried out in a normal atmospheric condition and DSSC is manufactured
using low-energy consumption, (iii) it is a fast deposition process and can be easily

scaled up. The major disadvantage of DSSC is that the liquid electrolyte used in DSSC
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is temperature sensitive, i.e. at low temperature the electrolyte can freeze and at high
temperature the electrolyte can expand which makes the sealing of the solar panel a

major problem and can seriously reduce the performance of the solar cells.

2.5  Hybrid solar cells

Hybrid solar cells focus on innovative concepts towards more efficient solar
cells using both organic and inorganic materials. The aim of using hybrid solar cell is to
combine the unique properties of low-cost organic materials with highly efficient, well-
characterized inorganic materials [86]. Currently, the hybrid solar cells have attracted
great attention from the PV community. Although, hybrid photovoltaic has the potential
to achieve high power conversion efficiency, yet the observed efficiencies are lower
than inorganic solar cells.

The main materials which are currently used in the fabrication of hybrid solar
cells are Si, cadmium compounds, metal oxide nanoparticales and low bandgap nano
particles and carbon nanotubes (CNTs) [87]. Also, the DSSC which is presented in the
previous section are typically hybrid solar cells. Another class of hybrid solar cells is
similar to DSSC because it uses the nanoporous metal-oxide inorganic matrixes (e.g.
TiO, and ZnO). However, instead of dye or electrolyte, conjugated polymer such as
polythiophene derivative has been incorporated in the device architecture [88]. Also,
hybrid solar cells based on heterojunction of CNTs and n-type Si has been reported with
power conversion efficiency of more than 7% [89,90]. The efficiency of 11.3% has also
been reported for c-Si/PEDOT:PSS (poly(3,4-ethylenedioxythiophene) polystyrene
sulfonate) devices in 2012 [91]. Zielke ef al in 2014 has achieved the efficiency of
17.4% for c-Si/PEDOT:PSS hybrid solar cells using backPEDOT cell structure [92].
Also, there are many reports on the inorganic/polymer hybrid solar cells fabricated
using semiconductors such as CdSe nano rod [93], CdSe quantum dot [94], and ZnO
nano wires [95]. However, the power conversion efficiencies of these hybrid solar cells.
are still low. The perovskite solar cells, a new generation of DSSC solar cells, are also
hybrid solar cells which have raised high hope for a future of high efficiency solar cells

[96]. More details about the perovskite solar cells are presented in chapter 10.
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2.6 Conclusions

Different classes of photovoltaic solar cells including inorganic, organic, dye-
sensitised and hybrid solar cells were presented in this chapter. The importance and
efficiencies of each class of solar cells were discussed. So far, the winner in the
worldwide PV markets is inorganic solar cells. In the inorganic group, the GaAs-based
solar cells lead the efficiency record while Si-based solar cells are in the second place.
The multijunction cells and single cells GaAs-based solar cells have reached the
efficiency of 46.0% and 29.1% respectively under concentrated sunlight with the
module efficiency of 24.1% for GaAs thin films. Si solar cells as second winner of this
group, has the efficiency of 25.6% for monocrystalline module and 20.8% efficiency for
polycrystalline laboratory-scale cells. The CdTe and CIGS thin films also in the
inorganic solar cells group have reached the lab-cell efficiencies of 21.5% and 21.7%
respectively. The best module efficiency obtained for CdTe and CIGS thin films are
17.5% and 15.7% respectively. Also, the cost-effective organic and hybrid solar cells

follow the inorganic solar cells with the promising results in the near future.
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Chapter 3: Thin films deposition techniques

3.1 Introduction

Thin film deposition can be defined as a process of adding a thin layer (few
nanometer (monolayer) to several micrometers) of one material on another (substrate).
The study and development of thin film deposition techniques have played an important
role in the development of optoelectronic devices, semiconductors and solar cells. There
are large numbers of deposition techniques used to grow thin films for different
applications. Most of these growth techniques are capable of producing high quality
thin films using complex systems at a very high manufacturing cost. However, there are
other growth techniques that can deposit good quality thin films at lower cost. New
researches aim to reduce the cost of production and improve the performance of the
devices. To date, the cost of many devices including solar cells has been reduced by
using thin films [1,2]. The efficiency can also be increased by understanding the science
behind the thin films and deposition techniques. Generally, the thin films deposition
techniques can be mainly classified in two categories; the physical deposition
techniques and chemical deposition techniques [3]. This chapter presents the various

deposition techniques used for the growth of semiconductor thin films.

3.2  Physical deposition techniques

Physical deposition techniques refer to the different vacuum deposition methods
used to deposit thin films by the transportation and condensation of a vapourised form
of desired film material onto the substrate surface [4]. The coating method includes
purely physical processes such as high temperature vacuum evaporation with
subsequent condensation or plasma sputtered bombardment rather than involving a
chemical reaction at the surface to be coated as in chemical vapour deposition [5]. The-
main physical deposition techniques include sputtering, molecular beam epitaxy (MBE)

and closed space sublimation (CSS) which will be presented in the following sections.
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3.2.1 Sputtering

The word sputtering refers to the ejection of atoms from the surface of the target
material when it is bombarded by the energetic particles (ions) [6]. The sputtering is
principally based on the momentum transfer concept. The basic operating principle of
sputtering deposition is shown in Figure 3.1. In sputtering process, target material (the
material desired to be deposited) is bombarded with energetic ions, usually inert gas
such as argon ions (Ar"). When argon ions collide with atoms on the surface of target,
then, the surface atoms are ejected and move towards the substrate and start to condense

into film. The whole process takes place in a vacuum chamber.

Substrate and film growth

L 1
Sputtering gas ———p A —_—
e_©O
0 K
© (@)
Ar? 00 O
@)

| _1

+ — Sputtering target

Figure 3.1: Basic operating principle of sputtering deposition technique. Redrawn from

[7].

There are basically four methods to sputter the material onto a substrate. The
method is known as Direct current (DC) sputtering and the second one is called as radio
frequency (RF) sputtering. The third and fourth methods are referred to as magnetron
sputtering and reactive sputtering [8]. The DC sputtering is the simplest sputtering
process which is mostly used in the deposition of metallic materials. However, in DC
sputtering method, an electrically conductive target is required and the dielectric and
inorganic materials such as oxides cannot be deposited using this method. DC sputtering
has been widely used to deposit thin films such as indium tin oxide (ITO) [9], ZnO [10],
and CdS [11].
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The RF sputtering technique is more flexible than DC sputtering method and
non-conducting (insulating) targets such as silicon oxide and polymers can also be used
in sputtering process. In RF sputtering the alternating current (AC) is used instead of
DC current in order to avoid the accumulation of positive charge on the surface of the
target. In this method, the insulating target can be sputtered by applying a radio frequency
(RF) at 13.5 MHz [12].

In the magnetron sputtering method, a strong magnetic field is generated near
the target area. The strong magnetic field prevents the electrons being attracted towards
the substrates and results in better sputtering process. Many semiconductor thin films
have been deposited using magnetron sputtering. These semiconductor thin films
include CdTe [13], CdS [14], ZnS [15], ZnO [16] and GaAs [17].

The most complex sputtering method is the reactive sputtering process. In this
method, a reactive gas and argon ions are used together to form a plasma. During this
process, the reactive gas is activated and chemically combines with the target atoms to
form a compound. The oxygen and nitrogen gases have been widely used as reactive

gases in the deposition of dielectrics, resistors and semiconductors [18-20].

3.2.2 Molecular beam epitaxy (MBE)

MBE is a physical evaporation process with no chemical reaction involved in
the deposition process. In this technique, thin epitaxial films of wide vafiety of materials
such as oxides, semiconductors and metals can be deposited. Also, in MBE growth
technique, high purity materials (>99.99999% purity) can be grown with high precision
(<0.01 nm) in a ultra-high vacuum facility (basic pressure 10719 mbar) [21]. Generally,
in MBE the growth temperature is lower than other physical evaporation techniques
(PVD). The advantage of low temperature processing is that it minimises the
“qutodoping or intermixing effect” during growth. The autodoping is basically due to
the out diffusion from substrate into the epitaxial layer and vice versa or evaporation
from the substrate and reintroduction from the gas stream [22].

In order to grow crystalline materials using MBE system, a substrate or base
materials such as Si, Ge or Ga is placed on the heater block such that it can be brought
close to the source ovens (effusion cell or effusion gun) containing the constituent
atoms or molecules in the form of gas. Each effusion cell has its independent heating

coil so that the source material can be separately heated up to its evaporation
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temperature. Then, a precise beam of atoms or molecules are fired from effusion guns
onto substrate. During this process, the hot substrate is continuously rotated in order to
obtain a uniform deposition. Each effusion guns contain a shutter so that firing of
different atoms onto substrate can be controlled by opening or closing each individual
shutter. The fired atoms or molecules from the effusion cells eventually land on the
surface of the substrate and condense on to systematic ultra-thin films as shown in

Figure 3.2.
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Figure 3.2: Molecular beam epitaxy (MBE) growth system. Redrawn from [23].

The advantages of MBE technique are the growth of high-quality and low defect layers.
Also, in MBE highly-uniform thin films can be precisely doped at carefully controlled
way. However, this method has some disadvantages such as low crystal growth rate
(few microns per hour) which means that it is more suitable for laboratory-scale
scientific research. Also, MBE is a very costly and sophisticated system and it requires
high vacuum condition and expert attention. Lots of thin-film semiconductors have been
grown using this technique including HgCdTe [24], ZnTe on GaAs [25], Si on Si [26]
and GaN on GaAs [27].



3.2.3 Closed space sublimation (CSS)

Closed space sublimation (CSS) also known as closed space vapour transport
(CSVT) is a dry vapour deposition technique. Figure 3.3 shows the schematic diagram
of CSS deposition system. In this technique, the source material (e.g. SN CdTe powder)
is placed on high purity graphite crucible. The substrate which is also supported by high
purity graphite plate is heated to the desired temperature (e.g. 500°C for CdTe [28])
using tungsten or quartz halogen lamps. Then, the high purity graphite crucible
containing source material is heated at high temperature (e.g. 600°C for CdTe) [28]. In
this process, the source material is sublimed and condensed on the substrate. During the
deposition, the distance between source material and substrate is kept at constant
distance ranging between few millimetres to 1 cm maximum in order to obtain a
uniformly deposited thin film [29]. The entire CSS process takes place in a vacuum
chamber at a pressure of about 10° mbar [30]. Also, a gas or mixture of gases (Cl, F, Ar,
N) can be added to the vacuum chamber during the growth. For example, Cl and F
gases are incorporated into CdTe layer during the growth deposition in order to enhance
the layer properties. The deposition rate in the CSS process is high as compared to other
growth techniques. For example, the deposition rate for CdTe thin film grown by CSS

method is reported as 2 um/min [31].

OO 0O0O0O0

Graphite plate
Vacuum Substrate
po= " f 8 4 F F o

Material source (CdTe)
Graphite crucible

Q@OQOO

Tungsten halogen
lamp (heater)

Figure 3.3: Schematic diagram of CSS deposition system made for growth of CdTe

layers.
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The CSS is one of the various growth techniques which can be used in large area
manufacturing process and has been widely used in solar cell applications due to its
efficient material utilisation. Also, high quality semiconductor material such as CdTe
layer has been grown by this technique [32-34]. Other semiconductor materials grown

by CSS technique include CdS [35], ZnTe [36], ZnS and CdSe [37] etc.
33  Chemical deposition techniques

The chemical deposition is a chemical process technique which has been used to
grow high-quality and high performance solid materials. This process has also been
used in manufacturing of thin film semiconductors. The chemical deposition technique
can be mainly classified into two categories; the gas phase and liquid phase deposition

process.
3.3.1 Gas phase deposition

The gas phase deposition includes a wide variety of thin film growth techniques
such as metalorganic chemical vapour deposition (MOCVD), plasma enhanced vapour
deposition and photo-chemical vapour deposition etc. These techniques are presented

and discussed in the following sections.
3.3.1.1 Metalorganic chemical vapour deposition (MOCVD)

Metalorganic chemical vapour deposition (MOCVD) sometimes called
metalorganic vapour phase epitaxy (MOVPE) is used to grow epitaxial, polycrystalline
compound semiconductors, and amorphous as well as dielectric thin films [38]. In this
technique the source material which are in the form of gas are transported and then
deposited onto the substrate. The source materials usually used in MOCVD are the
various mixtures of organometallic compounds and hydrides. In MOCVD process, the
metal alkyl such as dimethyl cadmium (CH3),Cd or trimethyl gallium (CH3);Ga are
used as the metal (group II or group III) source and the non-metal (group V or group VI)
source are usually AsH3, PH3, H,Se or dimethyl tellurium (DMTe) [39]. In the reaction

chamber and at elevated temperature the source materials decompose and the desired
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film such as III-V and II-VI compound semiconductors and alloys are deposited on the
substrate.

In MOCVD, the pressure used in the reaction chamber is typically in the range
(25-1000) mbar which is much different than MBE [40]. The main advantages of
MOCVD method are that it is capable of producing high quality pure and dense
materials. Also, a uniform film with good adhesion and reproducibility can be deposited
at high deposition rate. Also, complex-shape can be easily coated with this technique.
The major disadvantages of MOCVD are that the source materials used are expensive
and highly toxic, flammable, explosive and corrosive. In addition, it is not easy to grow
stoichiometric multicomponent material using this method [40].

MOCYVD is increasingly being applied in fabrication of multijunction solar cells
used in space application [40]. Also high quality LEDs based on InGaAlP and III-nitride
has been grown by MOCVD techniques [41,42]. Also, large number of semiconductor
have been grown using this technique. Some of these semiconductors include GaAs [43],

AlGaAs [44], CdTe [45], CdS [46], ZnS [47] and ZnSe [48] etc.
3.3.1.2 Plasma enhanced chemical vapour deposition (PECVD)

Plasma enhanced chemical vapour deposition (PECVD) is an excellent
technique for growth of thin films at lower temperature without losing film quality. For
example silicon dioxide (Si0,) can be deposited by PECVD at 300 to 350°C while CVD
requires temperatures in the range 600 to 850°C for depositing thin films with the same
quality [49]. In PECVD, plasma is generated by electrical energy at a pressure in the
range (0.01-1.0) mbar and this energy is transferred into a gas mixture. As a result, the
gas mixture is transformed into reactive radical such as ions, neutral atoms and
molecules or other excited particles. These ions, atoms and molecules eventually
interact with the substrate and as a result of this interaction, thin film deposition takes
place on the substrate. In PECVD, because the interaction of these energetic particles-
occurs by collision in the gas form, therefore, the substrate can be kept at low
temperature during deposition process. Hence, the thin film can be deposited at lower
temperature as compared to conventional CVD process which is the major advantage of
PECVD [50]. Other advantages of PECVD are uniformity of the layer, good adhesion to
substrate, low pinhole density and also chamber can be easily cleaned after deposition

[51]. The disadvantages of PECVD are that the equipment is expensive and only wafer
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with small size can be placed in the deposition chamber. In addition, only one side of
the wafer can be coated with the thin film. Also, it is difficult to deposit pure and
stoichiometric material by PECVD method [51].

The PECVD has been widely used in manufacturing cost-effective materials in
the electronics, industrial and medical applications. This technique is also capable of
depositing thin films such as dielectrics or insulator (SiO, Si0,, SiON) [52], amorphous
Si (a-Si) [53], polycrystalline Si [54], CdTe [55], CdS [56], ZnS [57] and ZnO [58].

3.3.1.3 Photo-enhanced chemical vapour deposition (PHCVD)

In photo-enhanced chemical vapour deposition (PHCVD), the reactants which
are in the gas or vapour phase are activated by electromagnetic radiation (usually short
wavelength such as ultraviolet) [59]. In this process, the reactant molecules or atoms
absorb the photon energy and transform into free radical (ions) spices. Then, the free
radical spices interact to form the desired films. The formation of free radicals can be
enhanced by addition of mercury gas into the reactant gas mixture [59]. The mercury
vapour act as photosensitiser and is activated by the electromagnetic radiation from a
high intensity quartz mercury resonance lamp with a typical wavelength of 253.7 nm.
The excited mercury atoms then transfer their kinetic energy to the reactant by the
collations process and then free radicals are formed. The main advantage of this process
is that the thin films such as SiO, [60] and a-Si:H [61] can be deposited at low
temperature (typically 150°C) and also reduces the radiation damage as compared to

PECVD [59].

3.3.2 Liquid phase deposition

Liquid phase deposition (LPD) refers to wet thin film growth techniques at low
temperatures. In LPD, the thin film deposition can be carried out using electrochemical:
or non-electrochemical methods. These techniques have been widely used to grow thin
films such as metal, semiconductor and insulators for commercial applications including
optoelectronic devices and solar cells. ~ The main LPD techniques include

electrodeposition (ED), chemical bath deposition (CBD), spin coating and spray

pyrolysis.
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3.3.2.1 Electrodeposition (ED)

Electrodeposition is the process of coating of an electrically conducting object
(substrate) with a layer of metal or compounds (semiconductors) using electrical current
[62]. This technique has been widely used in industry to supress or prevents the
corrosion of a metal [63]. The electrodeposition can be carried out using conventional
three or two electrode system as shown in Figures 3.4 (a) and 3.4 (b) respectively. The
three electrode system as presented in Figure 3.4 (a) is consisted of counter electrode
(anode), working electrode (cathode), reference electrode, power supply, electrolyte,
stirrer and hot plate. In two electrode set up, the reference electrode is omitted in order
to simplify the system, reduce the cost of set up and prevent the leakage of unwanted
impurity ions from reference electrode into deposition electrolyte (see chapter 8, section
8.1 for full details). The three electrode system is usually used in most analytical
electrochemical experiments which are interested in the potential at only the working
electrode. By addition of a reference electrode (an electrode in which the potential is
constant) the current between the working and counter electrode, as well as the voltage
between the reference and working electrode can be monitored [64]. The
electrodeposition of thin films can be carried out either anodically or cathodically. In
anodic deposition, the negatively charged ions are oxidized (donate electrons) and are
attracted to the anode (conducting substrate) while in cathodic deposition, the positively
charged ions are reduced (gain electrons) and are attracted to the cathode (conducting
substrate). In semiconducting thin film growth process, cathodic deposition is more
favourable than anodic deposition. The reason is that in cathodic deposition, the
stoichiometry of the semiconductor thin films (e.g. CdS, CdTe) can be controlled easily.
Also, in cathodic deposition method, the deposited films have fewer defects and shows
better adhesion to the substrates [65]. The anodic deposition is usually used for the
growth of polymer materials since it offers better polymerization process and produces a

layer with better quality [66].
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Figure 3.4: Schematic diagram of (a) three-electrode system and (b) two-electrode

system used for electrodeposition of semiconductors. Redrawn from [67, 68].

The main advantages of electrodeposition technique are: (i) low deposition
temperature at atmospheric conditions, avoiding expensive vacuum system, (ii) p-type,
i-type and n-type semiconductors (CdTe) can be easily deposited just by varying
deposition potential [69-71], (iii) the bandgap can be engineered [69, 70], (iv) self-
purification and built-in hydrogen passivation [69,70], (v) deposition electrolyte has
prolonged life time [69,70], (vi) extrinsic dopants can be easily added to the electrolyte
during deposition [72], (vii) it is simple, material waste is minimum and low-cost [69,70]
and (viii) its proven scalability and manufacturability.

Electrodeposition has been used to grow both single crystal and polycrystalline
materials [73-75]. There are varieties of high quality materials which have been grown
by electrodeposition technique for different applications. These materials include CdTe
[76-81], CdS [82,83], ZnS [84], ZnTe [85], CdSe [86], ZnSe [72,87], GaAs [88], InP
[89], CulnSe; [71,87,90], CIGS [91], Polyaniline [92-94] etc. This technique is a

continuous process and therefore attractive in an industrial production line.
3.3.2.2 Chemical bath deposition (CBD)

In chemical bath deposition (CBD) method, precipitation of solid phase takes
place as a result of the super saturation or chemical reaction in the deposition bath. The
precipitation occurs at certain temperature when ionic product of the reactant exceeds
the solubility product [95]. When the ionic product is less than solubility product, no

precipitation takes place. This is because the produced solid phase dissolves back into
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the solution. In other words, CBD is the way of controlling chemical reaction so that
thin film can be deposited by the process of precipitation.

The CBD method is usually used for the deposition of chalcogenide thin films.
In a typical CBD method, the substrate is dipped in a solution having the chalcogenide
source, metal ions and an added base. A complexing agent is also added into solution in
order to control the hydrolysis and amount of free metal ions [96]. The CBD process
depends on the slow release of chalcogenide ions into an alkaline solution in which
metal ions are buffered at low concentration. The concentration of free metal ions is
controlled by the formation of complex species in the solution according to the

following chemical reaction [97]:
M(A)?*" o M?* + A (3.1

The concentration of free ions at certain temperature can be obtained by the
relation [97]:

———[M2+][f] =K, (3.2)
[M(A)™]

Here, the K; is the instability constant of the complex ions. It should be noted
that each different complexing agent has different instability constant. Increase in the
instability constant means that more ions are released in the solution. The stability of the
complex depends on the temperature and pH of the solution. When the temperature of
the solution increases, the complex becomes less stable while an increase in pH makes
the complex more stable [97]. The concentration of metal ions can be controlled by
controlling the concentration of complexing agent and the temperature of the solution.
There are large numbers of complexing agents used in CBD growth technique in order
to stabilise the solution bath and deposit the uniform layer with better quality. For
example, the complexing agent used to grow CBD-CdS thin films are ammonium-
hydroxide (NH,OH), citrate (CéHsO7”) and tartrate (CsH406”) [97] ions.

The CBD nﬁethod has been widely used to grow a range of I-VI, II-VI, IV-VI
and V-VI compound semiconductor thin films for different applications such as solar
cells and photodetectors. These compound semiconductor thin films include CdS, CdSe,
ZnS, ZnSe, SnS, SnSe, Ag,S, CuS, CuSe, PbS, PbSe, Sb,S3, BisS3, BisSes, etc. [98-100].

Although the method looks simple, this is a batch process, and creates large volume of
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waste solution. Specially, when used for Cd-containing compounds, toxic waste

management could be expensive in a production line.

3.3.2.3 Spin-coating technique

Spin-coating is another type of wet chemical deposition technique which has
been used for several decades in thin films fabrication. A typical process involves the
dispensing of small puddle of prepared solution onto the center of a substrate which is
attached to the spinner. The substrate spins at high speed (typically around 1000-6000
rpm) and the centripetal acceleration will cause the solution to spread all over the
substrate. At the end of this process, a thin film of desired material with the thickness in
the range of few nanometers up to few micrometers is formed on the surface of the
substrate. The thickness of the film depends on the viscosity, spin speed and spin time,
drying rate, surface tension and concentration of the solution [101]. Multilayer
structures can also be produced using spin-coating technique. Figure 3.5 show the

schematic of the spin-coating process.

Applyiqg the rotating — drying —>» Repeating to prepare
solution multilayer structures

‘ 5990

Substrate - ‘ |

B " ¥ N

Figure 3.5: Schematic of the spin-coating process. Redrawn from [102].

Some advantages of spin-coating technique are; (i) simplicity, (ii) ability to
deposit on conducting and non-conducting substrates, (iii) uniform coating and
repeatability, (iv) possibility of making well-defined film thicknesses. The
disadvantages of these techniques are; (i) the difficulty of spinning and coating of large
area samples, and (ii) only one side of the sample can be coated during spin-coating
process [103].

The spin-coting has been extensively used in industry for production of optical
mirror and photolithography [104]. Also, this technique has been used to grow thin film
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semiconductors such as TiO, [105], ZnO [106], SnO, [107] and organic semiconductors

[108-111] and single wall carbon nano tubes [112].

3.3.2.4 Spray pyrolysis

Spray pyrolysis is considered as a simple, scalable and cost-effective technique
to prepare thin and thick films. This technique has been extensively used to grow films
for various applications such as solar cells [113], sensors [1 14] and solid oxide fuel cells
[115]. Also this technique has been used for several decades in glass industry [116].

Typical spray pyrolysis equipment involves an atomiser, precursor solution,
substrate heater and temperature controller. The types of atomiser used in spray
pyrolysis includes: (i) air blast atomiser in which the liquid is exposed to the stream of
air [117], (ii) ultrasonic atomiser where ultrasonic frequencies produce the short
wavelengths necessary for fine atomisation [118], and (iii) electrostatic atomiser in
which the liquid is exposed to a high electric field [119].

In spray pyrolysis process, a solution containing the desired compound to be
deposited is prepared. This solution is then reduced to fine particles (droplet) by means
of atomiser. Then, the carrier gases which are usually non-reacting gases (e.g. N», Ar,
He) moves (spray) the fine particles onto the heated substrate. In this process, the solute
precipitates on the substrate and the solvent evaporates and eventually thin films
crystallise on the surface of substrate. The schematic of spray pyrolysis system is shown

in Figure 3.6.

Atomiser

Figure 3.6: Schematic diagram of spray pyrolysis system. Redrawn from [1 15].
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The nature of deposited films using spray pyrolysis technique depends on the
type of atomiser used, concentration of precursors in the solution, type of solvent used
and temperature of the substrate [120]. The semiconductor thin films which have been
grown using this technique include CdTe [121], CdS [122], CdSe [123], ZnS [124] and
ZnO [125].

34 Conclusions

The main thin film deposition techniques were summarised in this chapter. In
general, the thin films deposition techniques are mainly classified in two categories; the
physical and chemical deposition techniques.

Each of these deposition techniques has its own advantages and disadvantages
depending on area of interest. Generally, in physical deposition techniques which need
vacuum system, the deposition process is carried in three steps; (i) formation of an
evaporant from the source material, (ii) transport of the evaporant from the source to the
substrate, and (iii) condensation of the evaporant onto the substrate to form the thin film
deposit.

The deposition techniques which are carried out under vacuum condition
produce high quality thin films, however, they are also more expensive than non-
vacuum system due to the establishment of a vacuum, and significant amount of heat
required for evaporation of source material which requires expensive and complex
equipment. Material wastage is high in those techniques.

For large area, low-cost thin film productions, liquid phase growth techniques
(electrodeposition, spray pyrolysis) are more favourable than the gas phase deposition
techniques. Overall, in photovoltaic applications, the most important factors which

should be considered are low-cost, reproducibility, scalability and manufacturability.
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Chapter 4: Materials characterisation techniques

4.1 Introduction

Thin films are very important in many fields of modern science (e.g. solar cells
technology). For this reason, a large number of techniques have been developed for
their characterisation. These characterisation techniques provide the required
information to determine the suitability or otherwise of a particular material for specific
application. The in-depth characterisation of properties of the materials may not be
achieved by using only one technique. The effective way to extract more information
about thin films is to use the combination of techniques. These techniques are usually
employed to study the structural, compositional, morphological, electrical and optical
properties of the thin film semiconductors. This chapter presents and discusses the

widely available techniques used to characterise semiconductor thin films for solar cells

application.
4.2  X-ray techniques

The use of X-ray technique in the field of material analysis has now entered its
eighth decade. The X-ray technique covers many methods based on the scattering,
emission and absorption properties of X-radiation. The most commonly used X-ray
methods involve X-ray diffraction (XRD), Energy dispersive X-ray spectroscopy (EDX)
and X-ray fluorescence (XRF). These techniques are used to reveal the information
about the crystal structure, chemical composition and physical properties of materials
and thin films. The following sections present the principles of X-ray techniques (XRD,
EDX, XRF) used to analyse the thin films for solar cells application.

4.2,1 X-Ray diffraction (XRD)
An X-ray is a form of electromagnetic radiation with wavelengths in the same

order of typical atomic distance which is about (0.1-10) A [1]. The energy of the

electromagnetic radiation can be calculated using Equation (4.1) [2]:
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E=hy="2 @.1)

where E is the energy of the photon, 4 is the wavelength, v is the frequency, c is the
velocity of light (3x10® ms™) and £ is Planck’s constant (6.626x10™* Js). Therefore, the
energy equivalent of a 1 A (10"'° m) X-ray photon is:

_he_ (6.626x107*Js) (3x10°ms™)

_he _ o T 0 12,4 keV
A (1.602x107"°JeV ") (107%m)

The X-ray diffraction (XRD) is a non-destructive technique which is used to
determine the crystallographic structure, phase and crystallite size of the-materials.

Figure 4.1 illustrates the basic principle of the XRD.

Incident rays Diffracted rays

/\\f\e )
A J A J
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Figure 4.1: The basic principle of X-ray diffraction. The diffracted X-rays exhibit

constructive interference when Bragg’s law is satisfied.

In XRD analysis, the crystalline sample is exposed to the monochromatic
radiation (X-ray) generated by cathode ray tube. The incident ray interact with the
sample and produces constructive interference between diffracted rays when conditions
satisfy Bragg’s law. The Bragg’s law state that, the constructive interference occurs
when the path difference between two interfering waves is equal to the whole number,

(n) of the wavelength (4). The Bragg’s formula is given by Equation (4.2) [2]:
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nA=2dsin@ 4.2)

In this equation, d is the interatomic distance (lattice spacing) and @ is the angle
between the incident beam and scattering plane. The characteristic XRD pattern
generated in XRD analysis provides useful information about the crystal presented in
the sample. When the XRD pattern is compared with the standard reference pattern, the
crystalline form can be identified.

In this thesis, the X-ray diffraction (XRD) scans were carried out using Philips
PW X’pert diffractometer with Cu-Ke monochromator of the wavelength of 1.54 A at

source tension and current of 40 kV and 40 mA respectively.
4.2.2 Energy dispersive X-ray spectroscopy (EDX)

Energy dispersive X-ray spectroscopy (EDX), sometimes called Energy
dispersive X-ray analysis (EDXA) is an analytical technique used for the elemental
analysis (elemental composition) or chemical characterisation of the materials. This
technique is used in conjunction with scanning electron microscopy (SEM). In the EDX
analysis, the sample is bombarded by the high energy electron beam. The electron
beams collide with the inner shell electrons of atoms and eject them as shown in Figure
4.2. In this process, the electron from higher energy levels (outer shells) falls to the
inner shells causing the emission of X-rays with unique amounts of energy [3]. By
measuring the amount of energy released during electron beam bombardment, the
identity of the atoms can be recognised.

The EDX measurements reported in this thesis were carried out using EDX

detector attached to FEI Nova 200 NanoSEM.
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Figure 4.2: Schematic diagram of Energy Dispersive X-ray Spectroscopy (EDX).
4.2.3 X-ray fluorescence (XRF)

X-ray fluorescence (XRF) is a powerful non-destructive analytical technique
used to measure the film thickness and composition, and to determine the elemental
concentration of the solid materials and liquids. This technique has been used
extensively in many industries such as semiconductors, microelectronics, food,
agriculture, chemicals etc.

The principle "operation of XRF is similar to the EDX method. The main
difference between XRF and EDX is that in XRF the incident beam is X-ray beam
whereas in EDX the incident beam is an electron beam. In XRF technique, an electron
is ejected from inner orbital of the atom when it is irradiated with a high-energy X-ray
beam. In this process, an electron from higher energy orbital (outer shell) is transferred
to the lower energy level orbitals. In this transition process, the photon is emitted from

the atoms which are the characteristic X-ray of the element and is called X-ray
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fluorescence. Because the wavelength and energy of the fluorescence radiation is
specific for each element, therefore, the fingerprint of each element can be identified.
The relationship between the wavelength A of a characteristic X-ray photon and

atomic number Z of the excited element is given by Moseley’s law [5]:

% =K(Z -s)* 4.3)

where K and s are constants (s is called shielding constant and its value is close to one).

4.3  Optical spectroscopy techniques

The terms spectroscopy refers to the measurement of the intensity of
electromagnetic radiation as a function of wavelength. In spectroscopic techniques, the
interaction of light with matter is studied and useful information such as bandgap
energy (E,), defect levels and position of Fermi level can be extracted and analysed.
There are various spectroscopic techniques used widely to study thin films. The three
spectroscopic  techniques used in this thesis include spectrophotometry,
Photoluminescence spectroscopy (PL) and Ultraviolet photoelectron spectroscopy

(UPS). These techniques are presented and discussed in the following sections.

4.3.1 Spectrophotometry

When a beam of light is incident on a sample (semiconductor), part of the light
is absorbed, part is transmitted and the remaining portion is reflected back (scattered).
The amount of absorption, transmission and reflection of light depends on the optical
properties of the material (semiconductor thin film).

In order to determine the absorbance of a semiconductor material, a beam of
light with the initial intensity (Z,) is incident on the sample, the intensity of light
decreases exponentially with depth of semiconductor material according to Beer-

Lambert Law as shown in Equation (4.4) [6]:

1=1,e"% 4.4)
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where I is the intensity of light exiting the sample, a is the absorption coefficient or
attenuation coefficient which is usually expressed in units of cm’, and d is the distance
in which light has travelled into the semiconductor. The transmittance (7) is defined as
the ratio of the intensity of light exited from sample (/) to the initial intensity (I,)

entering the sample as given by Equation (4.5):

T=— 4.5)

The transmittance (7) can also be related to the absorbance (A) according to the

Equation (4.6) [6]:

1 1
A= logw(T") = loglo(fj (4.6)

The reflectance of the material can also be calculated from Equation (4.7):

_(n-1y?

C(n+1)? @D

where 7 is the refractive index of the material used. The absorption coefficient can be

related to the transmittance (7) and material thickness (d ) according to Equation (4.8):

o =D (4.8)

d
The absorption coefficient (o) also is related to the energy of incident light (4v)
as well as the energy bandgap of the material according to Tauc’s formula. The Tauc’s
formulas for a direct and indirect energy bandgap semiconductor are shown in Equation

(4.9) and (4.10) respectively [7]:

(ahv)* =C(hv-E,) 4.9)
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(chv)? =C (hv—E,) (4.10)

where C is a constant, E, is the energy bandgap of the semiconductor material and Av is
the energy of the incident photon. Also, the absorbance (A), transmittance (7) and

reflectance (R) of a material are related by the Equation (4.11):

A+T+R=1
4.11)

Generally, there are two types of spectrophotometers; single beam and double beam
setup as shown in Figures 4.3 (a) and 4.3 (b).

In single beam setup, the reference sample (e.g. substrate) is measured first in
order to obtain the baseline reading. Afterward, the sample (thin film grown on the
substrate) is analysed. If the intensity of light source changes slightly, this can affect the
output measurement. For this reason, after a number of measurements, the reference
sample should be used again as a baseline for recalibration in order to make sure that the

readings are accurate.
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Figure 4.3: Schematic diagrams of (a) single beam and (b) double beam
spectrophotometer. Redrawn from [8].

In double beam setup, the light coming from source lamp is split into two light
beams. The first beam is directed towards the sample and the second beam is used to
measure the reference sample. Since the reference sample is continuously being
monitored at the same time and with same light intensity passing through the sample
itself, it is no needed to recalibrate the spectrometer repeatedly.

Although the double beam setup gives more accurate results it has some
disadvantages. The main disadvantage is that in double beam unit two mirrors are
employed. If the surfaces of these mirrors are covered by dust or dirt, it will affect the
accuracy of the measurements. Additionally, the mirror replacement always should be
done in pairs to make sure that both mirrors give the same results. It should be noted
that the single beam setups are cheaper than double beam setup.

All the optical absorption results presented in this thesis were obtained using

single beam Cary 50 Scan UV/Vis spectrophotometer with.

4.3.2 Photoluminescence spectroscopy (PL)

Photoluminescence spectroscopy (PL) is a non-destructive technique used to
study the electronic structure of the materials. The PL is also a useful technique used to
identify the defect level distributions in the bandgap of semiconductor thin films. This
technique has been used for many years for material characterisation in solar cell
development.

The schematic of the PL process is shown in Figure 4.4 (a) and 4.4 (b). In PL
process, a strong light source (monochromatic light or laser) is incident on the sample
(semiconductors). The energetic photons which are electromagnetic radiation transfer
their energy to the electrons in the valence band (VB) and excite them into higher
permissible excited states or directly excite them into conduction band (CB) when the
energy of light photons is higher than the bandgap energy of the semiconductor, hv > E,.
This process is also known as photo-excitation. The hot electron produced, gradually
comes down to the minimum energy of CB through thermalisation. The excited
electrons return back to their equilibrium state either by radiative (emission of light) or
non-radiative process. The energy of the emitted light (photoluminescence) depends on

the difference between the energy levels of two electron states. When the excited
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electrons in the CB directly fall back into the VB (band to band electron transition), the
energy of the emitted light corresponds to the energy bandgap (E,) of semiconductor [9].
Otherwise, the relaxation of the excited electron will be into the defect levels which are
located within the energy bandgap of semiconductors. In order to study the fingerprint
of defect levels, the intensity of PL spectra is plotted as a function of photon energy (hv).
The higher PL intensity means the high concentration of defect level is present with
larger cross-section at that energy state. Also, the broader PL spectra indicate a large

number of electron transitions to the defect levels distinguishable in a wide range of

energy.
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Figure 4.4: Schematic of (a) PL in a semiconductor showing excited electrons in the
CB relaxing back into VB and defect levels D;, D, and D3, (b) PL spectra showing the

defect energy levels E;, E; and E3 as well as the band to band transition (E,). Redrawn

from [9].
4.3.3 Ultraviolet photoelectron spectroscopy (UPS)

In Ultraviolet photoelectron spectroscopy (UPS), the ultraviolet photons aré
used to study the surface properties of a material. However, this technique is extremely
surface sensitive in which even a monolayer of contaminant is sufficient to completely
change the signal obtained from the surface of the material [10]. For this reason, this
technique requires ultra-high vacuum (UHV) of 107'° mbar in order to avoid the

attenuation of emitted photoelectrons. The major strength of UPS technique is that it has
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the unique ability to study the electronic structure in the conduction/valence band region.
Also, this technique is used in thin film semiconductors to determine the position of the
valence band maximum (VB) and Fermi level (FL).

UPS system consists of a light source, electron energy analyser and clean
polycrystalline sample in a UHV environment as shown in Figure 4.5 (a). The UPS
method relies on the photoelectric effect through which a beam of monochromatic light
(photons) is used to eject electrons from valence/conduction band region. Usually, the
light sources used for UPS experiment are cathode discharge lamps such as Ne I, He I
and He II with the photon energies of 16.86 eV, 22.21 eV and 40.40 eV respectively.
These ranges of photon energies are enough to investigate the entire band structure
regions of most materials.

When a monochromatic light strike the semiconductor materials, the
photoelectrons from the valence band or lower-lying core levels are ejected. The
measurement of the kinetic energy of the ejected photoelectrons is called ultraviolet
photoelectron spectroscopy. The kinetic energy (KE) of the ejected photoelectron can be

measured using Einstein formula as shown in Equation (4.12):

KE=hv—-BE (4.12)
where hv is the energy of the incident monochromatic light photons and BE is the
binding energy or sometimes called ionisation energy of the electrons. In order to

analyse UPS data, the intensity of the UPS spectra is plotted as a function of KE of the

photoelectrons as shown in Figure 4.5 (b).
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Figure 4.5: (a) Schematic of UPS system and (b) Typical UPS spectra from a metal

surface. Redrawn from [11].

4.3.4 Raman spectroscopy

Raman spectroscopy as a non-destructive technique used to identify the
molecular fingerprint, crystallinity, strain and stress of the solid-state materials [12].
This technique is based on the inelastic scattering of monochromatic light, generally a
laser source. Inelastic scattering means that the frequency of incident photons or
monochromatic light changes upon interaction with the materials. In this process, the
frequency of the reemitted photons is shifted up or down as compared to the original
monochromatic frequency. This process is known as Raman Effect or Raman shift.
This shift provides useful information about the vibrational, rotational and other low-
frequency transitions in molecules.

In Raman spectroscopy, molecules are deformed and polarised by the electric
field of the oscillating electromagnetic radiation. Due to the interaction between the
monochromatic light and the sample, molecules start to vibrate. In other words,
monochromatic light with frequency v, excite molecules and transforms them into
oscillating dipoles. In turn, the oscillating dipoles emit light with different frequencies
(lower or higher) as compared to the frequency of incident light [13]. The emitted light
is detected by a photon detector and then analysed. The resulting data is collected in the
form of Raman spectrum which is used as a fingerprint to identify the materials. In this
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thesis, all the Raman spectra were recorded by Renishaw’s Raman (argon laser with an

excitation wavelength of 514 nm) spectrometer.

44  Electron beam microscopy techniques

In these techniques, electron beams are used to create images of samples. These
techniques are capable of obtaining images with higher resolution and magnification as
compared to light microscopes. The two major electron beam microscopy techniques
are scanning electron microscopy (SEM) and transmission electron microscopy (TEM)

which are presented in the following sections.

4.4.1 Scanning electron microscopy (SEM)

Figure 4.6 shows the main features of a scanning electron microscope (SEM)
which includes the electron gun, the anode, the lenses, the scanning coils and objective
lenses to manipulate the emitted electrons from the electron gun. There are also three
detectors in the SEM system in order to collect all the signals emitted by the sample.
These signals are emitted due to the interaction of high energy electron beam with the
specimen.

In an SEM experiment, the specimen is placed in a chamber and the pressure is
reduced to ~(10°-1077) mbar to create vacuum environment [14]. Then, the electron gun
which is usually made of a tungsten filament heats up to about 2400°C where it starts
emitting electrons. These electrons now are accelerated down the column with the help
of the anode. The accelerating potential can be within the range of (1-30) kV depending
on the type of materials used for the experiment. The electrons accelerated by the anode
are usually scattered. For this reason, the magnetic lenses are used to focus them into a
narrow electron beam. These lenses also control the number of electrons reaching the
sample. The scanning coils purpose is to deflect the electron in x and y-directions so
that the surface of the sample can be scanned. The final focusing of the electron beam is
done by the objective lens. Then, the high energy electron beam interacts with the
sample and different signals are emitted. These signals are then collected by a relevant

detector and used to create an image of the surface.
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Figure 4.6: Schematic diagram of a scanning electron microscope.

There are basically three types of signals being detected by the electron
microscope. These signals are the secondary electrons, the backscattered electrons and
characteristic X-rays. These signals are promoted from different depth of the sample
depending on their energy and nature. When electrons from primary electron beam
interact with the sample, some electrons are ejected from the surface of the sample.
These electrons are called secondary electrons. The secondary electrons have very low
energies, so they can escape the material from near the surface (5 nm depth) [15]. The
secondary electrons are then collected and detected by the positive charge collector and
the secondary electron detector respectively. The generated signal is used to create the
secondary electron image of the surface.

Also, some of the electrons from the primary electron beam interact with the
sample in such a way that they do not lose much energy. These electrons will go deeper
into the sample (400 nm depth) and come out in the similar direction. These electrons
are called backscattered electrons and are collected by backscatter detector. The
generated signals are then used to collect some information about the composition and

crystal structure of the sample.

75



When the primary electron beams have sufficient energy, then they will excite
the atoms of the sample and during relaxation process, the characteristics X-rays are
generated. These X-rays are then collected (2 um depth) by the EDX detector which
allows measuring the atomic composition of the sample. The SEM is capable of
producing an image with a resolution of (1-10) nm and their magnifications can reach
500,000 [16].

The SEM images recorded in this thesis were carried out using FEI Nova 200

NanoSEM.

4.4.2 Transmission electron microscopy (TEM)

The operation principle of the transmission electron microscope (TEM) is
similar to light microscope. However, the main difference between TEM and a light
microscope is that in TEM technique, an electron beam is used instead of light. Also,
TEM and SEM methods are similar in some way. The major differences between TEM
and SEM are; (i) in TEM method the energy of electron beam (40-400 kV) is typically
higher than those of SEM (1-30 kV), (ii) in TEM technique the prepared samples are
ultra-thin (5-10 nm) so that high energy electron beam can easily transmit through it.
The TEM system is able to produce the image with a resolution of 0.2 nm at a
magnification of 50 million times, required for atomic imaging [17,18]. TEM technique
can provide detailed information about the structural quality such as the roughness of
interface, lattice defect (e.g. dislocation), crystalline structure, chemical composition
and morphology of the thin films. Figure 4.7 shows the schematic diagram of a typical

TEM setup.
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Figure 4.7: Schematic diagram showing main features of a TEM setup.

The TEM technique requires a high vacuum with a pressure of ~10"" mbar [19].
In TEM, the electrons are emitted from the electron gun (heated tungsten filament
cathode). The electron beam is then accelerated by an anode at high voltage (40-400
kV). The accelerated electrons are then focused by electrostatic and electromagnetic
lenses and are directed towards the sample. When the high energy electron beam
reaches the sample, part of the beam is transmitted and the other part is scattered. The
transmitted electron beam which carries information about the structure of the sample is
then magnified by the objective lens of TEM. Then, the image is recorded by projecting
the magnified electron image onto a fluorescence screen coated with phosphor. The
fluorescence screen is attached to the charge-coupled device (CCD) by means of fibre

optic light-guide. Then, the image is detected by the CCD and is displayed on a monitor.
4.4.3 Atomic force microscopy (AFM)

Atomic force microscopy (AFM) is a powerful surface analytical technique used

to produce a high-resolution topographic image of the sample. As compared to SEM
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and TEM techniques, AFM does not require the vacuum environment. This technique is
able to create 3D-image of the surface features and also can magnify the surface of the

sample up to 10® times [20]. Figure 4.8 shows the schematic of the AFM setup.
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Figure 4.8: Schematic diagram of the AFM setup.

An AFM uses a cantilever (200-600 um length) with a very sharp tip to scan
over the sample surface. The AFM tips are usually made of SiN or etched Si with
typical diameter in the range ~(15-25) nm and height of ~(10-20) um [21]. The
geometrical size and shape of the tips can affect the resolution of the AFM image. As
the tip approaches the surface, the close-range attractive forces (Van der Waals force)
between the surface and the tip cause the cantilever to bend toward the surface.
However, as the cantilever even brought closer to the surface, increasingly repulsive
forces (electrostatic forces) cause the cantilever to bend away from the surface. An
AFM has a z-scanner which moves the cantilever up and down and x-y scanner which’
move the sample back and forth underneath the cantilever. Also, it has a position
detector which records the bending of the cantilever. The position sensor tracks the laser
beam that is reflected from the flat top of the cantilever. Any bending of the cantilever
will cause changes in the direction of the reflected beam. The position detector then

tracks and records those beam changes.
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Using the detection method explained above, an AFM image of the sample is
obtained by scanning the cantilever over the region of interest. The raised and lowered
features on the sample surface influence the bending of the cantilever measured by the
position detector and 2D or 3D-images of the surface can be created.

There are three major methods of AFM image; (i) contact mode, (ii) non-contact
mode and (iii) intermediate contact mode (tapping mode) [22].

In contact mode, the cantilever scans across the sample with its tip touching the
sample surface. Because the tip is in contact with the surface, a strong repulsive force
causes the cantilever to bend as it passes over the surface features. The advantage of this
method is the relative simplicity of its technology. However, one disadvantage of this
method is that, the sample can be damaged by the gauging action of the sharp tip.
Furthermore, while the tip is gauging away at the surface, it also grinds down the tip
which reduces the quality of the image. The contact mode is usually used in surface
imaging of the rigid materials.

In the non-contact mode, the cantilever oscillates above the surface while it
scans but the tip does not touch the surface. A precise high-speed feedback loop is used
to keep the cantilever tip from crashing into the surface. This mode retains the tip
sharpness and leaving the surface untouched. As the tip approaches the surface, the
interaction between the tip and the surface cause the oscillation amplitude of the
cantilever to decrease. The feedback loop corrects for these amplitude deviations and
constructs an image of the surface topography.

In the tapping mode, the tip is in contact with the surface to provide high
resolution and then lifting the tip off the surface to avoid dragging the tip across the
surface which produces the best AFM results. In the tapping mode, the cantilever
oscillates at much higher amplitude of oscillation when the tip is not in contact with the
surface. The bigger oscillation makes the deflection signal large enough for the control
circuit and hence an easier control for topographic feedback. The tapping mode is the
preferred mode of scanning for soft materials such as polymers and biological samples-
[23].

The AFM images presented in this report were obtained from Nanoscope Illa
multimode atomic force microscope (AFM) at Sheffield Hallam University and JSPM-
5200 AFM at Kazakhstan (Sokolsky Institute of Organic Catalysis and Electrochemistry,
Almaty).
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4.5  Electrical characterisation techniques

The performance of the solar cell devices essentially depends on the electrical
parameters and electronic properties of the semiconductor thin films. In order to
improve the quality of semiconductor thin films and develop solar cell technology, the
electrical properties of the semiconductor should be understood. The electrical
characterisation techniques can be used to investigate the electrical properties and
improve the electronic quality of semiconductor thin films. These characterisation
techniques are able to determine electrical parameters such as resistivity, charge carrier
mobility, carrier concentration, depletion width, carrier lifetime, deep impurity levels
etc. In this section, the common techniques which have been used to determine the

electrical parameters and properties of the semiconductor thin films are presented.
4.5.1 Direct current (DC) conductivity measurements

A simple method to determine the electrical conductivity (o) of the
semiconductor thin films is to apply DC voltage to the semiconductor sample. A DC
ammeter is used to measure the corresponding DC current flowing through two ohmic

contacts fabricated to the semiconductor layer as shown in Figure 4.9 (a).
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Figure 4.9: (a) Schematic of circuit diagram used to measure DC conductivity of
semiconductor thin films, (b) Typical I-V characteristics measured to determine the

resistance of the semiconductor thin film using Ohm’s law.
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The electrical circuit arrangement presented in Figure 4.9 (a) results in the
straight line I-V characteristics as shown in Figure 4.9 (b). The slope of straight line is
used to determine the resistance, R (Q2) of the semiconductor by applying Ohm's law as

shown in Equation (4.13):

r=2V (4.13)

The electrical resistivity, p (Qcm) is also related to the resistance of the material

according to the Equation (4.14):
L
rR=LE 4.14)

where L (cm) and A (sz) are the thickness and cross-sectional area of the
semiconductor thin films respectively. By re-arrangement of Equation (4.14), the
electrical resistivity of the semiconductor thin film can be obtained as shown in

Equation (4.15) [25]:

RA

p=_L_ (4.15)

The electrical conductivity is the reciprocal of the electrical resistivity according to the

Equation (4.16) [25]:

o=— (4.16)

4.5.2 Photoelectrochemical (PEC) cell measurements

The photoelectrochemical (PEC) cell measurement is a simple technique used to
determine the electrical conductivity types of semiconductor thin films. The PEC cell
technique is usually used when a semiconductor layer is grown on a low resistance

conducting layer. For example, in some growth techniques such as electrodeposition, a
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conducting layer (transparent conducting layer (TCO)) is required to grow
semiconductors. The TCO has lower resistance than the semiconductor layer, for this
reason, it is not possible to use Hall Effect technique for conductivity measurement.
Also, it is extremely difficult to detach the semiconductor thin film from the TCO layer
to perform Hall Effect measurements. Therefore, the PEC cell measurement is a suitable
alternative method to determine the conductivity types of the thin film semiconductors

grown on conducting substrates [26].
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Figure 4.10: Schematic diagrams of PEC cell showing the energy band bending at the
interface between (a) n-type semiconductor and (b) p-type semiconductor containing a

Redox couple. Redrawn from [27].

The PEC cell method relies on the formation of a solid/liquid junction when a
semiconductor is brought into intimate contact with a suitable electrolyte as shown in
Figure 4.10 (a) and 4.10 (b). A Schottky barrier is formed at the solid/liquid interface
when a semiconductor film is immersed in the electrolyte. This process creates band
bending within the semiconductor at the solid/liquid junction. The direction of band
bending depends on the conductivity type of the semiconductor. In n-type
semiconductors the band bending is upward while in p-type semiconductors, the band
bending is downward as shown in Figure 4.10. Then, the voltage across the TCO and

the counter electrode are recorded under both dark and illuminated conditions. The
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difference between the voltages under dark (Vp) and illuminated (V) conditions
represent the PEC signal or open circuit voltage of the solid/liquid junction.

The sign of the PEC signal indicates the electrical conductivity type of the
semiconductor thin film. The system can be calibrated using a known semiconducting
material. The positive and negative PEC signals respectively represent the p-type and n-
type electrical conduction. Metals, insulators and intrinsic semiconductors show zero
PEC signals due to the very narrow depletion region in the case of metals and very wide
depletion region in the case of insulators and intrinsic semiconductors. The magnitude
of the PEC signal gives some qualitative information about doping density and strength
of the depletion region [26]. Moderately doped semiconductors indicate large PEC
signals while a highly doped semiconductors show poor PEC signals [26].

4.5.3 Hall Effect Measurements

Hall Effect is a useful technique to measure the conductivity type, carrier
concentration and carrier mobility of semiconducting materials. In Hall Effect
experiment, when a magnetic field is applied to a moving charged carriers (electrons or
holes), the moving charge carriers are subjected to a force called "Lorentz force" given

by [25]:

F.  =q(vxB) 4.17)

Lorentz
where g is a signed quantity indicating charge carrier, v is the particle velocity vector,
and B is the magnetic field vector.

The Hall Effect measurement setup is shown in Figure 4.11. A voltage V is

applied in the x-direction which creates electric field as shown in Equation (4.18):

E =— 4.18
x =7 (4.18)

where L is the length of the semiconductor thin films. If the semiconductor is n-type, the
majority charge carriers which are electrons will move opposite to the direction of
applied electric field (E;), from right to left (-x). Therefore, the product of # x B will

be in the positive y-direction for a magnetic field B directed upward on the page.
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Figure 4.11: The schematic of the Hall Effect measurement setup.

Because the charge carriers are electrons, therefore the actual force will be in the
negative y-direction. This force pushes the electrons towards the front edge (toward
reader) of the semiconductor and the positive charge moves toward the back edge of the
semiconductors. Therefore, the negative and positive charge is accumulated at two
edges of semiconductor (front and back), and the electric field will be generated
perpendicular to the direction of externally applied electric field E, and magnetic field B.
Eventually, the system reaches steady-state where the electric field force due to the
charge accumulation (Hall Field, En) balances the force due to the magnetic field
(Lorentz force). When the system is at steady-state or equilibrium condition, there will
be no net force on the charge carriers. Therefore, a potential difference is created at the
front and back edges of the semiconductor which is called Hall voltage (Vy) as shown in

Equation (4.19) [25]:
Vy=wE =wE, (4.19)

where w is the width of the semiconductor film. In the n-type semiconductor, the
Vh is negative otherwise, the positive Vy represents a p-type semiconductors. When the

system is at steady-state, i.e. when the Lorenz force is equal to the Hall Field,
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gE, =qv,B—> E,=v,B (4.20)

Where the v; = vy is the carrier drift velocity and is related to current density J by:

J
J=ngv, >v,=—  (n-type semiconductor) (4.21)
nq

J
J=pgv, >v,=— (p-type semiconductor) 4.22)
rq

By substituting Equations (4.21) and (4.22) into Equation (4.20), one can obtain:

1
E, =—JB=R,JB (n-type semiconductor) (4.23)
nq
1
E,=—JB=R,JB (p-type semiconductor) (4.24)
pq

where Ry is called the Hall coefficient, also the conductivity is related to the

current density J ( Acm’®) and electric field E according to Equation (4.25):
(4.25)

where I (A) is the current, A=w.t (cmz) is the area, t is the thickness of

semiconductor. Therefore, Equation (4.25) can be rearranged into:

oA
I= (_Z_jv (4.26)

by plotting I vs. V in Equation (4.26), the resistance R of the film can be
obtained, and since A and L are known, therefore the conductivity of the semiconductor
thin film can be calculated. Also, the carrier concentrations (n and p) of the

semiconductor can be obtained using Equations (4.19), (4.23) and (4.24) as given by:
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Vy = (Q]B (n-type semiconductor) (4.27)
ngq

V, = (ﬂv—jB (p-type semiconductor) (4.28)
pa

Since the electrical conductivity (o) and carrier concentrations (n or p) are

known, the electron and hole carrier motilities (4, and p,) can be obtained by using

Equations (4.29) and (4.30) [25].

o=nqu, (n-type semiconductor) (4.29)
o= pqu, (p-type semiconductor) (4.30)

The SI unit of the carrier mobility is cm*V's™. In this thesis, all the Hall Effect
measurements were carried out using Van der Pauw Ecopia HMS-3000 System with a

magnetic flux density of 0.55 Tesla.

4.6 Conclusions

Various material characterisation techniques have been presented in this chapter.
Some of these techniques have been used to study the structural, compositional,
morphological, electrical and optical properties of the semiconductors. Other techniques
have been used to investigate the electronic structure of semiconductors such as the
position of the Fermi level and valence band and defect level distributions in the
bandgap of semiconductors. All these techniques have been used to optimise the.

semiconductor thin films grown in this project for solar cell applications.
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Chapter 5: Devices characterisation techniques

5.1 Introduction

This chapter discusses the device characterisation techniques used to determine
the response of the fabricated solar cells to the optical and electrical excitation.
Therefore, device characterisation directly deals with the finished products and also is
directly related to the final goal of all research efforts, i.e. to produce efficient solar cells.
However, the interpretation of the device measurement is complex due to the large
number of optical and electronic effects contributed to relatively featureless results such
as current-voltage (I-V) characteristics. So, the challenge of device characterisation lies
not only in the measurement of the solar cells but mostly in the analysis and
interpretation of data. There are varieties of device characterisation techniques which
can be used to characterise the solar cells. The most fundamental device characterisation
techniques are current-voltage (I-V), capacitance-voltage (C-V) and spectral response
measurement techniques [1,2]. In the I-V technique, the current of the solar cells is
measured as a function of applied voltage, illumination intensity, illumination positions
and solar cell temperature. However, measurement of the I-V curves under standard
condition is of essential importance for the determination and comparison of the opto-
electrical energy conversion process. In C-V measurement technique, the capacitance of
the solar cell is measured as a function of applied voltage. This technique is very
important in the determination of the semiconductor parameters such as doping
concentration and conductivity type. The C-V measurement is also useful in improving
processes and device performance. The spectral response technique is used to measure
the output current per unit incident optical power. This technique has been widely used
in solar cells research and development process to test the quality and reproducibility of

fabricated solar cells.

5.2  Current-Voltage (I-V) Characterisation

The I-V characterisation measures the important solar cell parameters which
give the detailed description of the ability of solar cells in converting sun’s energy into

electricity. Some important solar cell parameters such as series resistance (R;), shunt
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resistance (Rsy), reverse saturation current (I,), ideality factor (n), barrier height (¢p) and
rectification factor (RF) can be obtained from I-V measurement under the dark
condition. The major solar cell parameters which indicate the performance of the solar
cells can be measured under illumination condition including the open-circuit voltage
(V,,0), short-circuit current density (Js.), fill factor (FF) and the conversion efficiency (7).
The following sections present the I-V characteristics of the solar cell under dark and

illuminated condition.

5.2.1 I-V Characteristics under dark conditions

A solar cell under dark condition behaves like an ordinary diode. When diode is
ideal, it completely allows the electric current without any loss under forward bias
condition and completely blocks the electric current under reverse bias condition as

shown in Figures 5.1 (a) and 5.1 (b).

@) (b) 1(A)

Forward

biased
+7 K, — —ILa +
o—> -0 o—> 0

Anode Cathode cathode Anode Reverse V(V)
o—o o o biased
Close circuit Open circuit

Forward biased Reverse biased

Figure 5.1: (a) The circuit symbol of an ideal diode and (b) the I-V characteristics of an

ideal diode under forward and reverse biased conditions.

However, in a non-ideal diode, the effects of series resistance (R;) and shunt resistance

(R,1) are present in its electronic circuits as shown in Figures 5.2 (a) and 5.2 (b):
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Figure 5.2: (a) The equivalent circuit and (b) the linear-linear I-V characteristics of a

practical diode showing the presence of series resistance (R;) and shunt resistance (Rgp).

The I-V characteristics of Schottky type diode under dark condition can be
expressed by Equation (5.1) [3].

I, = SA*T?.exp (%;fb)[exp (:T‘/Tj—l] (5.1)

where
Ip is the dark current
S is the contact area (cm?)
A* is the effective Richardson constant for thermionic emission (Acm'zK'z)
T is the temperature in Kelvin
e is the electronic charge (1.602x10™" C)
@5 is the potential barrier height
k is the Boltzmann constant (1.3806x10'23 JKh
n is the ideality factor of the diode
V is the applied voltage

Equation (5.1) can also be written as:

I,=1I, |:exp (’;—VTJ —1} (5.2)



where

I, = SA*T*.exp (lkeTﬂ) (5.3)

I, represents the reverse saturation current of the diode. When the externally applied

voltage is greater than ~75 mV (V > 75 mV), the term exp [%j in Equation (5.2)
n

become much larger than unity, i.e., exp (eTVT) >>1, therefore, Equation (5.2) can be
n

simplified to the following form [3]:

ev
I, =1 .exp| — 5.4
b e Xp(nkT) 54)

By taking the natural logarithm of Equation (5.4), it can be rearranged as:

eV
Inl,=——+In/ 5.5
D nkT o ( )

Now, converting the Equation (5.5) into base-ten logarithmic form, Equation (5.5) can

be re-written as:
e
log, I, =| —— |V +log,, I 5.6
Eiofp (2303;sz] B1o %o (56)

The plot of log,, I,, versus the applied voltage (V) across the device in Equation

(5.6) is useful to obtain a number of solar cell parameters including diode rectification

factor (RF), ideality factor (n), reverse saturation current (I,) and barrier height (¢p). The’

log-linear plot of log,, I, versus V is shown in Figure 5.3.
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Figure 5.3: Typical Log-linear I-V characteristics of a diode measured under dark
condition. For convenience, both forward current (Ir) and reverse current (/g) are plotted

in the same quadrant by changing the sign of the reverse voltages.

The RF of the device can be obtained by dividing the forward current (Ir) by

reverse current (Ig) at a given voltage (V = 1.0 V) as shown in Equation (5.7) [3]:

RF = [I_FJ (5.7)
IR V=10

The RF indicates the rectifying quality of a diode, therefore, for an efficient solar
cell; a large RF is desirable although the rectification of about three orders of magnitude
(10%) is sufficient to produce good quality device.

Also, in Figure 5.3 by extrapolating straight-line portion' in the plot of log,, 1},
versus V, the gradient of the straight-line can be obtained. From the gradient, n value

can be calculated as shown in Equation (5.8) [3]:

Gradient = | ——— (5.8)
2.303nkT _
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The n value provides useful information about the current transport mechanism
through the potential barrier. For an ideal diode, the current transport takes place only
through thermionic emission over the potential barrier. Therefore, the n value is equal to
unity (7 = 1.00). When full recombination and generation (R&G) centres are present in
the depletion region and interface of the device, the current transport will be dominated
by R&G process. Therefore, the n value becomes 2.00 [3]. When both mechanisms are
present, n takes a value between 1.00 and 2.00. In a device structure, the presence of the
large series resistance (R;) makes the situation even more complicated and » value can
become greater than 2.00. When R; is large, the gradient of the log-linear curve at the
high forward-bias region reduces, therefore, the n value increases. Also, the tunnelling
effect can increase the low forward bias current through the device which in turn
reduces the gradient of the log-linear I-V curve, hence, the n value increases again [3]. It
should be noted that, for real devices, the largest gradient of the I-V curve should be
used in order to obtain the smallest value of n and more accurate results.

Also, the intersection of the largest gradient with log,,/, axis provides the

more accurate value of /,. As soon as the I, value obtained, then, the barrier height (¢p)
can be estimated using Equation (5.3).
Also, the R;and Ry, of the device can respectively be estimated from the forward

and reverse current portions of the linear-linear I-V curve under dark condition (see

Figure 5.2).
5.2.2 I-V Characteristics under illuminated conditions

The most important part of the solar cell research and development is the
measurement of the solar cell devices under illumination condition. From this
measurement, the important solar cell parameters including open-circuit voltage (V,.),
short-circuit current density (J.), fill factor (FF) and the power conversion efficiency (1)
can be obtained.

To begin, an ideal solar cell under illumination is considered first. In the ideal
solar cell the R;=0 and Rg,=00, then, one obtains the equivalent circuit of an ideal solar

cell under illumination as shown in Figure 5.4.
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Y
A

Figure 5.4: Equivalent circuit of an ideal solar cell under illumination condition.

Redrawn from [4].

In Figure 5.4, the total current (load current) of the ideal solar cell under

illumination is given by Equation (5.9):
I, =1,-1, (5.9)

where I, is the load current, Ip is the diode current under the dark condition and I,y is
the photogenerated current. It should be noted that the direction of photogenerated
current (1) is opposite to the direction of diode current (Ip) as shown by minus sign in

Equation (5.9). Substituting Ip in Equation (5.2) into Equation (5.9) one obtains:

eV
IL =10|:6Xp (ﬁ)—l}_lph (510)

when the external circuit is kept open, i.e. when the current through the external circuit
is zero, then, I = 0 and the V = V,.. Thus, Equation (5.10) takes the form of Equation
(5.11):

eV
0=1 —< |-1|-1 5.11
0|:exp(nkT) jl ph ( )

Substituting I, in Equation (5.3) into Equation (5.11) and rearrangement of Equation

(5.11) gives:
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Then, the V,. can be obtained by rearrangement of the Equation (5.12) as given by
Equation (5.13) [3]. The I,; is same as the short-circuit current (I;;) of the solar cells.
The short-circuit current (I;.) per unit area is equal to Jy, as shown in Equation (5.14),

therefore:

V. =n[¢b+%z. ln[ﬁﬂ (5.13)

Equation (5.13) shows that the magnitude of V,. depends on the values of n, ¢s,
Jic and T. From Equation (5.13), it is obvious that a larger V,.can be obtained when n
value is high. However, in a real device, the large n values (n > 2.00) means that the rate
of R&G in the device is high [3]. Therefore, J;. and V,.in the device drastically reduce,
hence, the device will show poor performance. Also, higher V,. values can be achieved
when ¢, at the interface is higher. The ¢, of the cell can be improved by incorporation
of an insulating layer between semiconductor and metal contact (MIS-type interface).
Also, V,. can be affected by the temperature of the device. As the temperature
decreases, the V,. value increases due to minimisation of the thermal agitation of the
charge carriers [3].

The I-V characteristics of a solar cell under dark and illuminated conditions can
be obtained by plotting Equations (5.2) and (5.10) together as shown in Figure (5.5). In
Figure (5.5) the V,. of the cell can be measured when no current flows through the
external circuit and I, of the cell is a measure of current when no voltage is dropped
across the external circuit. In the real device, it is more convenient to use current density
Jse (mAcm'z) instead of I,. in the measurements. The J;. can be obtained by dividing the

I, by the contact area (S) of the cell given by Equation (5.14):

sc

I
J == 5.14
S ( )
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Figure 5.5: I-V characteristics of a solar cell under dark and illuminated conditions.

Redrawn from [3].

The FF of the device can be obtained from the ratio of the maximum power of

the solar cell to the product of V,. and I, as shown in Equation (5.15) [3]:

FF =-—2—*= (5.15)

oc "~ sc

where the product of V,, and I, represent the maximum power of a cell. The FF
of a solar cell can be maximised by reducing R; and increasing Ry in the device. Also,

the efficiency of a cell (57) can be defined as [3]:

Output power 'V IV I _.FF
= = m "~ m — oc Sc (5.16)
Input power P P, :

in in

where P;, is the power density of the incident light. Because the P;, is a solar power
incident per unit area the I, should be replaced by Ji.. Therefore, Equation (5.16) can be

written as [3]:
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7(%) = Q'J;ﬂxlo()% (5.17)

in

The efficiency of a solar cell is generally measured under the standard
illumination condition i.e. AM1.5 with P;, value of 1000 Wm? or 100 mWem™.

In a practical solar cell, the effect of R; and Ry, should be considered. The R;
represents the resistive losses due to the movement of current through the bulk of
material of solar cells, the resistance between the metal contact and semiconductor and
resistance at the front and back metal contact [5, 6]. The Ry, is caused by the current
leakage across the junction of the solar cell or recombination of photogenerated charge
carriers. The current leakages are mainly due to native crystal defects or defects
introduced during manufacturing defects or inclusion of impurities in the junction
region [7]. The equivalent circuit of a practical solar cell under illuminated condition is

shown in Figure 5.6.

N\
N OV

I

Figure 5.6: Equivalent circuit of a practical solar cell under illuminated condition.

Redrawn from [8].

Equation (5.18) shows the general equation used for a practical solar cell under

illuminated condition after the addition of R, and R, into the Equation (5.10) [9]:

I, = Io[exp (ﬁ%}l}‘/"mx -1 (5.18)
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5.2.3 Capacitance-Voltage characteristics

Capacitance-Voltage (CV) method is a non-destructive measurement technique
which has been used widely in industry to determine the doping concentration, potential
barrier height, width of the depletion region and the conductivity type of the
semiconductor films [1]. In a rectifying junction device, when voltage is applied, the
charge variation within the depletion region takes place which yields a voltage
dependent capacitance. The capacitance associated with the charge variation in the
depletion region is called the junction capacitance. The junction capacitance can be
measured using the expression for the parallel plate capacitance with a separation
distance of W between the two oppositely charged plates. The junction capacitance, C

(in F), of a semiconductor depletion region is given by the Equation (5.19):

A _ 554 (5.19)

w w

C

where,

€, = &, &, is the permittivity of semiconductor (Fcm™)
g, =(8.854x10"* Fem™) is the permittivity of free space

g, is the relative permittivity
A is the contact area (cm?)
W is the width of the depletion layer (cm)
Also capacitance can be expressed by capacitance per unit area (Cy), therefore,

Equation (5.19) can be re-written as:

C [ 520

The depletion region width of a semiconductor is given by the Equation (5.21) [1]:

W Jﬁ(l_+__1_)vbi 521)
q NA ND

Where, N4 and Np are the acceptor and donor concentrations respectively and Vj;

is the built-in potential. In a one-sided abrupt junction such as p*-n junction where Ny >>
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Np, the depletion region width extends more into the n-side of the junction and in the p-
n* junction where Np>> N,, the depletion region width extends more into the p-side of

the junction. Therefore, Equation (5.21) is simplified to Equation (5.22) [1,10]:

2¢.V,
gN

W= (5.22)

Where N=Np or N=N, for p*-n and p-n* junctions respectively. Equations (5.21)
and (5.22) are based on the thermal equilibrium condition where no external applied
voltage (V) is applied across the junction. In the presence of externally applied voltage,
the total potential across the junction is modified to (V};-V), where, V has positive value
for forward bias and negative value for reverse bias. Therefore, under external applied
voltage the depletion region width for one-sided abrupt junction is given by the

Equation (5.23):

Vv
we |26Vu=V) - (5.23)

The depletion capacitance of the one-sided abrupt junction under externally

applied voltage can be obtained by substituting Equation (5.23) into Equation (5.19):

(5.24)

g, N
fzeivb, V) 2(V -V)

By rearranging Equation (5.24) and substituting Equation (5.24) into Equation
(5.20), the depletion capacitance per unit area can be obtained as given by Equation

(5.25) [1]:

Ke)

qe,N

C=== 0.7 (5.25)
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Now, a graph of C, vs. V using Equation (5.25) under externally applied voltage
gives a curve of the form shown in Figure (5.7). The value of C, at zero bias (V = 0)
gives the actual depletion capacitance per unit area (C,) of the junction. From the C,
value in the Figure (5.7), the width of the depletion region can be determined using

Equation (5.20).

Ca Forward bias

Reverse bias

0

Figure 5.7: Schematic of C, vs. V characteristics of a typical diode under forward and
reverse bias conditions. Note that, the C, value is used to determine the width of the

depletion region at zero bias voltage (V = 0).

Now, squaring both sides of the Equation (5.25), yield,

c =25 5.26
“20-7) 20

taking the reciprocal of both sides of the Equation (5.26), then [1]:

1 2

= 5.27
7= e V) (5.27)

By plotting 1/C? vs. V, in Equation (5.27), the doping concentration (N) and built-in
potential (V3;) can be determined. For an ideal diode fabricated in a semiconductor with
uniform doping, this should give a straight line as shown in Figure 5.8. The graph 1/C*
vs. V is known as Schottky-Mott plot [1]. From the Schottky-Mott plot the doping
concentration (N) and built-in potential Vj; can be determined. The slope of the
Schottky-Mott plot gives the quantity (2/ge;N) and the intercept with the V-axis give the
built-in potential value, Vj; of the device [11]. It should be noted that, N shows the
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resultant uncompensated carrier density in the semiconductor used. When the dominant
dopants in the diode material are donors, then, N= Np-Ny but when the dominant

dopants in the diode material are acceptors, then, N= N4-Np.

1/C?
A
Rev::% Forward bias
l‘/bi
>V

Figure 5.8: A typical shape of a Schottky-Mott plot for an ideal diode.

In the C-V technique, the measurement is usually carried out at high frequencies
(1.0-10) MHz due to the presence of defect states (charge traps) in the semiconductors
[12,13]. These defects are known to be slow traps, and therefore, at higher frequencies
these traps do not respond (are inactive) to fast alternative current (AC) signal [14].

Therefore, more accurate measurement can be obtained at higher frequencies.
5.2.4 Spectral response characterisation

Spectral response (SR) characterisation is an important part of the solar cells
research and development process. The data obtained from spectral response can be
used to monitor the quality and to assess the performance of the fabricated solar cells.
There are three types of spectral response which are used to characterise the solar cells.
These include; spectral responsivity (SR), external quantum efficiency (EQE) and
internal quantum efficiency (/QE) [15].

Spectral responsivity (SR) is defined as the ratio of the photocurrent (Ip) to
the incident light power (P) at a given wavelength (4). In other words, the spectral
responsivity is a measure of the effectiveness of the conversion of light power into
electrical current. The unit of the R; is amperes per watt (A/W). The spectral

responsivity is given by Equation (5.28):
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IP
SRy =L | (5.28)

External quantum efficiency (EQE) also referred to as Incident Photon to Charge
Carrier Efficiency (IPCE) is defined as the ratio of the number of charge carriers
collected by the solar cell to the number of photons of a given energy incident on the

solar cell from outside as given by Equation (5.29) [1]:

EQE = electron /sec

photons [ sec

output current/charge of one electron

= total power of photons/energy of one photon (5.29)
The EQEF can also be given by [16]:
J(A)
EQE(1)=-—"22 (5.30)
qoA)

where 1 is the wavelength of the incident photon, J(1) is the photocurrent at a given
" wavelength, g is the charge of the electron, ¢(A4)is the number of photon per unit area
per unit time per unit bandwidth of wavelength. Also, the EQE is related to the spectral
responsivity (SRy) by [16,17]:

hC SR( )

EQE(A)=SR ,, ﬂ_q ~1240 (5.31)

where h = 6.626x107 Js, is the Planck constant, ¢ = 3x10% ms", is the speed of light
and g =1.602x10"" C, is the electron charge. The external quantum efficiency depends
on both absorptions of photon and collection of charge carriers. When photons are being
absorbed and create electron-hole pairs, these charges must be separated and directed to
the external circuit before recombination. The recombination of charge carriers reduces
the EQE.

Internal quantum efficiency (IQE) shows the actual number of photons

absorbed by the solar cell in order to generate photocurrent. When photons are incident
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on the solar cell, some are absorbed, some are reflected back and the remaining part is
transmitted through the solar cell. The main difference between EQE and IQF is that, in
IQE, the reflected and transmitted photons should also be considered. The IQE can be
expressed by the Equation (5.32) which is the modification of Equation (5.31) [16]:

EQE(A) _ J(A)
[1-R-T1 qo(A)[1-R-T]

IQE(\) = (5.32)

Where R and T represent the fraction of the photons reflected by and transmitted
through the solar cell respectively. It should be noted that the JQE is always higher than
EQE. A high IQF means that most of the charge carriers created by incident photons are

separated and collected by the external circuit.

5.2.5 Conclusions

Different device characterisation techniques including I-V, C-V and spectral
response were presented in this chapter. These techniques were used to understand the
behaviour of the solar cells under investigation. The I-V characterisation helps to
understand the relationship between the current flowing through the device and the
applied voltage across the terminals. Also, I-V characterisation helps to evaluate the
performance of the solar cell in terms of its efficiency, maximum voltage and current or
peak power. The C-V characterisation reveals the voltage dependence of the bulk diode
material and provides useful information about depletion region capacitance of the solar
cells under different bias conditions and doping profile of the material used. Spectral
response characterisation provides the useful information about the solar cell
performance at different wavelengths of the solar spectrum. Also, spectral response
plays an important role in determining the possible loss mechanisms in the solar cell

devices.
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Chapter 6: Deposition and characterisation of ED-CdS window material

6.1 Introduction

Cadmium sulphide (CdS) is a group II-VI compound semiconductor with a wide
and direct bandgap of 2.42 eV at room temperature (300 K) [1]. This material has been
widely used in many applications due to its desirable optoelectronic properties. These
applications include semiconductor lasers [2], sensors [3], radiation detectors [4,5], O
[6], insulated gate thin film transistors [7], photoelectrochemistry applications [8],
photoresistors [9] and solar cells [10-13]. In its solar cell applications, polycrystalline n-
type CdS thin films with higher bandgap have been used as heterojunction partner with
lower bandgap absorber materials. Some examples of the fabricated heterojunction solar
cells using CdS as a window or buffer layers are CdS/Cu,S [14,15], CdS/CulnSe; (CIS)
[16,17], CdS/Cu(In,Ga)Se, (CIGS) [18,19] and CdS/CdTe [20-25]. Thin films of CdS
have also been used with single crystalline absorber materials such as Si, GaAs and InP
for fabrication of CdS/Si [26], CdS/GaAs [27] and CdS/InP [28] heterojunction solar
cells.

A variety of techniques have been used for the growth of polycrystalline CdS
thin films. Some examples of these growth techniques are close-space sublimation
(CSS) [29], metal organic chemical vapour deposition (MOCVD) [30], vacuum
evaporation [31], spray pyrolysis [32], chemical bath deposition (CBD) [33] and
electrodeposition [34]. Using these growth techniques, good quality polycrystalline CdS
thin films have been grown and then used in solar cell applications. However, most of
these growth techniques require expensive and complex equipment. In other growth
techniques such as CBD, the production of large Cd-containing waste is a disadvantage.
The disposal or recycling of Cd-containing waste after CBD-process introduces extra
cost into the production process. In addition, in a production line; it is preferable to use
one growth technique for the growth of both CdS and CdTe thin films in order to reduce-
the production cost. For this reason, continuous growth process such as
electrodeposition can be used to grow both CdS and CdTe layers in one production line
with reduced manufacturing cost.

In electrodeposition method, thin films can be grown by either aqueous or non-
aqueous solutions [35,36]. Some advantages of electrodeposition from aqueous

solutions over non-aqueous solutions are; in the aqueous solutions the growth
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temperature and the cost of the solvents are lower than the non-aqueous solutions. Also,
the aqueous solutions are not flammable and have higher deposition electrolyte
conductance as compared to the non-aqueous solutions [37]. For this reason, the
electrodeposition of thin films from aqueous solutions has attracted lots of attention due
to the lower cost of the deposition process and its simplicity, scalability and
manufacturability [23]. It is worth mentioning that in the electrodeposition technique,
the doping can be changed by varying the growth voltage, and hence changing the
composition of the thin films without adding external impurity dopants. Also high
quality and large-area semiconductor materials can be grown using this growth
technique [23,38,39].

In the literature, the electrodeposition of CdS thin films has been carried out
from acidic and aqueous solutions using 2-electrode and 3-electrode systems. In these
reports different sulphur precursors such as sodium thiosulphate (Na»S»O3) [40-43],
thioacetamide (C,HsNS) [44] and ammonium thiosulphate (NH4),S,03 [45] have been
used. The CdS thin films grown by these precursors were polycrystalline, homogeneous,
transparent and showed good adhesion to the underlying transparent conduction oxide
(TCO) substrates. However, the major disadvantages of these precursors are the
precipitation of elemental S and CdS particles in the solution during the growth which
can affect the quality of the deposited thin films. Electrodeposition of the CdS from
acidic and aqueous solutions using thiourea (SC(NH>),) precursor has been able to
overcome this disadvantage. The reports are scarce on the cathodic electrodeposition of
CdS thin films from thiourea (TU) precursor and used a 3-electrode system [46].

In this work, the electrodeposition of CdS was carried out cathodically using
simplified 2-electrode system. The CdS thin films were grown from a combination of
TU and CdCl,.xH,0 precursors in the acidic and aqueous solutions. The main aim of
this research is to establish an electrodeposition method with high stability of the
electrolyte, without forming precipitates. Such a process has a huge potential in

continuous growth process in an industrial manufacturing line.

6.2  Preparation of ED-CdS deposition system

An aqueous solution, 0.30 M SC(NH»), (99.995% purity) serving as sulphur
source was made in 800 ml of de-ionised water. Afterwards, 0.20 M CdCl,.xH,O (99.995%

purity) serving as the cadmium source was added into the TU solution contained in a 1000
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ml plastic beaker. The 1000 ml plastic beaker was placed inside a 2000 ml glass beaker
containing de-ionised water to achieve homogeneity in heating the solution. Afterward,
the pH of the aqueous solution was adjusted to 2.70+0.02 at room temperature using
diluted HCI or NH4OH. The temperature of the deposition electrolyte was increased to
~85°C using a magnetic stirrer hot-plate. The TEC-7 glass/FTO (fluorine-doped tin
oxide) substrates with a sheet resistance of 7 /square were cut into small pieces with
dimensions of 2x2 cm? These substrates were cleaned in an ultrasonic bath containing
detergent solution for 30 minutes in order to remove any residual particles and
contaminants. Afterwards, the glass/FTO substrates were cleaned with organic solvents
(methanol and acetone) and subsequently rinsed with de-ionised water. The
electrodeposition of CdS thin films were carried out potentiostatically using 2-electrode
system. The electrodes used for the electrodeposition of CdS thin films were high purity
graphite rods. One electrode serves as the anode while the other electrode serves as the
contact for glass/FTO cathode. The graphite rod was attached to the glass/FTO substrate
using insulating polytetrafluoroethylene (PTFE) tape. All the reagent grade chemicals
and the glass/FTO substrates were purchased from Sigma Aldrich Ltd (UK). Finally, the
computerised GillAC potentiostat (ACM instrument) was used to carry out the

electrodeposition work.
6.3  Results and discussions
6.3.1 Voltammogram

Cyclic voltammograms were recorded for the acidic and aqueous solution
containing a combination of 0.30 M SC(NH3), and 0.20 M CdCl,.xH,O in 800 ml of
deionised water. The pH of the aqueous solution was adjusted to 2.70+0.02 at room
temperature by adding diluted HCI or NH4OH. The acidic pH was used to prevent the
formation of cadmium hydroxide phase and to suppress the homogeneous precipitation:
of elemental S and CdS particles during the growth [44]. Afterward, the temperature of
the aqueous solution was raised to ~85°C. Then, cyclic voltammograms were recorded
at the cathodic potentials range (0-900) mV with the scan speed of 3 mVs™" and the

result is shown in Figure 6.1.
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Figure 6.1: A cyclic voltammogram for acidic and aqueous electrolyte containing

0.30 M SC(NH,); and 0.20 M CdCl,.xH,0 at pH of 2.70+0.02 and temperature of 85°C.

Study on the cyclic voltammograms of acidic and aqueous solution containing
SC(NH,), and CdCl, using 3-electrode system has been reported in the literature [46].
In acidic and aqueous solutions, CdCl, provides Cd** ions and the electrochemical

reaction of Cd deposition is as follows:
Cd** +2e - (Cd 6.1)

Reports show that when TU and CdCl, are mixed together in acidic and aqueous
solutions, most of the Cd** ions bond to TU and forms Cd**-TU complexes. This is due
to the high tendency of Cd** ions to coordinate with TU through S atoms [47]. For this
reason, the concentration of Cd**-TU complexes will be much higher than Cd** ions in
the deposition electrolyte. In this case, the deposition of elemental Cd shown in
Equation (6.1) can only take place at higher cathodic potentials (in this work more than
820 mV) as shown in Figure 6.1. It should be noted that, the TU is fairly stable in acidic
solution but it easily decomposes in alkaline solution. In this case, in acidic and aqueous
solution containing Cd**-TU complexes; none of the constituents, Cd** or TU, can
electrochemically reduce to give CdS but the chemical decomposition of Cd**-TU
complex is promoted under increased pH that is generated by electrochemical reduction

of hydrogen and/or oxygen as shown in Equations (6.2) and (6.3):
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2H* +2¢~ - H, (6.2)
0, + 2H,0 + 4~ - 40H~ (6.3)

These reactions raise pH at the vicinity of the electrode (FTO surface) to
promote the chemical decomposition of TU. However, in the bulk solution pH remains

low. TU undergoes decomposition when pH is raised as shown in Equation (6.4) [48]:
SC(NH3), =» H,S + NH,CN (6.4)

Then H,S react with Cd** to form CdS according to the following

electrochemical reaction:
Cd** + H,S —» CdS + 2H* (6.5)

In Figure 6.1, the gradual increase in the cathodic current in the range
~(150-740) mV during the forward scan is due to sulphur deposition and reactions
shown in Equations (6.2) and (6.3) which trigger the film growth. Further increase in
cathodic current from ~(740-820) mV results in the CdS layer formation on the FTO
surface which agrees with the experimental observations. The sharp increase in the

cathodic current at cathodic potential >820 mV is due to the deposition of elemental Cd.
6.3.2 Visual appearance of ED-CdS layers with growth voltage

Figures 6.2 (a) and (b) show the visual appearance of the as-deposited and
annealed CdS layers grown at cathodic potential range of 740 to 820 mV. For this
experiment, all CdS layers were grown on glass/FTO substrates for 2 hours duration.-
This growth voltages range was selected from cyclic voltammograms study and
experimental observations. The visual appearance can give some qualitative information
about the electrodeposited CdS layers.

Results show the light yellowish-green colours for the samples grown at lower
growth voltages. The light yellowish-green colour is due to the S-richness of the CdS

layers. This is because S (with standard reduction potential E° = -0.14 V vs. NHE)
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deposits first since it has a more positive standard reduction potential than Cd
(E°=-0.40 V vs. NHE) [49]. As the growth voltage increases gradually, more elemental
Cd is deposited and therefore layers gradually become darker in colour as shown in
Figure 6.2 (a).

From the visual appearance of as-deposited CdS layers, it is obvious that the as-
deposited CdS layers require post deposition annealing in order to improve their
microstructural and optical properties suitable for device fabrication. After annealing at
400°C for 20 minutes in air, the CdS layers become uniformly orange-yellowish colour
as shown in Figure 6.2 (b). The CdS formation is also possible by combining excess un-
reacted elemental S and Cd upon heat treatment. CdO formation is also possible by
oxidation of elemental Cd due to heat treatment in air. The energy bandgap of CdO is
~2.28 eV [50] very close to that of CdS (~2.42 eV) and therefore layers become

uniformly orange-yellowish colour.

Figure 6.2: Variation of visual appearance as a function of growth voltage for (a) as-

deposited and (b) annealed CdS layers.

6.3.3 X-ray diffraction

Figure 6.3 (a) shows the XRD patterns of the as-deposited CdS layers grown on
glass/FTO substrates at different cathodic potential range of 740 to 820 mV. This
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investigation was carried out in order to find the optimum growth voltage by observing
the most intense XRD peaks for the CdS layers. The growth duration for all the as-
deposited CdS layers was 2 hours. Among all the CdS samples, the layers grown in the
vicinity of 800 mV showed better crystallinity as shown in Figure 6.3 (b).

According to the results presented in Figure 6.3 (a), all CdS layers were
polycrystalline with hexagonal crystal structure. Three small XRD peaks observed at 26
values in the range (24.88-24.95)°, (28.21-28.57)° and (48.01-48.41)° represent the
diffractions from (100), (101) and (103) hexagonal planes respectively. The preferred
orientation peak was observed at 20 values in the range (26.53-26.59)° representing the
diffraction from (002) hexagonal plane which overlaps with a peak from the underlying
FTO. For this reason, the analysis were mainly focused on the (101) XRD peak which is
the second intense peak next to the (002) peak. In this work, the experimentally

observed XRD peaks are in a good agreement with JCPDS file number: 01-080-0006

for the hexagonal CdS.
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Figure 6.3: (a) XRD patterns of the as-deposited CdS layers grown at the cathodic
potentials range (740-820) mV, and (b) the intensity variation of (101) peak as a

function of growth voltage.

Similar hexagonal crystal structure has been reported by Yamaguchi et al for the

electrodeposited CdS layers grown on the ITO substrates from the combination of TU
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and CdCl; in acidic and aqueous solution [46]. In their reports, the (002) peak is clearly
shown to be preferred orientations due to non-overlapping (002) with underlying ITO
peaks. Also, hexagonal structure or mixture of hexagonal and cubic crystal structures
have been reported for the as-deposited CdS layers grown from different precursors
including CoHsNS [44], Na,S,0; [40] and (NH4)>S203 [45]. In these reports, the
hexagonal phases were shown to be more stable than cubic phases at high temperatures
for the electrodeposited CdS layers as the cubic phases has completely disappeared after
annealing at 400°C for 20 minutes in air.

The optimisation of the growth voltage was narrowed down by growing the CdS
layers close to the cathodic potential of 800 mV. For this reason, the CdS layers were
grown at the cathodic potentials in the vicinity of 800 mV with 1.0 mV potential step
difference while keeping other growth parameters constant. All CdS layers again were
grown on glass/FTO substrates for 2 hours. Afterwards, the as-deposited CdS layers
were annealed at 400°C for 20 minutes in air and results are shown in Figures 6.4 (a)
and (b).

In order to find the best growth voltage for the CdS layers, the intensities of (101)
peaks were plotted against the growth voltages for both as-deposited and annealed CdS
layers as shown in Figure 6.4 (c). The best crystallinities were observed for the CdS
layers deposited at the growth voltage of 797 mV before and after annealing. This
growth voltage is related to the stoichiometric point (V;) where the ratio of Cd/S is close
to unity. The lower peak intensities were observed for the layers grown away from the
growth voltage of 797 mV due to non-stoichiometric properties (S-richness or Cd-
richness) of the deposited layers (see later EDX results for compositions in section
6.3.7). It should be noted that the (101) peak intensities for all CdS layers were
improved after annealing as shown in Figure 6.4 (c). This is due to enhancement in
crystallinity, grain growth and recrystallisation in the CdS layers after annealing. This
shows that for the low temperature solution growth techniques such as electrodeposition
and CBD, the post-deposition annealing is an essential step to improve the material

quality of the CdS layers.
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Figure 6.4: The XRD patterns of (a) as-deposited, (b) annealed CdS layers, and (c) the
intensity variation of (101) peak as a function of growth voltage for the as-deposited
and annealed CdS layers. All CdS layers were grown at growth voltage ranges of 793 to

801 mV for 2 hours duration and then annealed at 400°C for 20 minutes in air.

Table 6.1 shows the variation of the FWHM and the corresponding crystallite

sizes as a function of growth voltages for the as-deposited and annealed CdS layers. The
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FWHM and crystallite size calculations were based on diffraction from CdS (101) XRD

peaks. The crystallite sizes were estimated using the Scherrer’s formula as given by [51]:

0.944
D -

= 6.6
P cos@ (66)

Where, D is the crystallite size in (nm), 4 is the X-ray wavelength in (A), B is the
full width at half maximum (FWHM) in degrees and 6 is the Bragg angle in degrees.
For the as-deposited CdS layers grown at the growth voltage ranges of 793 to 801 mV,
the crystallite size values were in the range ~(11-22) nm. After annealing, the crystallite
sizes were improved with the values in the range ~(26-33) nm. This is due to the
recrystallisation and coalescence of crystallites, reduction in stress/strain and
improvement in the structural properties of CdS layers after annealing. It should be
noted that, depending on the growth techniques and growth conditions, the crystallite
sizes of the CdS thin films can be different. In electrodeposition growth technique, the
crystallite sizes can also be different depending on the precursor, growth temperature
and pH values used for the growth of thin films [52,40,44,45]. Reports show that, CdS
layers grown by high temperature growth techniques produce larger crystallites and
larger grains as compared to the low temperature growth techniques such as CBD and

electrodeposition [53,54].

Table 6.1: Variation of crystallite size as a function of growth voltage for the as-

deposited and annealed CdS layers based on (101) peak.

Growth 20 FWHM Crystallite size
voltage ) ®) (nm)
(mV) As- Annealed As- Annealed As- Annealed
deposited deposited deposited
793 28.44 28.28 0.519 0.259 16 33
794 28.25 28.28 0.779 0.324 11 26
795 28.21 28.32 0.519 0.324 16 26
796 28.27 28.57 0.519 0.324 16 26
797 28.41 28.26 0.389 0.259 22 33
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798 28.38 28.26 0.779 0.324 11 26
799 28.49 28.41 0.779 0.259 11 33
800 2841 28.27 0.779 0.324 11 26
801 28.39 28.26 0.519 0.259 11 33

6.3.3.1 Effect of annealing temperature on the XRD patterns of ED-CdS layers

This experiment was carried out to study the effect of different annealing
temperatures on the XRD patterns of the electrodeposited CdS layers. For this reason,
CdS layers were grown on glass/FTO substrates at cathodic potential of 797 mV for 2
hours duration. Then, the as-deposited samples were divided into nine parts; the first
part remained as as-deposited and remaining eight parts were annealed at different
temperatures, ranging from 200 to 550°C. The annealing time for each sample was set
to 20 minutes in air. The aim of this experiment was to find the optimum annealing
temperature for the CdS layers and results are shown in Figures 6.5 (a) and (b).

Results show that as the annealing temperature increased from 200 to 450°C, the
(101) peak intensity were also increased gradually. However, the intensity of the (101)
peak were reduced when the annealing temperature exceeds 450°C. These results clearly
show that the crystallinity of the CdS layers improves as the temperature increases from
200 to 450°C. Further increase in the annealing temperature (above 450°C), lead to the
reduction in the intensity of (100), (101) and (103) peaks. At the annealing temperature
of 550°C, the (100) and (101) were reduced drastically (approximately disappeared)
which clearly indicates the material losses by sublimation (see SEM images in section
6.3.6.2). In addition, two new peaks appeared at 20 = 21.44° and 20 = 40.99° after
annealing at temperature of 550°C which is corresponding to the diffraction from
CdS,07 (002) and (052) monoclinic planes. These two peaks are in good agreement
with JCPDS file number: 01-078-1874 for the monoclinic CdS;0;. These observations'
show that when CdS layers are annealed at high temperature (550°C) in air, the layers
oxidised and CdS,0; phase was formed. Depending on the XRD results obtained in this
section and optical absorption spectra (see section 6.3.5) and SEM images (see section

6.3.6), the optimum annealing temperature was found to be 400°C for 20 minutes.
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Figure 6.5: (a) Variation of XRD patterns and (b) (101) peak intensity for the as-
deposited and annealed CdS layers at different temperature ranges of 250 to 550°C in air.
Note that, the CdS layers were grown on glass/FTO substrates at cathodic potential of

797 mV for 2 hours duration. The annealing time for each sample was set to 20 minutes.
6.3.3.2 Effect of annealing time on the XRD patterns of ED-CdS layers

In this experiment, the effects of annealing time on the XRD patterns of the
electrodeposited CdS layers were studied. Therefore, the CdS layers were grown on
glass/FTO substrates at cathodic potential of 797 mV for 2 hours duration. Then, the
CdS layers were divided into seven parts; the first part left as-deposited and the
remaining six parts were annealed at 400°C in air for different durations of 5, 10, 15, 20,
25 and 30 minutes, respectively and results are shown in Figures 6.6 (a) and (b).

Results show that as the annealing time increase from 5 to 30 minutes, the
intensity of (101) peak intensity also increases gradually. The increase in the (101) peak
intensity is due to the recrystallisation, grain growth and improvement of the structural
properties of CdS layers after annealing in air. Reports show that annealing in the
presence of oxygen promotes the formation of nano crystallites in the CdS thin films.
Also, oxygen promotes the recrystallisation and interfusion at CdS/CdTe interface

which in turn improves the solar cells performance [55]. In addition, incorporation of
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oxygen during the growth or annealing improves the electrical parameters and material

characteristics of CdS/CdTe solar cells [56].
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Figure 6.6: (a) Variation of XRD patterns and (b) (101) peak intensity with annealing at
400°C for different durations for the CdS layers. The CdS layers were grown on
glass/FTO substrates at cathodic potential of 797 mV for 2 hours duration.

Table 6.2 shows the crystallites sizes for the CdS layers annealed at 400°C for different
durations of 5 to 30 minutes in air. The crystallite sizes were estimated using Equation
6.6. Results show that as the annealing time increase from 5 to 30 minutes, the

crystallites sizes also increases from ~11 to ~44 nm.
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Table 6.2: Variation of the crystallite sizes with annealing time for the CdS layers. All

CdS layers were annealed at 400°C in air for different durations of (5-30) minutes.

Annealing time 20 FWHM Crystallite size
O ©) ©) (nm)
As-deposited (0) 28.25 0.779 11
5 28.34 0.324 26
10 28.29 0.259 33
15 28.29 0.259 33
20 28.23 0.259 33
25 28.28 0.227 37
30 28.23 0.194 44

6.3.4 Variation of thickness with growth time for the ED-CdS layers

Thickness measurement is important in thin film solar cells development. The
CdS thickness can directly affect the performance of the solar cells. In the device
application, CdS thin films are usually used as a window or buffer layers. Reports show
that CdS with a thickness of ~100 nm can absorb about 63% of the incident photons
with energy greater than the bandgap (E,) of CdS due to its high absorption coefficient
of about 10* to 10° cm™! [57, 58]. For this reason, in order to increase the photocurrent
in the solar cells, the CdS thickness should be as low as possible ~(50-80) nm [59]. It
should be noted that by lowering the thickness of CdS, the possibility of creation of
pinholes in the layer also increases. These pinholes create shunting paths within the
CdS/CdTe solar cells which will affect the performance of the solar cells. Reducing the
thickness of CdS can also adversely affect the open circuit voltage (V) and fill factor
(FF) of CdS/CdTe solar cells [12]. The ability to grow pinholes-free CdS layers with
low thicknesses depends on the growth technique and substrate used.

In this work, the CdS layers thicknesses were measured experimentally using
UBM microfocus optical depth profilometer (UBM, Messetecknik GmbH, Ettlingen,
Germany). The theoretical thicknesses were estimated using Faraday’s law of

electrolysis for comparison as shown in Equation 6.7 [60]:
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T (6.7)

Where T is the thickness of the CdS layer, J is the average deposition current density, M
is the molecular weight of the CdS, n is the number of electrons transferred in the
reaction for formation of one molecule of CdS (n = 2), F is the Faraday’s constant and
pis the density of CdS.

Figure 6.7 shows the variation in CdS thicknesses as a function of growth time.
Both theoretical and experimental values show approximately linear increase in film
thickness with deposition time. The difference in the theoretically estimated and
experimentally measured thickness values is due to the loss of some electronic charges
in the electrolyte during electroplating. In this experiment, the error in thickness

measurement was about +50 nm.
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Figure 6.7: Theoretical and experimental thickness variation with growth time for the

as-deposited CdS layers grown at cathodic potential of 797 mV.
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6.3.5 Optical absorption spectrophotometry
6.3.5.1 Effect of growth voltage on the optical properties of ED-CdS layers

Figures 6.8 (a) and (b) show the (ahv)? vs. photon energy (hv) for t\he as-
deposited and annealed CdS layers grown at the cathodic potential ranges of 793 to 801
mV, in the vicinity of V; = 797 mV. The CdS layers were grown on glass/FTO
substrates for 2 hours duration. Afterwards, CdS samples were cut into two parts; the
first part was remained as as-deposited and the second part was annealed at 400°C for
20 minutes in air for comparison. In this work, all direct energy bandgaps were
estimated by extrapolating the straight-line to the photon energy axis where the
(ahv)® = 0. The aim of this experiment was to study the effect of different growth
voltage on the optical properties of the CdS layers.

For the as-deposited CdS layers shown in Figure 6.8 (a), as the growth voltage
increases the gradient of the optical absorption edge also increases gradually while the
energy bandgaps reduce. The gradual reduction in energy bandgaps is due to the
incorporation of more elemental Cd in the CdS layers as the growth voltage increases as
shown in Table 6.3 and Figure 6.9. It should be noted that Cd is a metallic element,
therefore, incorporation of more elemental Cd in the CdS layers lead to the reduction in
energy bandgap. Also, experimental observations show that as the amount of elemental
Cd increases in the as-deposited CdS layers, the layers become darker in appearance
showing the reduction in energy bandgap.

The estimated energy bandgap values for the as-deposited samples grown at
cathodic potential ranges of 793 to 801 mV were in the range (2.53-2.58) eV as shown
in Table 6.3. The higher energy bandgap values at lower growth voltages can be due to
the S-richness of the layers or nano crystalline nature of the ED-CdS layers. Also,
presence of pinholes or gaps in between grains in CdS layers can provide easy path for
UV-vis light to pass during optical absorption measurement which can lead to the-
increase in energy bandgap.

After annealing, as the growth voltage increases gradually the gradient of the
optical absorption also increases gradually and reaches its maximum values at 797 mV
as shown in Figure 6.8 (b). Above 797 mV, the gradient of optical absorption reduces
again. Results show that, after annealing the energy bandgap values of the as-deposited

samples were shifted towards the lower energy in the range (2.42-2.48) eV as shown in
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Table 6.3. It should be noted that, the lowest energy bandgap value (Eg = 2.42 eV) were
observed at V; = 797 mV, which coincide with that of the bulk CdS. When the growth
voltage deviate from V;, the energy bandgap increases due to the non-stoichiometric
effect, and exposure of gaps between the grains as shown in Figure 6.9. Also, reports
show that incorporation of higher amount of oxygen in the CdS during annealing can
suppress the Te diffusion from CdTe into the CdS layer. Therefore, the formation of
CdS«Tey alloy with lower bandgap can be suppressed, and hence, the photo-response

in the short wavelength region can be improved [61].
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Figure 6.8: Optical absorption spectra of (a) as-deposited and (b) annealed CdS layers
at 400°C for 20 minutes in air. The CdS layers were grown on glass/FTO substrates at

different cathodic potential range of 793 to 801 mV for 2 hours duration.

Table 6.3 and Figure 6.9: Variation of energy bandgap with growth voltage for the as-
deposited and annealed CdS layers at 400°C for 20 minutes in air. The CdS layers were
grown on glass/FTO substrates at different cathodic potential ranges of 793 to 801 mV.

for 2 hours duration.
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Figures 6.10 (a) and (b), respectively show the transmittance spectra of the as-
deposited and annealed CdS layers grown on glass/FTO substrates at the cathodic
potential range of 793 to 801 mV for 2 hours durations. Results show the large scatter in
the transmittance spectra of the as-deposited samples as compared to the annealed
samples. In the as-deposited samples, as the growth voltage increases transmittance
reduces gradually. The gradual reduction in transmittances can be due to the gradual
increase in the amount of elemental Cd as the growth voltage increases as shown in
Figure 6.10 (a).

Experimental observations show that the transmittance values were in the range
of (28-80)% at the wavelength ranges of (530-800) nm for the as-deposited samples.
After annealing, the transmittances of the CdS layers were improved and absorption
edges became sharper. Also, annealing brought the transmittance spectra closer together
and narrow them down to the ranges of (68-89)% within the same wavelength range of
(530-800) nm as shown in Figure 6.10 (b). The highest transmittance was observed for_
the annealed sample grown at stoichiometric growth voltage of V; =797 mV. When the
growth voltage deviates from Vj, the transmittance values show reduction due to non-
stoichiometric properties of the layer. The CdS layers with higher transmittance and

sharper absorption edges are more suitable for solar cells application.
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Figure 6.10: Transmittance spectra of (a) as-deposited and (b) annealed CdS layers

grown for 2 hours at different cathodic potential range of 793 to 801 mV.

6.3.5.2 Effect of annealing temperature on the optical properties of ED-CdS

layers

In this experiment, CdS layers were grown on glass/FTO substrates for 2 hours
duration. All CdS layers were grown at cathodic potential of 797 mV and then the
samples were divided into nine parts. The first part of the sample was left as as-
deposited and the remaining eight parts were annealed at different temperatures in the
range of 200 to 550°C, respectively. The annealing time for each sample was set to 20
minutes in air. This experiment was carried out in order to study the effect of different
annealing temperatures on the optical properties of CdS layers.

Figures 6.11 (a) and (b), respectively shows the optical absorption and transmittance
spectra of the CdS layers annealed at different temperatures in the range of 200 to
550°C. The absorption spectra show that as the temperature increases from 200 to
400°C, the gradient of the optical absorption and transmittance increase as shown in.
Figures 6.11 (a) and (b). The highest gradient was observed for the layers annealed at
400°C. Also, the energy bandgap values gradually reduce as the temperature increases
from 200 to 400°C and reach its minimum value of 2.44 eV at 400°C as shown in Table
6.4. Further increase in the annealing temperature (above 400°C) results in the gradual
increase in energy bandgap values and transmittance. The increase in the optical
bandgap values and transmittance for the annealing temperatures of more than 400°C
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can be related to the appearance of cracks, pinholes and material loss by sublimation of

CdS materials (see SEM images in section 6.3.6.2). In this work, these results show that

the annealing temperatures of more than 400°C are not suitable for ED-CdS layers. The

best annealing temperature for CdS layers is identified as 400°C.
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Figure 6.11: (a) Optical absorption and (b) transmittance spectra of CdS layers

annealed at temperature range of 200 to 550°C. All CdS layers were grown on

glass/FTO substrates at growth voltage of 797 mV for 2 hours duration and annealing

time for each sample was set to 20 minutes in air.

Table 6.4: Variation of energy bandgap with annealing temperature for the CdS layers

annealed at different temperature range of 200 to 550°C. For each sample the annealing

time was set to 20 minutes in air.

Annealing As-
temperature deposited | 200 | 250 | 300 | 350 | 400 | 450 | 500 | 550
(°C)
Energy bandgap
E; +0.01 (eV) 2.63 2.62 (258 [252(249|2.44|245|247|248
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6.3.5.3 Effect of annealing time on the optical properties of ED-CdS layers

In the previous section, the best annealing temperature was found to be 400°C
for CdS layers. In this section, the effect of annealing time on the optical properties of
the CdS layers is studied. For this reason, the CdS layers were grown on glass/FTO
substrate at cathodic potential of 797 mV for 2 hours duration. Then, the as-deposited
sample was cut into seven parts. The first part was left as as-deposited and the
remaining six parts were annealed at 400°C in air for different durations of 5 to 30
minutes, respectively. The aim of this experiment was to find the best annealing time at
400°C for the CdS layers.

Figures 6.12 (a) and (b) show the optical absorption and transmittance spectra of
the CdS layers annealed at the temperature of 400°C for different durations of 5 to 30
minutes in air. Optical absorption spectra clearly show that as the annealing time
increases, the gradient of the optical absorption edge also increases while the energy
bandgap values reduce. The energy bandgap value for the as-deposited layers was 2.63
eV. After annealing for 30 minutes, the energy bandgap value was shifted towards the
lower energy value of 2.42 eV as shown in Table 6.5. In the as-deposited sample shown
in Figure 6.12 (a), the absorption edge was not well-defined. It should be noted that for
the annealing time between 5 and 20 minutes, transmittances show improvements as
compared to the as-deposited layers. However, for the annealing time of more than 20
minutes, the reduction in the transmittance was observed as shown in Figure 6.12 (b).

These results show that the annealing time for the CdS layers should not exceed
20 minutes. Therefore, based on the experimental observation in this work the best
annealing temperature and annealing time for the CdS layers were found to be 400°C for

20 minutes in air.
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Figure 6.12: (a) Optical absorption and (b) transmittance spectra of CdS thin films

annealed at 400°C for different durations of (5-30) minutes in air.

Table 6.5: Variation of the energy bandgap with annealing time for CdS layers. All

CdS layers were annealed at 400°C for different durations of 5 to 30 minutes in air.

Annealing time As- 5 10 | 15 | 20 | 25 | 30
(minutes) deposited
Energy bandgap + 0.01 (eV) 2.63 249|246 244|244 | 243|242

6.3.6 Scanning electron microscopy (SEM)

6.3.6.1 Variation of ED-CdS surface morphology with growth voltage

In this experiment effect of growth voltage on the morphological properties of
the CdS layers were studied. Figures 6.13 (a)-(e) and 6.13 (f)-(j), respectively shows the
SEM images of the as-deposited and annealed CdS layers grown at different growth
voltage range of 740 to 820 mV. All CdS layers were grown on glass/FTO substrates
for 2 hours duration and then the as-deposited samples were annealed at 400°C for 20

minutes in air for comparison of SEM images.
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SEM images of the as-deposited samples show that as the growth voltage
increase from 740 to 780 mV, the grain sizes gradually reduce from ~225 to ~120 nm
as shown in Figures 6.13 (a)-(e). At the growth voltage ranges of 780 to 800 mV, the
grain sizes start to increase again reaching approximately to the same values of ~225
nm. The SEM images show that the FTO surface was fairly covered with the CdS grains
at the growth voltage ranges of 740 to 800 mV. However, small gaps/pinholes were also
observed in-between the CdS grains. Further increase in the growth voltage, beyond 800
mV, shows the reduction in grain sizes and produces CdS layers with poor morphology.
This can be due to the deposition of more elemental Cd at higher growth voltages.

The same trend was observed for the SEM images of the annealed CdS layers.
The only differences was that the grain sizes of the CdS layers slightly increased after
annealing as shown in Figure 6.14. In this experiment, samples grown in the vicinity of

800 mV were shown to have better glass/FTO surface coverage with lower number of

gaps/pinholes in between the grains before and after annealing.
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different growth voltage ranges of 740 to 820 mV for 2 hours duration.
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Figure 6.14: Variation of average grain size as a function of growth voltage for the CdS

layers. All layers were grown on glass/FTO substrates for 2 hours duration.

Figures 6.15 (a) and (b), respectively show the SEM images of the surface and
cross section of the as-deposited CdS thin films grown at optimum growth voltage of
797 mV for 2 hours duration. At the 650,000x magnification, the SEM image of as-
deposited CdS layer show that the layers contain nano crystallites in the range of ~(11-
22) nm. The agglomeration of these nano crystallites produces small clusters/grains
with the sizes in the range ~(60-225) nm as shown in Figure 6.15 (a). In this figure, the
gaps in-between the grains can be clearly observed. The presence of these gaps can be
due to the upward growth nature of the electrodeposition technique and the substrate
used. The FTO substrates are known to have rough and spiky surface as shown in
Figure 6.15 (b). During electrodeposition, the electric fields at these spikes are higher
than those of the valleys. In this case, nucleation starts at these spikes and tends to grow
upwards perpendicular to the FTO surface. This will create columnar-like growth for
the electrodeposited thin films as seen in Figure 6.15 (a). The columnar growth
behaviour has some advantages and disadvantages. The disadvantages of columnar.
growth are pinholes formation and creation of non-uniformity in the electrodeposited
layers. These pinholes are known as shunting paths and should be treated otherwise they
will drastically reduce the efficiency of the fabricated thin film solar cells due to short-
circuiting of front and back contacts after metallisation. The advantages of the columnar
growth are the high crystallinity and high electrical conductivity along the columnar

shape grains. In this case it is easier for charge carriers to flow normal to FTO surface
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with higher mobility during PV action of CdS/CdTe solar cells with minimized
scattering from the grain boundaries [62].

The SEM cross section image of the as-deposited CdS layers with magnification
of 200,000x show good CdS grains coverage of the FTO surface. However, the non-
uniformity at the surface of the CdS thin films can be due to the high surface roughness
of the underlying glass/FTO substrate and also can be due to upward growth nature of
the electrodeposited layers. The average thickness of the as-deposited CdS layer
estimated from SEM image was ~120 nm. In addition, some voids were observed at
FTO/CdS interface. These voids can be originated from the columnar type growth,

incomplete cleaning or introduced during the sample preparation for SEM experiment.
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Figure 6.15: Surface and cross section images of the as-deposited CdS layers grown at
cathodic potential of 797 mV for 2 hours duration with 650,000x and 200,000x

magnification, respectively. The thickness of CdS layer is estimated close to 120 nm.

6.3.6.2 Effect of annealing temperature on the surface morphology of ED-CdS

layers

In this experiment, CdS layers were grown at cathodic potential of 797 mV for 2
hours duration. The CdS layers grown on glass/FTO substrate were then divided into
nine parts; the first part was left as as-deposited and the remaining parts were annealed
at different temperature range of 200 to 550°C for 20 minutes in air. This experiment
was carried out in order to study the effect of different annealing temperatures on the

morphological properties of the CdS layers and to find the best annealing temperature
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for the CdS layers. The SEM images of the as-deposited and annealed CdS layers are
shown in Figures 6.16 (a)-(i). In this experiment, the 60,000x magnification was used to
image all CdS samples.

The SEM image of the as-deposited sample is shown in Figure 6.16 (a). This
image shows a fairly uniform coverage of the FTO surface by CdS grains. The
estimated grain sizes obtained from the SEM image of the as-deposited CdS layers were
in the range ~(60-225) nm. After annealing at temperatures between 200 and 450°C, no
noticeable changes in the grain sizes of the CdS thin films were observed as shown in
Figures 6.16 (a)-(g) and in Figure 6.17. At the annealing temperature of 450°C, cracks
were observed in the CdS layers along some grain boundaries. These cracks create

discontinuity and shunting paths in the CdS thin films which can results in the short-

circuiting effect in the devices as shown in Figure 6.16 (g).
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(e) 350°C

Figure 6.16: SEM images of the as-deposited and annealed ED-CdS layers annealed at

different temperatures range from 200 to 550°C for 20 minutes in air. All CdS layers:

were grown at cathodic potential of 797 mV.

Interesting results were observed for the SEM image of CdS sample annealed at
500°C. At this annealing temperature, the grain sizes were increased up to ~1.1 um as
shown in Figures 6.16 (h). However, for the CdS layers annealed at this temperature,

large numbers of pinholes were observed. Further increase in the annealing temperature
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(above 500°C) results in material loss by sublimation of the CdS material. The exposed
FTO surfaces are the evidence of the material sublimation as shown in Figure 6.16 (i).
The SEM results observed in this work clearly show that the annealing temperature for

CdS layers should not exceed 400°C.
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Figure 6.17: Variations of the average grain size with annealing temperature for the

CdS layers. All CdS layers were annealed at different temperatures from 200 to 550°C

for the same duration of 20 minutes in air.
6.3.6.3 Effect of annealing time on the surface morphology of ED-CdS layers

Based on observations from previous section, further experimentation on the
effect of annealing time on the surface morphology of the CdS layers were studied. For
this work, the CdS layer was grown on glass/FTO substrate at cathodic potential of 797
mV for duration of 2 hours. Then, CdS samples were annealed at the temperature of
400°C for different durations between 5 and 30 minutes in air. Then, the SEM images
were compared with the as-deposited sample as shown in Figures 6.18 (a)-(g). In this.
experiment, the same magnification of 60,000x was used for the CdS layers annealed at
400°C for different durations.

Figure 6.18 (a) shows the SEM image of the as-deposited sample. The estimated
grain sizes observed from the SEM image of the as-deposited CdS layers were in the
range ~(60-225) nm. When the samples annealed at 400°C for the duration of 5 to 30
minutes, no noticeable change in the grain sizes were observed. The SEM image shows
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that when the annealing time exceeds 20 minutes, cracks start to appear in the CdS thin
films as shown in Figures 6.18 (f) and (g). The SEM results clearly show that when CdS
layers are annealed at temperature of 400°C, the annealing time should not exceed 20
minutes duration.

Based on the experimental observations obtained from XRD, optical absorption
and SEM results in this work, the best annealing temperature and annealing time were

found to be 400°C for 20 minutes in air.
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Figure 6.18: SEM images of the as-deposited and annealed CdS layers at temperature
of 400°C for different durations of 5 to 30 minutes in air. All CdS layers were grown on

glass/FTO substrate at cathodic potential of 797 mV for 2 hours duration.

6.3.7 Energy Dispersive X-ray (EDX) Analysis

The EDX measurements were carried out in order to study the composition and
atomic percentage variations of the deposited CdS layers. For this experiment, CdS
layers were deposited on glass/FTO substrates for 2 hours duration. The first layer was-
grown at the stoichiometric growth voltage of 797 mV. The next four layers were grown
at 787, 792, 802 and 807 mV respectively close to the stoichiometric growth voltage of
797 mV.

Figures 6.19 (a)-(e), show the EDX spectra of CdS layers grown at the growth
voltages of 787, 792, 797, 802 and 807 mV respectively. All the EDX spectra clearly

show the presence of Cd and S atoms in the deposited films. The other two peaks, Sn
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and O, arise from the underlying glass/FTO substrate. The atomic percentages
calculated from EDX measurement are summarised in Table 6.6 and graphically shown
in Figure 6.20. The EDX work show that the samples deposited at growth voltages
lower than 797 mV are S-rich, whereas samples grown at growth voltages higher than
797 mV are Cd-rich. The samples deposited at the growth voltage of 797 mV were

approximately stoichiometric with the Cd/S ratio close to unity as shown in Table 6.6.

(a) 787 mV (S-rich)

» Spectr::;loo
(b) 792 mV (S-rich) S e

Cd 298
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(c) 797 mV (~Stoichiometric)

(d) 802 mV (Cd-rich)

(e) 807 mV (S-rich)

Figure 6.19: EDX spectra of the (a, b) S-rich, (c) Stoichiometric, and (d, €) Cd-rich
CdS layers. All as-deposited CdS layers were grown on glass/FTO substrate for 2 hours

duration.
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Table 6.6: Atomic percentages and Cd/S ratio of the CdS layers grown at 787, 792, 797,
802 and 807 mV respectively. All as-deposited CdS layers were grown on glass/FTO

substrates for 2 hours duration.

Growth Atomic percentage (at%) Cd/S ratio Conditions
voltage (mV) Cd S Sn
787 28.1 33.1 |[38.8 0.84 S-rich
792 29.8 31.1 | 39.1 0.95 S-rich
797 30.0 304 |39.6 0.98 ~Stoichiometric
802 31.7 29.0 |39.3 1.09 Cd-rich
807 33.0 242 428 1.36 Cd-rich
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Figure 6.20: Atomic percentage of Cd and S in the CdS layer as determined by EDX.

Note the transition of stoichiometry from S-richness to Cd-richness at V=797 mV.

6.3.8 Atomic force microscopy (AFM)

For this work CdS samples were grown on glass/FTO substrates at cathodic
potential of 797 mV for 2 hours duration. As-deposited CdS layers were divided into
two parts; the first part was left as as-deposited and the second part was annealed at
400°C for 20 minutes in air. This experiment was carried out in order to measure the

surface grain sizes and also to study surface roughness of CdS layers.
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Figures 6.21 (a)-(c) show the 2D and 3D-AFM images of the as-deposited CdS
layers. The AFM images of the as-deposited CdS layers show coverage of FTO surface
by CdS grains with some gaps in-between the grains. The 2D-AFM image shows that
the as-deposited CdS layers contain nano crystallites with the sizes in the range of
~(10-25) nm as shown in Figure 6.21 (a). These results are in a good agreement with
the results obtained from SEM images showed in the previous sections. The non-
uniformity at the surface of the as-deposited CdS layers can be observed in the 3D-
AFM images CdS thin film shown in Figure 6.21 (b). These non-uniformities are due to
high surface roughness of the underlying FTO substrate and upward growth nature of
the electrodeposition technique. As explained earlier in the previous section, the electric
fields at the spikes are higher than those of the valleys. For this reason, nucleation starts
on these spikes and then grows upward normal to the substrate. This columnar or rod-
type growth leaves some gaps/pinholes in between the grains as seen in Figure 6.21 (a)

and (c).
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Figure 6.21: 2D and 3D-AFM images of the as-deposited CdS grown on glass/FTO
substrates for 2 hours (courtesy: Inst. of Org. Catalysis & Electrochem., Kazakhstan).
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Figures 6.22 (a) and (b) show the 2D and 3D-AFM images of the as-deposited
and annealed CdS layers with lower magnification as-compared to the previous AFM
images. The estimated grain sizes obtained from 2D-AFM of the as-deposited CdS
layers were in the range ~(60-230) nm as shown in Figure 6.22 (a) which again was in

agreement with results obtained from SEM images.
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Figure 6.22: 2D-AFM images of the (a) as-deposited and (b) annealed CdS layers
grown on glass/FTO substrates for 2 hours [Sheffield Hallam University (SHU)]. The

CdS layers were annealed at 400°C for 20 minutes in air.

After annealing, no noticeable change in the grain sizes of the as-deposited sample were
observed as shown in Figure 6.22 (b).

The average surface roughness value obtained from 3D-AFM images for the as;
deposited CdS layers were in the range ~25.7 nm. After annealing, the average surface
roughness slightly reduced to ~20.8 nm. The surface roughness of the CdS layers
depends on the surface roughness of underlying substrate and the growth technique. It is
worth mentioning that in the CdS/CdTe thin film solar cells, researchers trying to

reduce the thickness of the CdS thin films to improve the photocurrent in the device.
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However, as the thickness of the CdS reduces, the surface roughness and the possibility
of the creation of pinholes in the layers will also increase. Reports show that the
efficiency of the CdS/CdTe solar cells strongly depends on the surface roughness of the
CdS thin films [63,64]. CdTe layers will have lower stress and better morphological
properties when these layers are deposited on the CdS layers with lower surface
roughness. Ohyama et al reported that the surface roughness may act as a recombination
centres around the depletion region when CdS/CdTe interface is formed and can reduces
the efficiency of the solar cells [65]. One strategy used for the reduction of surface
roughness is the deposition of bi-layer CdS films (generally used in CBD-CdS growth
technique). The first layer is usually deposited at higher temperature with larger grains
and second layer is deposited at the lower temperature which composed of smaller
grains. The small grains are expected to fill the pinholes which have a positive effect on
the open circuit voltage and fill factor of the device. The bi-layer is more compact and
more uniform than the single layer CdS thin films which improve the device

performance [66].
6.3.9 Raman spectroscopy

In this experiment, CdS layers were grown on glass/FTO substrates at growth
voltage of 797 mV for 2 hours duration. Then, the as-deposited layers were divided into
two parts; one part remained as it was and another part was annealed at 400°C for 20
minutes in air. Raman study was carried out on the as-deposited and annealed layers and
results are shown in Figure 6.23.

In the as-deposited sample, two Raman peaks were observed at 232.1 cm™! and
304.9 cm™ which are related to the TO and 1LO phonon peaks of CdS, respectively.
After annealing, the TO phonon peak disappears and the intensity of the 1LO peak
increases drastically as compared to the 1LO peak of the as-deposited sample. Also, the
second Raman peak appeared at 601.1 cm™ after annealing which is corresponding to-
the 2LO phonon peak of the CdS. An increase in the intensity of 1LO peak and
appearance of the 2LO peak after annealing indicate the improvement in the
crystallinity and material quality of the CdS layers. The 1LO and 2LO peaks position
for the bulk CdS crystal are 305 cm™ and 610 cm, respectively [67]. Obviously, as

observed in this work, 1LO and 2LO peaks for the as-deposited and annealed samples
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have red shifted as compared to the bulk CdS crystal. The red shift in Raman peaks can
arise due to the tensile stress in CdS thin films [68].

In a production line, Raman spectroscopy can be used as a fast and non-
destructive method to check the material quality of the deposited thin films as a quality

control technique.
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Figure 6.23: Raman spectra of as-deposited and annealed CdS layers grown on
glass/FTO substrates. The CdS layers were grown at cathodic potential of 797 mV and

annealed at 400°C for 20 minutes in air.
6.3.10 Photoelectrochemical (PEC) cell measurement

The PEC cell measurements were carried out to determine the electrical
conductivity type of the CdS layers. For this reason, CdS layers were grown on
glass/FTO substrates at different growth voltages range from 793 to 801 mV for 2 hours
duration and PEC signals were measured. Then, the as-deposited samples were annealed
at 400°C for 20 minutes in air for comparison and the results are shown in Figure 6.24. -

For both as-deposited and annealed samples, the negative PEC signals were
observed which represents the n-type electrical conductivity. After annealing, the values
of negative PEC signal increased as compared to the as-deposited samples. This shows
an enhancement in electrical properties and material quality of the CdS layers upon

annealing. The n-type conductivity nature of CdS layers arises due to the presence of S
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vacancies and Cd interstitials in the crystal lattice of this material. The S vacancies and
Cd interstitials are generally known as intrinsic donor defects [69]. CdS layers can also

be used for PEC cell calibrations as it is always n-type in electrical conduction.
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Figure 6.24: The PEC signals of the as-deposited and annealed CdS layers grown at the
cathodic potential range of 793 to 801 mV. The CdS layers were annealed at 400°C for

20 minutes in air. All CdS layers were grown on glass/FTO substrates for 2 hours

duration.
6.3.11 Electrical resistivity measurements

The electrical resistivity measurements were carried out at room temperature
(300 K) for the CdS layers grown on glass/FTO substrates with different thicknesses.
Circular indium metal contacts of 2 mm diameter were evaporated on glass/FTO/CdS
structures using EDWARDS 306 vacuum coater (metalliser). The pressure of the
evaporation chamber during the evaporation of indium metal contacts was 10° Nm™
(Pa). The average resistances of the glass/FTO/CdS/In structures were then measured
under dark condition using a computerised I-V system including a Keithley 619
electrometer and a multimeter. Table 6.7 and Figure 6.25 show the variation of CdS
resistivity as a function of thickness for the as-deposited and annealed layers at 400°C

for 20 minutes in air. In this experiment, all the CdS layers were grown at optimised

cathodic potential of 797 mV.
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Results show that as the thickness of CdS layers increases the resistivity
decreases as shown in Table 6.7 and Figure 6.25. The reduction in resistivity can be
attributed to improvement of all properties due to formation of improved crystallites in
CdS layers. It should be noted that in CdS thin films, sulphur vacancy and Cd interstitial
defects act as electron donor. Therefore, as the thickness of the layers increases, the free
electron concentration in the CdS thin film also increases due to increase in the sulphur
vacancy and Cd interstitial defects thus leading to the reduction of the resistivity [70].
The other possible reason of reduction in CdS resistivity can be due to the increase in
grain size as the thickness increases. It should be noted that as the grain size increases,
the grain boundaries reduces. The grain boundaries act as electron traps or scattering
centres. Therefore, larger grains mean less scattering centres, and as a result electrons
can move easily within the CdS crystal [71].

In this work, annealing of the CdS layers were shown to have lower resistivity
than those of the as-deposited layers. The reduction in CdS resistivity indicates an
improvement in electrical and structural properties. This can be due to recrystallisation,
increase in grain size, carrier concentration and mobility of the free electrons of the CdS
thin films and reduction in lattice defect sites after annealing. The resistivity values
observed in this work are in agreement with resistivity values reported in the literature

[70,45].

Table 6.7: Variation of electrical resistivity with thickness for the as-deposited and
annealed CdS layers grown at cathodic potential of 797 mV. The CdS layers were

grown on glass/FTO substrates and then annealed at 400°C for 20 minutes in air.

Thickness Ray (Q) Resistivity x 10° (Qcm)
(nm) As-deposited | Annealed | As-deposited | Annealed
335 525 495 4.92 4.63
393 494 452 3.94 3.61
465 424 385 2.86 2.59
483 291 268 1.89 1.74
500 274 236 1.72 1.48
550 180 145 1.02 0.82
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Figure 6.25: Variation of electrical resistivity as a function of thickness for the
as-deposited and annealed CdS layers grown at the cathodic potential of 797 mV. The
CdS layers were grown on glass/FTO substrates and then annealed at 400°C for 20

minutes in air.

6.4 Conclusions

CdS thin films have been successfully electrodeposited using 2-electrode system.
All CdS layers presented in this chapter were deposited at temperature of ~85°C and
pH of 2.70+0.02. The precursors used were aqueous solutions containing 0.30 M
SC(NH,), and 0.20 M CdCl,.xH,O. The deposited CdS thin films showed good adhesion
to the glass/FTO substrates. Based on the experimental observations, the best cathodic
potential for the deposition of stoichiometric CdS thin films was identified as 797 mV.
No visible precipitations of elemental S or CdS particles were observed in the
deposition electrolyte showing a stable bath using thiourea precursor during the growth.

From the XRD results, it was found that all the deposited layers were.
polycrystalline in nature with hexagonal crystal structure and preferentially oriented
along (002) plane. Improvements in the crystallinities of the CdS layers were observed
after annealing at 400°C for 20 minutes in air. All deposited CdS layers grown at
different cathodic potential showed n-type electrical conductivity. Also, optical
absorption results showed the bandgap values in the range ~(2.42-2.48) eV after

annealing.
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The EDX spectra show that the layers grown at the growth voltage of 797 mV
were approximately stoichiometric. The CdS layers grown below and above the growth
voltage of 797 mV were found to be S-rich and Cd-rich respectively.

Observation from SEM and AFM images revealed that the CdS grains contain
nano crystallites with the sizes in the range ~(11-33) nm. Based on the optical
absorption and SEM results, the best annealing temperature and annealing time for the
CdS layers were identified as 400°C for 20 minutes in air. Results also showed that
when annealing temperature exceeds 400°C, the CdS layers will experience degradation,
introducing cracks, pinholes and loss of material by evaporation or sublimation.

The electrical resistivity measurements show a reduction in resistivity values as
CdS layer thickness increases. The resistivity values were in the range (0.82-4.92)x10°

Qcm for as-deposited and annealed CdS layers.
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Chapter 7: Deposition and characterisation of CBD-CdS window material

7.1 Introduction

Chemical bath deposition (CBD) is a solution growth technique in which many
group I-VI, II-VI, IV-VI and V-VI compound semiconductors can be deposited from a
single bath containing metal ions and a source of sulphur or selenium ions at different
pH and temperatures [1]. In II-VI compound semiconductors, the CdS layers grown
from CBD method are known for their high electronic quality in photovoltaic
applications [2]. Also, the CdS thin films have been recognised as the most compatible
heterojunction partner with CdTe and CIGS in solar cells application [3]. In the
literature, the high efficiency CdTe and CIGS solar cells have been reported using
CBD-CdS as a buffer/window layers [4,5]. The CBD growth technique has several
advantages such as simplicity, scalability, cost-effectiveness, ability to grow uniform
and compact thin films on rough substrates and no requirement for the complex
instruments [6]. In addition, CBD is a slow deposition growth technique which
simplifies the better orientation of crystallites and produce grains with better crystal
structures [7]. This technique is suitable for the growth of semiconductor thin films with
thickness in the range (0.02-1.0) pm [8]. Because CBD is a low temperature growth, the
post-deposition annealing is required to improve the CdS thin films quality. Usually, for
the growth of CBD-CdS layers different cadmium precursors such as cadmium sulphate
(CdSO4) [9], cadmium nitrate (Cd(NO3),) [10], cadmium chloride (CdCl,) [11] and
cadmium acetate (Cd(CH3CO),) [12] have been used which serves as the source for Cd
jons. In most cases, thiourea (SC(NH>),) precursor has been used as the source for
sulphur ions.
In this work, for the growth of CBD-CdS, cadmium acetate and thiourea precursors
were used as the source for Cd and S ions respectively. The aim of this experiment was
to study the structural, morphological, optical and electrical properties of the CBD-CdS.
and compare these results with the ED-CdS presented in chapter 6.

7.2  Preparation of CBD-CdS aqueous solution

For the CBD experiment, a typical bath contained 4x10° M Cd(CH;CO0»),.2H,0,

20x10° M SC(NH,),, 6x10> M ammonium acetate (NH4C,H30,). All chemicals used
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for this experiment were analytical reagent grade with the purity of more than (99.99%)
and purchased from the Sigma Aldrich Ltd UK. A 200 ml glass beaker containing 100
ml of deionised water was used for the dissolution of all chemicals. The pH of the
aqueous solution was adjusted to 9.10+0.02 using NH;sOH at room temperature. The
temperature of the bath was gradually increased to ~80°C using a magnetic stirrer
hotplate with moderate and continuous stirring during the deposition. Prior to deposition
glass/FTO substrates (TEC 7) were kept in an ultrasonic bath containing detergent
solution for 30 minutes. Afterward, glass/FTO substrates were rinsed with deionised
water and subsequently cleaned with organic solvents (methanol and acetone) and
finally rinsed with deionised water again. During the deposition, the substrates were
placed vertically in the bath. The final thicknesses of the films obtained for a deposition
time of 20 minutes were ~90 nm. The CBD-CdS films were found to be uniform,

compact, transparent and well adherent to the glass/FTO substrates.

7.3 Reaction mechanism

The reaction mechanism of the CBD-CdS formation from the combination of
cadmium acetate [Cd(CH3CO,),.2H,0], thiourea [SC(NH,),], ammonium acetate (NH4
C,H30,) and ammonium hydroxide (NHsOH) in the alkaline and aqueous solutions are

shown as follows [3]:

NH,+H,0 < NH," +OH " (7.1)
Cd* +20H ~< Cd(OH), (S) (7.2)
Cd* +4NH, <> Cd(NH,),”* (7.3)
CS(NH,), +20H™ <> S* +2H,0+ H,CN, (7.4)

Cd** +8* & CdS (S) (7.5)

NH4OH serve as complexing agent, thiourea provides Sz', NH,C,H;0,/NH,OH
serves as buffer. In the CBD-CdS, two reaction mechanisms are taking place. The first
mechanism is homogeneous reaction (cluster by cluster) and the second mechanism is
heterogeneous reaction (ion by ion) [13,14]. In the homogeneous reaction colloidal

particles of CdS grows in the solution which precipitate in the bath and on the substrates.
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The results are powdery and non-adherent layers. In the heterogeneous reactions as
shown in Equations (7.3), (7.4) and (7.5), the CdS layers grow ion by ion on the
substrates and the results are a well-crystallised and well-adherent CdS layers on the
substrates. The unfavourable homogenous reactions may be suppressed by reduction of
thiourea and cadmium acetate concentrations and increasing ammonium hydroxide and

ammonium acetate concentrations at lower temperatures.
7.4  Results and discussions

7.4.1 X-ray diffraction
7.4.1.1 Effect of films thickness on the XRD patterns of CBD-CdS layers

Figure 7.1 (a) shows the XRD patterns of the as-deposited CdS layers grown on
glass/FTO substrates with different thicknesses in the range ~(90-450) nm. Results
show that the CBD-CdS were polycrystalline with a mixture of hexagonal, cubic and
orthorhombic crystal structures. The small XRD peaks observed at 20 values in the
range (25.34-25.57)° represents the diffraction from orthorhombic (040) plane. The
other small XRD peak observed at 20 values in the range (54.48-54.58)° are
corresponding to the diffractions from hexagonal (004) or cubic (222) planes
respectively. The preferred orientation peaks were observed at 20 values in the range
(26.48-26.96)° which can be either due to the diffractions from hexagonal (002) or cubic
(111) planes. In the literature, the mixtures of cubic and hexagonal phases have been
reported for the CBD-CdS layers [3,15,16]. Reports show that the hexagonal phases are
more stable than cubic phase at higher temperatures [17,18]. Other investigations on the
CdS grown by CBD method also show that the structural transition from cubic to
hexagonal phase occurs at annealing temperature of 300°C [19]. Also, the CBD-CdS
layers with the hexagonal crystal structure have been reported in the literature [2]. It
should be noted that the (002)H/(111)C CdS peaks overlaps with the underlying
tetragonal (110) FTO peak (JCPDS No. 41-1445). However, the intensity of the
(002)H/(111)C peaks are much higher than the FTO peak when the CdS thicknesses are
more than 180 nm. Hence, the effect of FTO peak on the XRD and FWHM of the CdS
peak is negligible due to its low intensity. For this reason, in this work, all XRD
analysis are based on the diffraction from H(002) or C(111) planes. It is worth

mentioning that, unlike the ED-CdS layers which were hexagonal in crystal structures
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as shown that, in the previous chapter, the as-deposited CBD-CdS layers were shown to
have a mixture of hexagonal and cubic phases. Based on the experimental observations
in this work, the XRD peaks were found to be in a good agreement with the JCPDS files
number: 00-001-0783, 00-001-0647 and 00-047-1179 for hexagonal, cubic and
orthorhombic CdS respectively.

In Figure 7.1 (a), as the thickness of the layers increases, the intensity of
orth(040) and H(004)/C(222) peaks increases slightly whereas the (002)H/(111)C
preferred orientation peak increased drastically when the thickness of the films are
above 180 nm as shown in Figure 7.1 (b). The increase in the peak intensities are due to

the increase in crystallite and grain sizes as the film thickness increases.
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Figure 7.1: Variation of (a) XRD patterns and (b) (002)H/(111)C peak intensities with

thickness for as-deposited CBD-CdS layers.

Figure 7.2 shows the XRD patterns of the as-deposited and annealed CdS layers
at 400°C for 20 minutes in air with thicknesses of ~450 nm. Results show the
improvement in the intensities of all three peaks after annealing.

Table 7.1 shows the variation of the FWHM and the corresponding crystallite
sizes for the as-deposited and annealed CdS layers. The crystallite sizes were estimated
using Equation (6.6) presented in chapter 6. For the as-deposited CBD-CdS layers, the

crystallite sizes were ~11 nm which were the same as the crystallite sizes of the as-
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deposited ED-CdS layers shown in chapter 6 (section 6.3.3). After annealing, the
crystallite size values of the CBD-CdS layers were increased to ~66 nm which are
shown to be higher than the crystallite sizes of the annealed ED-CdS layers (~33 nm)
shown in chapter 6 (section 6.3.3). The difference in crystallite sizes of the ED-CdS and

CBD-CdS can be due to the differences in growth techniques and conditions used for

the growth.
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Figure 7.2: The XRD patterns of as-deposited and annealed CBD-CdS layers. The CdS

layers were annealed at 400°C for 20 minutes in air.

Table 7.1: Variation of crystallite sizes for the as-deposited and annealed CBD-CdS
layers based on (002)H/(111)C peak. The CBD-CdS with thickness of ~450 nm was

annealed at 400°C for 20 minutes in air.

Thickness 20 FWHM Crystallite size
(nm) ©) ©) (nm)
As- Annealed As- Annealed As- Annealed
deposited deposited deposited
450 26.74 26.77 0.779 0.129 11 66

156



7.4.1.2 Effect of annealing temperature on the XRD patterns of CBD-CdS layers

In this experiment, the effects of different annealing temperatures on the
structural properties of the CBD-CdS layers were studied. For this reason, the CdS
layers with thickness of ~270 nm were deposited on glass/FTO substrates. Afterward,
the samples were divided into seven parts; the first part remained as as-deposited and
the remaining parts were annealed at different temperatures of 200 to 450°C for 20
minutes in air respectively. In this experiment, the annealing temperatures of 500°C and
550°C have not been used due to the observation of material losses and large number of
pinholes in the ED-CdS layers as previously shown in chapter 6 (section 6.3.6.2).

This experiment shows that as the annealing temperature increases from 200 to
400°C, the intensity of (002)H/(111)C peak also increases as shown in Figures 7.3 (a)
and (b). Further increase in the annealing temperature from 400 to 450°C, results in the

reduction of (002)H/(111)C peak intensity as shown in Figure 7.3 (b).
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Figure 7.3: Variation of (a) XRD pattern and (b) (002)H/(111)C peak intensity with

annealing temperature. All CBD-CdS layers have the same thickness of ~270 nm.
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Similar trends were observed for the crystallite sizes of the CBD-CdS. The
crystallite sizes increased from ~11 nm for the as-deposited layers to ~66 nm after
annealing at 400°C for 20 minutes in air. For the annealing temperature of more than
400°C, crystallite sizes start to decrease as shown in Table 7.2. These results clearly
show that CBD-CdS should not be annealed at temperature above 400°C which is

similar to the annealing condition obtained for ED-CdS layers.

Table 7.2: Variation of the crystallite size with annealing temperature for the CBD-CdS

layers. The annealing time for all CdS samples was 20 minutes in air.

Annealing temperature 20 FWHM Crystallite size
O ©) ©) (nm)
As-deposited 26.96 0.779 11
200 26.72 0.227 37
250 26.58 0.227 37
300 26.73 0.194 44
350 26.54 0.194 44
400 26.67 0.129 66
450 26.92 0.194 44

7.4.1.3 Effect of annealing time on the XRD patterns of CBD-CdS layers

This work has been carried out to study the effect of the annealing time on the
structural properties of the CBD-CdS layers at temperature of 400°C. Therefore, the
CdS layers were grown on glass/FTO substrates with thicknesses of ~270 nm.
Afterward, the sample was divided into seven parts; the first part remained as it was and
the remaining parts were annealed at 400°C in air for different durations of 5 to 30
minutes.

Results show the gradual increase in the (002)H/(111)C peak intensity for the
annealing times between 5 and 20 minutes. Further increase in the annealing time
beyond 20 minutes lead to the reduction in the (002)H/(111)C peak intensity. In
comparison to the CBD-CdS, in ED-CdS layers the reductions in H(101) peak intensity

have not been observed when layers were annealed at 400°C for durations of 25 and 30
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minutes as shown in chapter 6 (section 6.3.3.2). This can be due to different crystal
orientation of H(101) planes of ED-CdS as compared to the (002)H/(111)C planes of
CBD-CdS which can affect the material properties of the films.

Table 7.3 shows the variation of FWHM and crystallite size as a function of
annealing time for the CBD-CdS layers. Results show the reduction in FWHM and
increase in the crystallite size for the annealing time of 5 to 20 minutes. The crystallite
sizes of the as-deposited samples were ~11 nm. After annealing for 20 minutes duration,
the crystallite sizes gradually were increased and reach to its maximum values of 66 nm.
Further increase in annealing time, above 20 minutes, results in the increase in the
FWHM and reduction in the crystallite sizes. According to the structural studies in this
work, the best annealing temperature and annealing time for CBD-CdS were found to

be at 400°C for 20 minutes in air.
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Figure 7.4: (a, b) Variation of (002) peak intensity with annealing time for the CBD-

CdS layers. The annealing temperature for all layers was 400°C in air.

Table 7.3: Variation of the crystallite size with annealing time for the CBD-CdS layers.

All CdS layers were annealed at 400°C for different durations of 5 to 30 minutes in air.

Annealing time 20 FWHM Crystallite size
(min.) ©) ©) (nm)
As-deposited 26.96 0.779 11
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5 26.72 0.259 32
10 26.67 0.227 37
15 26.65 0.227 37
20 26.64 0.129 66
25 26.66 0.162 52
30 26.74 0.198 44

7.4.2 Optical absorption spectroscopy

7.4.2.1 Effect of film thickness on the optical properties of CBD-CdS layers

In this section, the effect of thickness on the optical absorption and transmittance
of the CBD-CdS layers has been studied. For this work, CdS layers with different
thicknesses of 90 to 450 nm were grown on glass/FTO substrates. Afterward, CdS
layers were annealed at 400°C for 20 minutes in air.

Figures 7.5 (a) and (b) show the optical absorption spectra of the as-deposited
and annealed CdS layers. Results show an increase in the gradient of the optical
absorption and reduction in energy bandgap values as the thickness increases. For the
as-deposited layers, the energy bandgap values were in the range (2.45-2.48) eV. After
annealing, the bandgap values shift to the lower energies in the range (2.40-2.41) eV
which is close to the bulk bandgap value of CdS crystal (2.42 V) as shown in Table 7.4.
The lowest optical absorptions were observed for the samples having the lowest
thickness of 90 nm.

Figures 7.5 (c) and (d) show the transmittance spectra of the as-deposited and
annealed layers. Results clearly show the reduction in transmittance as the thickness
increases from 90 to 450 nm. In the as-deposited samples, the optical transmittance falls
from ~79% to ~31% in the wavelength ranges of 530 to 780 nm when thickness
increased from 90 nm to 450 nm. After annealing, improvements in transmittance were
observed from ~36% to ~83% due to improvement in the crystallite and grain size of
the CdS layers. Also, for the samples with thickness of 90 nm, a clear shift in the
absorption edges towards the blue region were observed for both as-deposited and

annealed layers as compared to other samples with higher thickness values. Blue
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wavelength transmission can also take place due to incomplete coverage or islanding
effect. This effect however is not helpful in developing thin film solar cells. The shift in
absorption edge toward the blue region increases the blue response and eventually
increases the photocurrent in the device. It should be noted that the performance of the
CdS/CdTe solar cells strongly depends on the thickness of CdS thin films [20,21]. For
this reason, the thickness of CdS layers should be low enough to allow high

transmission and uniform to avoid short circuiting effect.
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Figure 7.5: (a, b) Variation of optical absorption of different CdS thicknesses as a
function of photon energy and (c, d) transmittance spectra of different CdS thicknesses
as a function of wavelength for the as-deposited and annealed CBD-CdS layers. The

annealing temperature for all CBD-CdS layers was 400°C for 20 minutes in air.
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Table 7.4: Variation of energy bandgap with thickness for the as-deposited and
annealed CBD-CdS layers. The annealing temperature for all CBD-CdS layers was

400°C for 20 minutes in air.

Thickness Energy bandgap +0.01 (eV)

(nm) As-deposited Annealed
90 248 241
180 2.46 2.41
270 2.46 241
360 2.46 2.40
450 2.45 2.40

7.4.2.2 Effect of annealing temperatures on the optical properties of CBD-CdS

layers

In order to study the effect of different annealing temperatures on the optical
absorption and transmittance spectra of the CBD-CdS, the layers with the thicknesses of
~90 nm were grown on glass/FTO substrates. Thereafter, the layers were annealed at
different temperatures range of 200 to 450°C for the same duration of 20 minutes in air.
Finally, results were compared with the as-deposited layers.

Figures 7.6 (a) and (b) show the optical absorption and transmittance spectra of
the CdS layers annealed at the temperature ranges of 200 to 450°C for 20 minutes in air.
Results show that as the annealing temperature increases from 200 to 450°C, the
bandgap decreases gradually and shifts toward lower energy. The energy bandgap
values observed for the as-deposited CdS layers were 2.48 eV. After annealing at
temperature ranges of 350 to 450°C, the energy bandgap values fall to the same value of
2.42 eV which is the bulk energy bandgap for CdS crystal as shown in Table 7.5. Also,
the gradient of the absorption edge increases with increase in annealing temperature. In’
the transmittance spectra shown in Figure 7.6 (b), as the annealing temperature
increases the transmittance increases and reaches its maximum values at annealing
temperature of 400°C and reduces again when the annealing temperature exceed 400°C.
In addition, the absorption edge in the transmittance spectra shifts toward the blue

region as the temperature increases which shows that the absorption loss in the blue

162



region has been minimised upon annealing. The blue shift in the transmittance spectra
improves the photocurrent in the solar cells [22]. In this work, the transmittance of the
as-deposited CBD-CdS layers were in the range (60-75)% between the wavelength
ranges of 530 and 800 nm. For the samples annealed at temperature of 400°C, the
transmittance were in the range (75-85)% for the same wavelengths range of 530 to 800
nm which shows the importance of post-deposition annealing for the improvement of
optical properties of the CdS layers. In general, the gradient of the absorption edges in
the CBD-CdS layers were higher than the ED-CdS layers before and after annealing
(chapter 6-section 6.3.5.2). It should be noted that depending on the thickness of the
films, the transmittance can vary in both ED- and CBD-CdS layers. According to the
results obtained in this section, the best annealing temperature for the CBD-CdS layers

was found to be at 400°C.
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Figure 7.6: (a) Optical absorption and (b) transmittance spectra of CBD-CdS layers

annealed at different temperatures (200-450)°C for 20 minutes in air.

Table 7.5: Variation of energy bandgap with annealing temperature for the CBD-CdS

layers annealed at different temperatures (200-450)°C for 20 minutes in air.

Annealing temperature
(°C) As-deposited | 200 | 250 | 300 | 350 | 400 | 450
Energy bandgap
+0.01 (eV) 2.48 247 (2462431242242 242
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7.4.2.3 Effect of annealing time on the optical properties of CBD-CdS layers

Based on the experimental observation in the previous section, in this section the
effect of annealing time on the optical properties of CBD-CdS layers was studied.
Because of this, the CdS layers with the thicknesses of ~90 nm were grown on
glass/FTO substrates. Afterward, the samples were annealed at the same temperature of
400°C for different durations of 5 to 30 minutes in air and results are shown in Figures
7.7 (a) and (b).

In Figure 7.7 (a), when CdS layers were annealed for different duration of 5 to
30 minutes, energy bandgaps were shifted towards the lower energy values. The energy
bandgap values shifted from 2.48 eV for the as-deposited layers to the lower energy
bandgap values in the range (2.43-2.41) eV after annealing. Also, the gradient of the
optical absorption edge increase after annealing. The lower bandgap values were
observed for the annealing time of 30 minutes as shown in Table 7.6.

In Figure 7.7 (b), annealing for the different durations of 5 to 25 minutes results
in the increase of the transmittance for the CdS layers. The transmittance was
approximately the same for the annealing times of 5 to 25 minutes. When the annealing

time exceeds 25 minutes, the transmittance reduces again.

(a) - | (b) 100 - 7 -
1E+11 =—AD 4, ||
et 7z | |
_ —10 S 80 -
& —15 =
| 5 —20 8 60 -
% SE+10 135 =
0 — : =
= 30 min. E 40 -
S = 20 - \
- A [ e '
O st et | ’ : | 0 S ; . T : ;
23 24 25 26 27 320 440 560 680 800 | .
Photon energy (eV) 1 Wavelength (nm) '

Figure 7.7: (a) Optical absorption and (b) transmittance spectra of CBD-CdS layers

annealed at 400°C for different durations of 5 to 30 minutes in air.
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Table 7.6: Variation of the energy bandgap as a function of annealing time for the
CBD-CdS layers. All CdS layers were annealed at 400°C for different durations of 5 to

30 minutes in air.

Annealing time (min.) As-deposited 5 10 | 15 | 20 | 25 | 30

Energy bandgap 248 2431242 (242242 (242|241
+0.01 (eV)

Based on the experimental observations obtained from the optical absorption
studies for CBD-CdS in this work, the best annealing time and annealing temperature
were found to be at 400°C for 20 minutes in air. These results clearly show that both

ED- and CBD-CdS layers have the same optimum annealing conditions.

7.4.3 Scanning electron microscopy (SEM)

Figures 7.8 (a) and (b) show the top view and cross section SEM images of the
as-deposited CdS layers grown on glass/FTO substrates. The SEM images show a
compact and uniform CdS grains coverage of the FTO surface without observing
pinholes in between the grains. The grain size values of the as-deposited CBD-CdS
layers were in the range (90-200) nm which were slightly lower than the grain size of
the as-deposited ED-CdS layers shown in chapter 6 (section 6.3.6). The uniform
distribution of the grains in the CBD-CdS thin films can be due to the nature of this
growth technique unlike the electrodeposition technique where electric current is
required to deposit the thin films. In addition, in CBD-CdS growth technique, the
deposition is taking place in an alkaline solutions with pH values in the range
~(9.0-13.7) [3,7,23] while in ED-CdS the films deposition are taking place in acidic
solutions. These differences in growth conditions can affect the morphological
properties of the ED- and CBD-CdS layers.

The SEM cross section image of the as-deposited CdS layers with magnification
of 120,000x shows that CBD-CdS layer uniformly covers the FTO surface. The average
thickness of the as-deposited CdS layer estimated from the SEM cross section was

~450 nm. This thickness was obtained from five times growth of CBD-CdS. This
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means that in each growth, ~90 nm of CBD-CdS layers is deposited on glass/FTO

substrates in ~20 minutes.

I ~450 nm

1 ~280 nm

Glass +
Buffer layer

Figure 7.8: (a) Surface and (b) cross section SEM images of the as-deposited CBD-CdS
layers with 60,000x and 120,000x magnifications respectively. The thickness of CdS

layer is estimated close to 450 nm.

7.4.3.1 Effect of annealing temperature on the surface morphology of CBD-CdS

layers

Figures 7.9 (a)-(g) show the SEM images of the as-deposited and annealed CdS
layers in the temperature range of 200 to 450°C. All CdS layers were grown on
glass/FTO substrates with thickness of 90 nm. This study was carried out in order to
investigate the effect of the different annealing temperatures on the surface morphology
of the CBD-CdS layers.

For the as-deposited layers, the average grain size values obtained from SEM
image were in the range ~200 nm. As the annealing temperature increases to 350°C, the
average grain sizes increase slightly to ~255 nm as shown in Figures 7.9 (a)-(e) and.
Figure 7.10. When annealing temperature exceeds 350°C, the reduction in the average
grain size values were observed. The average grain size values at the annealing
temperature of 450°C were ~185 nm. However, no cracks and pinholes were observed
in the CBD-CdS layers unlike in ED-CdS layers where the cracks have been observed at
the same annealing temperature of 450°C. In addition, at annealing temperature of

450°C, some of the grains starts to coalese together producing larger grains with the size
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of ~530 nm which has been circled as shown in Figure 7.9 (g). It should be noted that,
for all annealing temperatures of 200 to 450°C, CBD-CdS layers showed a uniform and
compact morphology. This uniformity and compactness of the films prevent short

circuiting effect in the device and improve the performance of the fabricated solar cells.
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Figure 7.9: SEM images of the as-deposited and annealed CBD-CdS layers at different
temperatures in the range (200-450)°C. The annealing time for all layers was 20 minutes

in air.

From the morphological study, the suitable annealing temperature for CBD-CdS
layers were found to be in the range (350-400)°C. However, based on the structural and
optical study shown in the previous sections, the annealing temperature of 400°C were

found to be better than 350°C.

300 -

[\

|7,

o
1

!

200

150

100

W
(=]
1

Average grain size (nm)

0

50 100 150 200 250 300 350 400 450
Annealing temperature (°C)

Figure 7.10: Variations of the average grain size with annealing temperature for the
CBD-CdS layers. All CdS layers with thickness of ~90 nm were annealed at different

temperatures in the range of 200 to 450°C for the same duration of 20 minutes in air.
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7.4.3.2 Effect of annealing time on the surface morphology of CBD-CdS layers

This experiment was carried out to investigate the effect of different annealing
time on the surface morphology of the CBD-CdS layers. For this reason, the CBD-CdS
layers with the same thickness of ~90 nm were grown on glass/FTO substrates.
Afterward, samples were annealed at 400°C for different time durations ranging fom 5
to 30 minutes in air. The results are shown in Figures 7.10 (a)-(f).

In the as-deposited sample shown in Figure 7.10 (a), the average grain size
values were in the range ~200 nm. After 5 minutes annealing, the average grain size
values increase slightly to ~230 nm. For the annealing time duration of 10 and 15
minutes, the morphologies changed . The grain boundries become indistguishable due to
the random orientation or recrystallisation as shown in Figures 7.10 (c) and (d). After 20
minutes annealing, the grain boundaries become distinguishable again which can be due
to the coalescence of the smaller grains as shown in Figure 7.10 (e). However, the grain
size values of the films annealed for duration of 20 minutes were slightly lower than
those annealed for 5 minutes duration. The average grain size values obtained for the
annealing time of 20 minutes were ~180 nm. As the annealing temperature exceed 20
minutes, the smaller grains gradually start to coalesce together creating larger grains
with sizes in the range ~(475-720) nm which have been circled in Figures 7.10 (f) and
(g). In all CBD-CdS layers annealed for different duration between 5 and 30 minutes,
the FTO surface were uniformly covered by CdS grains and no pinholes were observed

in between the grains.
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Figure 7.10: SEM images of the as-deposited and annealed CBD-CdS layers annealed

at temperature of 400°C for different durations of (5-30) minutes in air.

According to all structural, optical and morphological study presented in this
chapter, the best annealing temperature and annealing time for CBD-CdS layer were
indicated as 400°C for 20 minutes in air which interestingly were the same annealing

conditions observed for the ED-CdS layers.
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7.4.4 Energy Dispersive X-ray (EDX) Analysis

For EDX experiment, CBD-CdS layers were deposited on glass/FTO substrates
with the thickness of ~90 nm. The as-deposited layer was then divided into two parts;
the first part remained as as-deposited and the second part was annealed at 400°C for 20
minutes in air. This investigation was carried out to measure the atomic percentage and
composition of the as-deposited and annealed CBD-CdS layers.

Figures 7.11 (a) and (b) show the EDX spectra of the as-deposited and annealed
CBD-CdS layers. The Cd:S ratio in the as-deposited layer was found to be of the order
of 1.04:1 for the layers deposited from the solution containing Cd:S ratio of 1:5. Even
though the sulphur concentration in the deposition bath was higher than cadmium, the
resulting layers are slightly Cd-rich as shown in Table 7.7. Similar results have been
reported by the Ramaiah er al [24]. They also grew the CBD-CdS from the solution
containing Cd:S ratio of 1:5 and the resulting films were slightly Cd-rich with Cd:S
composition ratio of 1:0.93.

After annealing, the Cd:S ratio slightly increased to 1.07:1 as shown in Table 7.7.
This can be due to evaporation of some elemental S in the CdS layers. The S loss in the
CdS layers can happen due to the higher vapour pressure of elemental S (~1.30x10" Pa)
as compared to the vapour pressure of elemental Cd (~1.30x10* Pa) at annealing
temperature of 400°C [25]. The other two peaks (Sn and O) observed in the EDX
spectra originated from the underlying glass/FTO substrate due to the low thickness of
the CdS films. The oxygen peak can also originate from the high concentration of O
impurities in CBD-CdS layers as compared to CdS layers grown by other techniques
[26]. Reports show that the high O concentration in CBD-CdS is likely responsible for
better device performance [27]. Also, after annealing in air the O concentration can
increase in CBD-CdS layers which in turn have positive effect on the device
performance of the CdS/CdTe solar cells. The role of O in CdS is to control/enhance the
interdiffusion at CdS/CdTe junction [28].
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(a) As-deposited

(b) Annealed CdS

Figure 7.11: EDX spectra of the (a) as-deposited and (b) annealed CBD-CdS layers.

The layers were grown on glass/FTO substrate with the thickness of ~90 nm and then

annealed at 400°C for 20 minutes in air.

Table 7.7: Atomic percentage of the CBD-CdS layers grown on the glass/FTO substrate

with the thickness of ~90 nm. The temperature and pH of the bath were ~85°C and

9.1+0.02 respectively.

Sample Atomic percentage (at%) | Cd/S ratio | Condition
Cd S Sn
As-deposited 29.5 28.1 42.4 1.04 Cd-rich
Annealed 32.2 29.9 37.9 1.07 Cd-rich
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7.4.5 Raman spectroscopy

For Raman experiments, the CBD-CdS films were grown on glass/FTO
substrates with the thickness of ~90 nm and result is shown in Figure 7.12. In the
Raman spectrum, two Raman peaks were observed at 301.5 cm™ and 604.5 cm™ which
corresponds to the 1LO and 2LO phonon peaks of CdS, respectively. The two Raman
peaks observed for the as-deposited CdS layer in these experiments are red shifted as
compared to the 1LO (305 cm‘l) and 2LO (610 cm'l) Raman peaks positions of the bulk
CdS crystal [29]. The red shift in Raman peaks are due to the tensile stress in the CdS
layers [30]. It should be noted that, in this work, it was not possible to record the Raman
peak for the annealed CBD-CdS layers. This was due the high intensity of Raman peak

for the annealed samples which go beyond the limitaion of Raman equipment.
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Figure 7.12: Raman spectrum of the as-deposited CBD-CdS layer grown on glass/FTO

substrate with the thickness of ~90 nm.
7.4.6 Hall Effect measurements
For resistivity measurements, CBD-CdS with thicknesses of ~90 to ~450 nm

layers were grown on the glass substrates. Afterward, these layers were annealed at

400°C for 20 minutes in air for comparison. The resistivity, carrier concentration and
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mobility values for the as-deposited and annealed layers were obtained from Hall Effect
measurement at room temperature and results are shown in Figures 7.13 and Table 7.8.
For both as-deposited and annealed layers, the resistivity decreases and mobility
increases as the thickness increases. The resistivity values of the as-deposited and
annealed layers were in the range (3.07x10’- 4.32x10% and (4.50x10°- 1.60x10%) Qcm
respectively. Also, the mobility values for the as-deposited and annealed layers were in
the range (8.7-821.0) and (53.6-950.3) em?Vis! respectively as shown in Table 7.8.
The higher resistivity and lower mobility values in the as-deposited layers might be due
to the smaller crystallite sizes, larger number of grain boundaries/scattering centres,
dislocations and imperfections of the films [16,31,32]. The reduction in resistivity and
increase in mobility values when thickness increases can be due to the grain growth or
reduction in the number of grain boundaries/scattering centres. Also, after annealing the
resistivity become lower and mobility become higher in values as compared to the as-
deposited layers due to the further increase in grain size and sulphur vacancy defects
[33]. The resistivity and mobility values of the as-deposited and annealed CBD-CdS
layers presented in this work are in agreement with the values reported in the literature

[3,23,34,35].
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Figure 7.13: Variation of electical resistivity with thickness for as-deposited and
annealed CBD-CdS layers. Resistivity values are in log-scale while thickness values are

in linear- scale.
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Table 7.8: Hall Effect measurements for as-deposited and annealed CBD-CdS layers

with different thicknesses.

Film Carrier concentration Resistivity Mobility
Thickness (cm'3) (Qcm) (csz'ls'l)
(nm) As- Annealed As- Annealed As- Annealed
deposited deposited deposited

90 2.34x10"% | 2.58x10"" |-3.07x10" | 4.50x10° 8.7 53.6
180 1.62x10"" | 6.32x10'* | 6.49x10° | 5.47x10° 59.2 180.3
270 | 1.98x10"" | 2.86x10™ | 4.70x10° | 3.08x10° 66.9 705.7
360 1.99x10" | 6.07x10™ | 1.08x10° | 1.41x10° 290.0 726.5
450 [ 1.75x10™ | 4.10x10™ [ 4.32x10% | 1.60x10° 821.0 950.3

The carrier concentration of the as-deposited and annealed layers were in the
range (2.344x10'%- 1.99x10™) and (2.58x10"- 6.32x10'®) cm™ respectively. For the
thicker CdS layers, the carrier concentration and resistivity obtained in this experimental
work are of the same order with values reported by Cha et al. [36] for the as-deposited
CdS layers. However, the mobility values (2420 cm®*V''s™) reported by Cha et al. is
higher than the ones reported in this work. This is likely due to higher thickness range
of (1.0-2.0) pm being used by this research group.

7.5 Conclusions

CBD-CdS layers have been successfully deposited on glass/FTO substrates from
aqueous solution bath containing 4x10° M Cd(CH3CO;),.2H,0, 20x10° M SC(NH,),,
6><1()'2 M (NH;C,H;0;) and NH,OH at temperature of ~80°C and pH of 9.10+0.02. The
deposited CBD-CdS layers show good adhesion to glass/FTO substrates.

XRD results show that the CBD-CdS layers were polycrystalline with mixture of
hexagonal and cubic crystal structures and preferentially oriented along (002)H/(111)C
planes. The XRD analyses show an increase in crystallite sizes from ~11 nm for the as-
deposited layers to maximum values of ~66 nm for the samples annealed at 400°C for 20

minutes in air.
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From the optical absorption results, the reductions in the energy bandgap values of
the as-deposited layers from 2.48 to 2.45 eV were observed when thickness increased from
90 to 450 nm. The energy bandgap values of the layers approximately fell in the range
(2.40-2.42) eV after annealing at different temperature range of 200 to 450°C in air.

The SEM images showed the uniform and compact morphology for both as-
deposited and annealed CBD-CdS layers. The average grain sizes estimated from SEM
images were ~200 nm for the as-deposited layers. The slight improvement in the average
grain sizes were observed after annealing. The estimated average grain size of the annealed
layers were in the range ~(208-255) nm for the annealing temperature range of (200-400)°C.

EDX analysis showed that the as-deposited layers were slightly Cd-rich and close to
stoichiometry even though the sulphur concentration in the deposition bath was five times
higher than cadmium concentration. After annealing, the layers remained Cd-rich and close
to stoichiometry.

Observation from Hall Effect measurements showed the reduction in resistivity
and increase in the mobility values as the thickness increases from 90 to 450 nm for both
as-deposited and annealed layers. Results also showed improvement in mobility and
reduction in resistivity values upon annealing at 400°C for 20 minutes in air. The resistivity
and mobility values observed for the as-deposited and annealed CdS layers were in the
range (1.60x10%-3.07x10") Qcm and (8.7-950.3) cm®V's! respectively. Experimental
observation showed that the best annealing conditions for the CBD-CdS layers was at

400°C for 20 minutes in air.
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Chapter 8: Deposition and characterisation of CdTe absorber material

8.1 Introduction

CdTe is a group II-VI compound semiconductor material with a direct bandgap
(Eg) of 1.45 eV and high absorption coefficient of >10* cm™ at 300 K [1]. About 99% of
photons with E > E; can be absorbed within 2.0 pm of film thickness at standard
condition of AM1.5 [2]. These properties make CdTe a suitable semiconductor material
for terrestrial photovoltaic solar energy conversion.

The history of CdTe thin films dates back to 1947 when Frerichs synthesise
CdTe single crystal by the reaction of Cd and Te vapours in the hydrogen atmosphere
and measured their photoconductivity as a new photo-cell and electronic material [3].
Later, Jenny and Bube in 1954 reported that the p-type and n-type CdTe can be obtained
by adding foreign impurity dopants to the CdTe single crystal [4]. In 1956, Loferski
suggested that CdTe can be used as a suitable semiconductor absorber material for
photovoltaic solar energy conversion [1]. Shortly thereafter, Kroger and de Nobel in
1959 showed that n-type and p-type CdTe could also be obtained by varying Cd-Te
stoichiometry [5]. In the same year, Rappaport was able to achieve ~2% solar cells
efficiency by diffusion of indium into p-type single crystal CdTe by formation a p/n
homojunction [6]. Later by 1982, the fabricated solar cell using single crystal CdTe with
p/n homojunction structure achieved >10.5% conversion efficiency [7].

Thereafter, the research moved towards fabrication of heterojunction structure
and the first heterojunction solar cell was fabricated in 1963 by Cusano using a p-type
Cu,Te and n-type polycrystalline CdTe to achieve a conversion efficiency of ~6% [8].
However, the fabricated cells show instability due to gradual diffusion of Cu into the n-
type CdTe [9]. In 1969, Adirovich et al for the first time fabricated the first
polycrystalline CdS/CdTe heterojunction with cell efficiency of >2% [10]. Bonnet and
Rabenhorst in 1972, also were able to fabricate CdS/CdTe heterojunction using:
chemical vapour deposited CdTe and vacuum evaporated CdS with conversion
efficiency of ~6% [11]. In 1988, Mitchell et al was able to achieve ~10.5% cell
conversion efficiency using TO/p-CdTe/C-Ag structure [12]. In their work, CdTe was
grown by close-spaced vapour transport (CSVT) method. Five years later, Britt ef al [13]
achieved efficiency of 15.8% using polycrystalline CdS/CdTe solar cell in 1993. In their

work, the CdS and CdTe layers were grown by CBD and CSS techniques respectively.
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However, the polycrystalline CdS/CdTe solar cells efficiency was stagnated for a
decade until 2004 when Wu et al [14] came up with efficiency of 16.5%. For another
decade, the efficiency was at this value, but during these three years (2013-2015) First
Solar Company announced a rapid increase producing a new world record efficiency of
21.5% [15]. 1t should be noted that, most of the polycrystalline CdTe thin films
mentioned above were grown using high temperature vapour phase technique.

Mathers and Turner in 1928 initiated the electrodeposition of CdTe thin films
using aqueous acidic solution of CdSOy4, TeO, and H,SO4 [16]. The electrodeposition of
CdTe has been carried out using both alkaline and acidic solutions. They found that
alkaline solution produce a poorly adhesive and powdery deposit due to instability of Te
at pH>7. For this reason, the acidic bath with pH<7 was used for electrodeposition of
CdTe thin films. In addition to that, both cathodic and anodic methods have been tried
for electrodeposition of CdTe thin films. The advantage of cathodic deposition over
anodic deposition is that, in cathodic deposition stoichiometry of deposited CdTe can be
easily controlled.

In electrodeposition technique, the stoichiometry of the semiconductors can be
simply changed by varying the deposition potential. At lower cathodic deposition
potential, the CdTe layer has excess Te, so it is p-type in electrical conductivity. While
at higher cathodic potential, the CdTe layer has excess Cd, therefore the layer is n-type
in electrical conductivity. Somewhere in between, the ratio of Cd to Te is 1 to 1, this is
known as inversion point where the CdTe layer is intrinsic or i-type [17].

A more systematic work on the cathodic electrodeposition of CdTe was carried
out by Panicker et al in 1978 [18]. In their work, also acidic aqueous solution containing
CdSO4 and TeO, in H,SO,4 were used at pH of 2.5-3.0. In 1982, Fulop et al at Ametek
fabricated CdTe/Au Schottky barrier solar cells with conversion efficiency of ~8.7%
using electrodeposition technique which was a remarkable achievement [19]. In 1984,
Basol iﬁ Monosolar was able to increase the efficiency of fabricated solar cell up to
~9.4% using all electrodeposited CdS and CdTe with n-CdS/p-CdTe heterojunction:
structure [20].

Later, British Petroleum (BP Solar) company (1984-1999) inherited the
electrodeposition technology based on CdTe from Monosolar and proved the reliability,
scalability and manufacturability of the simple and low-cost deposition technique.
During this time, the electrodeposition technique matured in BP Solar by intensive

group work. BP Solar was able to scale up solar panel to 0.94 m? yielding a nearly 11%
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efficiency using CdS/CdTe heterojunction structure [21]. BP Solar eventually dropped
this work on electrodeposited CdTe in the early 2000s.

Decade after, RSI Company was founded in 2009 by a team of capital
equipment veterans based in Silicon Valley, California, USA, to electroplate CdTe thin
films. They have developed a method called Rapid Efficient Electroplating on Large-
areas (REEL) which speed up the electroplating process and remove the restrictions of
electroplating on large-area panels. RSI in 2013 announced new world record for
making the large panel with the area of 1.5 m* [22].

Beside RSI, Solopower funders launched new company in 2010 called
“Encoresolar” at Silicon Valley in California, USA. Encoresolar is currently
electroplating CdTe thin films on a large area panel with dimension of 1.1 m? 23, 24].

Electrodeposition of CdTe thin films can be carried out either by three electrodes
or two electrodes system. In three electrodes set-up, electrodeposition cell comprise of
working electrode (cathode), counter electrode (anode) and reference electrode while in
two electrodes set-up the reference electrode is omitted. There are lots of reports on the
electrodeposition of CdTe using three electrodes system [16-21]. The main advantage of
the three electrode system is that the cathodic voltage is measured w.r.t the reference
electrode, therefore the potential between working and reference electrode can be easily
controlled [25,26]. Besides the three electrodes system, two electrode systems also were
reported for electrodeposition of CdTe [27-30] and other semiconductor thin films such
as CdS [31,32], CdSe [33], InSe [34], ZnTe [35], CIS [36,37] and CIGS [38,39].

The work reported in this thesis is mainly focused on the electrodeposition of n-
CdTe thin films using two electrodes system. The first reason of using two electrodes
system instead of conventional three electrode system is to eliminate the possible
leakage of unwanted group 1A and 1B ions such as K™ and Ag" from saturated calomel
electrode (SCE) and Ag/AgCl reference electrodes into the electrolyte solution [25]. It
should be noted that, the conductivity type of the CdTe thin films critically depends on
the parts per billion (ppb) of impurity or dopant level in deposition electrolyte.:
Dennison reported that, only 5 ppb of Ag"ions and >30 ppb of Cu®" jons has drastically
reduced the efficiency of electrodeposited CdTe based solar cells from 11.0 % to 3.6
and 0.7% respectively [40].

The second reason of omitting reference electrode is due to the low operating
temperature limit of some reference electrodes such as SCE electrode which is about

60°C [41]. By removing the reference electrode, the growth temperature of aqueous
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solution can be increased up to ~85°C. For obtaining stoichiometric CdTe, higher
deposition temperature is required. Generally, depositions at lower temperature produce
CdTe thin films with excess Te and poor crystallinity [42]. Higher efficiency CdTe
solar cells were reported by Schulmeyer et al using CdTe with excess Cd [43].

The third reason of omitting reference electrode is that each reference electrode
has its own lifetime and should be replaced when it is not functioning as intended. In
this case, the overall cost of the electrodeposition set-up can be reduced by removing
the reference electrode, further simplifying the electroplating cell.

Usually, CdTe layers are grown using CdSQOy as the precursor for Cd ions. This
work presents the cathodic electrodeposition of CdTe thin films from acidic and
aqueous solution using Cd(NOs); as the precursor for Cd ions. The reports are scarce on
the electrodeposition of CdTe history, using nitrate precursor [44,45]. Therefore, this
report presents a comprehensive work on CdTe layers grown by two electrode system,

using nitrate precursor in order to investigate its suitability for use in electronic devices.
8.2  Preparation of CdTe deposition electrolyte

The initial Cd-precursor was prepared by dissolving 1.0 M Cd(NOs),.4H,O of
99.0% purity in 800 ml of deionized water. Then, the prepared solution was electro-
purified by applying a cathodic potential just below the required potential for reduction
of Cd** ions for ~100 hours. The initial Te-precursor was prepared by adding 2.0 grams
of 99.999% (5N) TeO, powder into 250 ml of volumetric flask containing diluted nitric
acid (HNOs) and continuously stirred for 24 hours. Thereafter, about 1 ml of diluted
TeO; solution was added to 800 ml aqueous solution containing purified
1.0 M Cd(NO;)2.4H>0. The pH of the resulting deposition electrolyte was adjusted to
2.00+0.02 using either nitric acid or ammonium hydroxide (NH4OH) at room temperature.
Both Cd(NO3)2.4H20 and TeO, used in the deposition electrolyte were purchased from
Sigma Aldrich. The substrates used for electro-purification and electrodeposition were:
TEC-7 glass/FTO (fluorine-doped tin oxide) with sheet resistance of ~7 Q/square. Prior
to electrodeposition, the glass/FTO substrates were cut into small pieces with
dimensions of 2x2 cm? and washed for 15 minutes in an ultrasonic bath containing soap
solution followed by rinsing with deionised water. Subsequently, the glass/FTO
substrates were cleaned with methanol and rinsed with deionized water followed by a

similar cleaning with acetone and deionized water. The samples were finally dried using
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stream of nitrogen gas. An insulating polytetrafluoroethylene (PTFE) tape was used to
attach the glass/FTO substrate to a high-purity graphite rod which serves as the working
electrode (cathode). Another high-purity graphite rod was used as the counter electrode
(anode). The temperature of the electrolyte solution was maintained at ~85°C with
continuous moderate stirring during deposition using magnetic stirrer. The source of
electrical power used for 2-electrode system was a computerised GillAC potentiostat

(ACM instruments).
8.3  Results and discussion
8.3.1 Voltammogram

Cyclic voltammograms were recorded for the electrolyte solution containing a
combination of about 1 ml of TeO; solution and 1.0 M Cd(NO3),.4H,0 in 800 ml of
deionised water to study the deposition trends of CdTe. The temperature of thev
electrolyte was kept at ~85°C and the pH value was adjusted to 2.00+0.02. The reason
of using aqueous acidic solution of pH = 2.00+0.02 and deposition temperature of
~85°C was to prevent the formation of cadmium hydroxide precipitates and to increase
the deposition rate and crystallinity of CdTe thin films. The cyclic voltammogram was
recorded using GillAC computerised potentiostat at cathodic voltage ranges of (0 to

2,000) mV with a scan rate of 3 mVs™ as shown in Figure 8.1.
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Figure 8.1: A cyclic voltammogram for an aqueous electrolyte containing

1.0 M Cd(NOs),.4H,0 and ~1 ml of TeO; at pH = 2.00+£0.02 and temperature of 85°C.

In the forward scan, as the cathodic potential is increased, the deposition of Te
takes place first because the redox potential for Te is more positive (E;= +0.53 V vs.
NHE) than Cd (E, = -0.40 V vs. NHE) [16]. The enlargement of point A in Figure 8.1
(inset) shows that Te deposition starts from ~147 mV according to the following

electrochemical reaction:
HTeO," + 3H' + 4¢” — Te + 2H,0 8.1)

By further increase in cathodic potential at forward scan, the Cd?*" ions starts to
discharge depositing Cd on the cathode at ~920 mV (point B). The discharge rate of
Cd** ions on the cathode surface increases towards higher cathodic potentials and
appears as small hump (Hump 1) at ~1100 mV. The electrochemical reaction of Cd

deposition is given by:
Cd*+2e— Cd (8.2)

Thus, the co-deposition of CdTe thin film starts at ~1100 mV and continues at
higher cathodic potentials with the appearance of approximately steady current region
between ~1200 to ~1400 mV. At cathodic potentials >1400 mV cathodic current
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increases rapidly which can be either due to Cd dendrites formation or hydrogen gas
evolution process (electrolysis of water). This is possible because the minimum voltage
required for electrolysis of water is about 1.23 V [46]. Although the generation of
hydrogen gas at the cathode surface can be helpful in passivating defects, it can also
reduce the adhesion of CdTe layers to the glass/FTO substrate due to formation of
hydrogen bubbles [47]. The overall electrochemical reaction for formation of CdTe thin
film between ~1200 to ~1400 mV, can be obtained by the combination of Equations
(8.1) and (8.2) as follows:

HTeO," + Cd** + 3H* + 66" — CdTe + 2H,0 (8.3)

In the reverse scan, both points C and D, at ~834 and ~633 mV, represents the
dissolution of elemental Cd and Cd bonded to the CdTe layer and point E (~327 mV)
represents the dissolution of Te from the cathode. In the electrodeposition of CdTe thin
films, it is important to maintain the deposition of CdTe thin films close to
stoichiometry. For this reason, the concentration of Cd** ions in the solution should be
always much higher than HTeO," ions due to the higher (more positive) redox potential

of Te element as compared to Cd.
8.3.2 X.-ray diffraction
8.3.2.1 Optimisation of growth voltage

Figure 8.2 (a) shows the XRD pattern of as-deposited CdTe layers grown at
cathodic potential ranges of 1248 to 1258 mV with potential step of 1.0 mV. All CdTe
layers were grown on glass/FTO substrate for 2 hours. This experiment was carried out
to determine the most intense XRD peak between the cathodic potential ranges of 1248
to 1258 mV which corresponds to stoichiometric CdTe layers with the highest degree of-
crystallinity. In general, the most intense XRD peaks is expected to appear at the
stoichiometry point and the deviation from the stoichiometric point results in less
crystallinity due to formation of CdTe layer either with Te-richness or Cd-richness.
Furthermore, the presence of two phases in the as-deposited layers reduces the

crystalline nature of the CdTe layers.
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Results show that, all as-deposited CdTe layers are polycrystalline with cubic
crystal structure and strongly oriented along (111) planes. The (111) peak occurs at 20
values in the range (23.81°-24.01°). The most intense XRD peak based on diffractions
from (111) planes was observed at cathodic potential of 1253 mV as shown in Figure
8.2 (b).

For better identification of all CdTe XRD peaks, the as-deposited CdTe sample
grown at cathodic potential of 1253 mV is separately plotted and analysed as shown in
Figure 8.3 and Table 8.1. Three XRD peaks observed at 24.01°, 39.53° and 46.75°
respectively represent the diffractions from (111), (220) and (311) cubic planes. The
observed XRD peaks were found to be in a good agreement with the JCPDS file number:
01-075-2086 for cubic CdTe.

e FTO

26 (°) Cathodic potential (mV) |

(a) As-deposited CdTe (b) As-deposited CdTe ;
80000 - Vi |
AL o 1258 mv sl ’ |
TR 5 Y =) | ! ?
’Laamw;mimn_ S — ,;m_m-plxi-_-g—gmm — g 8000 | : |
60000 S | ! |
=y L i 1255 E ! : |
= | ‘ 0 \; 4% : |
: - 1254 | |& 60007 | |
et T s | ﬁ | 1 |
& 40000 - 4 5 ; ;
2 5 ) 1253 | € 4000 - ! 1
T [ | | 4 ‘l : ’

= ; |18 1 !

z - 1252 | & | :
= 20000 - 1251 |2 2000 - 5 |
| 250 | |= i |
A 249 N ; ! |
| M ]7& I i O 1 T 1 }
0 - ~ , NE 1248 1253 1258 |

10 30 50 70 | |
||

Figure 8.2: (a) the XRD pattern of as-deposited CdTe layers grown at the cathodic
potential ranges of 1248 to 1258 mV (b) variation of (111) peak intensity as a function
of cathodic potential for the as-deposited CdTe layers grown on glass/FTO substrates

for 2 hours each.

In Figure 8.3, there is an indication of mixed phases marked with asterisk (*)
which occurs at 20 in the range (22.55°-22.99°) and corresponds to CdsTeO, phases.
The observation of mixed phase can be due to difference in redox potential of Te and
Cd and nature of the deposition techniques. It is known that Te with more positive
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redox potential than Cd will deposit first on the FTO surface. In addition, in acidic
aqueous solution Te can be easily oxidised and make bonds with Cd atoms to form
Cd,TeOy. The Cd,TeOy can form as a native oxide layer during the growth on the
surface or can also be formed on the surface of CdTe layer when annealed in the
presence of oxygen or air ambient. The XRD patterns observed for the CdTe grown by
electrodeposition techniques are similar and comparable to the XRD pattern of CdTe

grown by high temperature CSS growth techniques [48].
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Figure 8.3: The XRD patterns of as-deposited CdTe samples grown at cathodic
potential of 1253 mV for 2 hours duration.

Table 8.1: Identification of XRD peaks observed for as-deposited CdTe layers grown at
cathodic potential of 1253 mV. The observed XRD peaks match with JCPDS reference
file number: 01-075-2086 for cubic CdTe.

20 of (111) peak Lattice spacing (hkl) Chemical
Sample ) D (A) formula/phase
Observed Reported | Observed | Reported
24.01 24.02 3.70 3,70 | (111) | CdTe/cubic
As- 39.53 39.74 2.28 2.26 (220) | CdTe/cubic
deposited 46.75 46.97 1.94 1.93 (311) | CdTe/cubic
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Table 8.2 contains the variation of the FWHM and the corresponding crystallite
sizes as a function of growth voltages for the as-deposited CdTe samples. The FWHM
and crystallite size calculations were based on diffraction from CdTe (111) XRD peaks.
The crystallite size was estimated using Equation (6.6) presented in chapter 6.

Results show that the crystallite sizes were in the range of 32 to 65 nm for the
as-deposited CdTe layers grown at the cathodic potential ranges of 1248 to 1258 mV.
The higher values of crystallite sizes were observed at the cathodic potential ranges of
1250 to 1255 mV close to the stoichiometric growth voltage of 1253 mV. Away from
the stoichiometric point the crystallite sizes tend to reduce. The reduction in crystallite
size can be due to growth of the CdTe layer with either Cd-richness or Te-richness. The
crystallite size calculation shows that the as-deposited CdTe layers grown by
electrodeposition technique are nano materials. The as-deposited CdTe layers grown by
high temperature growth technique such as CSS were shown to be micro-materials with
the grains size in the range of 0.3 to 0.5 um [49,50]. In this work, the highest value of
crystallite size calculated for the as-deposited CdTe layer was about 65 nm and no
higher value greater than 65 nm were observed. This seems to be due to the saturation
of crystallite size or limitation of the Scherrer’s equation used in the measurement and

analysis for CdTe samples [51,52].

Table 8.2: Variation of crystallite size as a function of cathodic potential for the as-

deposited CdTe layers based on (111) peak.

Cathodic potential | 26 of (111) | FWHM of (111) | Crystallite size of (111)
(mV) peak (°) peak (°) ’ peak (nm)
1248 23.81 0.259 32
1249 23.95 0.162 52
1250 23.98 0.129 65
1251 23.95 0.129 65
1252 23.98 0.129 65
1253 24.01 0.129 65
1254 23.98 0.129 65
1255 23.90 0.129 65
1256 23.98 0.194 43
1257 23.95 0.259 32
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1258 23.85 0.259 32

8.3.2.2 Effect of the growth time on the structural properties of CdTe layers

In order to study the effect of growth time on the structural properties of the
electrodeposited CdTe layers, XRD measurements were carried out for five samples
grown at cathodic potential of 1253 mV for different durations. Each sample layer was
divided in to two parts, the first part remains as-deposited and the second part was
annealed at 390°C for 10 minutes in air. Figure 8.4 (a) and (b) shows the XRD patterns
of the as-deposited and annealed CdTe layers.

In both figures, as the deposition time increases from 2 hours to 6 hours, the
intensity of (111) peak increases and reaches its maximum values at 6 hours. The
annealed samples show higher (111) peak intensities as compared to the as-deposited
samples. This clearly shows the improvement in structural properties of CdTe layer
after annealing. The (111) peaks position for the as-deposited and annealed samples

respectively occurs at 20 values in the range (24.04-24.11)° and (24.02-24.09)°.
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Figure 8.4: The XRD patterns of the (a) as-deposited and (b) annealed CdTe layers

grown for different durations of 2 to 6 hours.

The crystallite sizes calculated using Scherrer’s equation based on the (111)
peak intensity was in the range (37-65) nm for the as-deposited samples as shown in the

Table 8.3. At the early stage of growth (2 hours), the crystallite size was small about 37
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nm and as the growth time increases (beyond 2 hours), the crystallite size start to
increase and reaches their maximum values of about 65 nm. After annealing, all CdTe
layers show same the crystallite size value of about 65 nm. It seems the crystallite sizes
saturated after annealing due to crystallite size growth and recrystallisation in CdTe thin
films. This clearly shows the limitation of application of Scherrer’s equation for
calculation of crystallite size. Although, the crystals grow larger (see SEM results in
section 8.3.5), the Scherrer’s equation is not capable of estimating these large values.
The mixed phase CdsTeOy is also observed in all as-deposited and annealed
CdTe samples as shown by asterisk (*). This peak is more prominent when the growth
duration is >4 hours. Larger growth durations allow oxygen to incorporate on the CdTe

layers surface and form a well crystallised phase.

Table 8.3: Effect of growth time on the (111) XRD peak of as-deposited and annealed

CdTe layers.

Growth 20 of (111) FWHM of (111) Crystallite size of (111)
Time peak (°) peak (°) peak (nm)
(min)

As- Annealed | As- Annealed | As- Annealed
deposited deposited deposited
120 24.07 24.09 0.227 0.129 37 65
180 24.04 24.08 0.129 0.129 65 65
240 23.98 24.09 0.162 0.129 52 65
300 24.11 24.02 0.129 0.129 65 65
360 24.09 24.09 0.162 0.129 52 65

Figure 8.5 shows the variation of (111) peak intensity as a function of growth
time for both as-deposited and annealed CdTe layers. Observation shows the gradual
increase in the peak intensity of both as-deposited and annealed sample when the
growth durations are in range of 2 to 4 hours. The peak intensity increases rapidly for
the growth duration of >4 hours and reaches their maximum values after 6 hours. In the.
annealed samples, the peak intensities were approximately the same observed for
growth durations between 5 and 6 hours. This observation was made number of times
and it simply suggests that the optimum growth time for the CdTe thin films should be

in the range of 5 to 6 hours.
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Figure 8.5: Variation of (111) peak intensity with growth time for as-deposited and

annealed CdTe layers.

8.3.2.3 Effect of growth time on the thickness of CdTe layers

Figure 8.6 shows the experimental and theoretical thickness variation with
growth time for the as-deposited CdTe layer grown at cathodic potential of 1253 mV.
The CdTe thickness was experimentally measured using UBM microfocus optical depth
profilometer (UBM, Messetecknik GmbH, Ettlingen, Germany) and theoretically
estimated using Equation (6.7) presented in chapter 6. It should be noted that, in
Equation (6.7), the number of electrons transferred in the reaction for formation of one
mole of CdTe is n = 6.

Results clearly show that the thickness of CdTe layer increases with the growth
time. As shown in Figure 8.6, the variation of thickness as a function of growth time is
approximately linear. In this experiment, the error in thickness measurement was about
+0.05 um. It should be taken into consideration that the theoretical thicknesses
calculated from Faraday’s law of electrolysis show higher values than the experimental.
values. This is because in Faraday’s law of electrolysis, all the electronic charges are
assumed to have contributed to the deposition of CdTe layers while in real situation,

some of the electronic charges actually participated in the electrolysis of water.
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Figure 8.6: Theoretical and experimental thickness variation with growth time for the

as-deposited CdTe layers grown at cathodic potential of 1253 mV.

It should be noted that the thickness of the electrodeposited CdTe thin films
directly depends on the deposition current density. The current density itself depends on
the growth temperature, stirring rate and HTeO," ions concentration in the aqueous
solution. The increase in any of these parameters given above can increase the current
density and eventually increase the thickness of the deposited thin films. Reports show
that the deposition current density is less dependent on the variation in Cd** ions
concentration in the deposition electrolyte [53]. The experimental observation shows
that the deposition current density is more sensitive to the addition of HTeO," ions into
deposition electrolyte. Deposition current density increases drastically when the
concentration of HTeO," ions is high even at low temperature and stirring speed. When
the amount of HTeO," is high in the bath, Te-rich CdTe with a thickness of 2.0 pm can
be deposited in a very short time (less than one hour). However, these kinds of layers
are not suitable for solar cell devices due to non-stoichiometric properties and Te-
richness. The main common issues in the non-stoichiometric layers are the material
losses, large number of pin-holes and poor solar cell performance after heat treatment at
high temperature (>385°C). From the experience gained in this research, good quality
CdTe thin films were electrodeposited when the current density is within the range of
~(150-160) wAcm™ in the stoichiometric growth voltage range using two electrode

system,
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In an electrodeposition production line, CdTe with a thickness of 2.0 pm is
required to absorb nearly 100% of the incident photons as mentioned earlier. When the
deposition current density is ~(150-160) wAcm>, about 6 hours is required to deposit
2.0 um thicknesses. This seems to be a long time deposition process in manufacturing
process. The effective deposition time can be reduced to ~(4-5) minutes per 1 m? area
substrate by using special large electroplating baths which are able to deposit many
substrates with areas ~(2-3) m” at the same time [21,36,47,22]. In this case, the
deposition time of the electrodeposited CdTe thin films is comparable to the high

temperature and high deposition rate growth techniques such as CSS.

8.3.2.4 Effect of CdCl; and CdCl+CdF; treatments on the XRD patterns of

CdTe layer at different temperatures

In this experiment, CdTe layer with a thickness of ~1.5 um was deposited on
glass/FTO substrate. Then the deposited layer was divided into three parts. The first part
was left as-deposited CdTe. The second part was heat treated with CdCl, only and the
last part was heat treated with CdCl,+CdF,. Three different heat treatment temperatures
of 385, 420 and 450°C for 12 minutes in air were used for this set of experiment and
results are shown in Figure 8.7 (a) and (b).

In both figures, the clear difference in the intensity of (111), (220) and (311) can
be observed for various conditions. Treatment with CdCl, and CdCl,+CdF, at 385°C
clearly improved the intensity of (111) preferred orientation peak as compared to the
(111) peak of the as-deposited CdTe sample. The weak intensity of (220) and (311)
peaks confirms the preferential growth of (111) peak at 385°C. The improvement in
(111) peak intensity is related to recrystallisation and grain growth in the presence of Cl
and F [54]. At the temperature of 420°C, structural transition was observed for both
CdCl; and CdCl,+CdF, treated samples. The sign of structural transition was the slight
reduction in (111) peak intensity and slight increase in (220) and (331) peak intensity as-
compared to sample heat treated at 385°C.

The structural transition is due to the random orientation or recrystallisation in
the CdTe layers, yet the (111) peak intensity remained as the dominant peak in
comparison to the other two peaks. A comprehensive study on in-situ XRD

measurement done by Kim et al shows that the structural transition temperature take
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place at the temperature of 385+5°C [55]. The experimental observation reported here

was in agreement with the observation made by Kim et al.
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Figure 8.7: The XRD patterns of the (a) CdCl, treated and (b) CdCl,+CdF, treated
CdTe layers. Note that the heat treatment was carried out at three different temperatures

of 385, 420 and 450°C for 12 minutes in air.

At the temperature of 450°C, (111) peak intensity slightly recovered after CdCl,
treatment while a sharp collapse was observed after CdCl,+CdF, treatment. The sharp
collapse in (111) peak intensity can be related to the random orientation of the CdTe
crystals. When the CdTe crystals are randomly oriented, it is possible that the preferred
orientation transfers from (111) plane to other (220) or (311) planes depending on the
final orientation of crystals in the CdTe layer. According to the experimental
observation in this work, as the temperature increase from 385°C to 450°C, the intensity
of the (220) and (311) peaks increases gradually. It should be noted that increase in (220)
and (311) peak intensity are more pronounced when CdTe layers was treated with
CdCl,+CdF,. Based on the results reported recently in the literature, Dharmadasa et al
[56] has identified that there are three regions where the structural transition takes place.
As shown in Figure 8.8, After the first region, sudden phase transition takes place at the

temperature of 385°C+5°C and after the second region slow transition takes place at
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temperature of 385°C < T < 430°C. In the third region, again the structural transition
happens for the temperature of >430°C. The first transition has been identified as a
sudden change due to melting of grain boundaries while the CdTe crystallites are
floating in a liquid phase. Also, Echendu er al [57] has recently reported the effect of
CdCl, and CdCl,+CdF, treatment on the structural properties of the electrodeposited
CdTe layers grown from CdSOy precursor. The presence of F enhances these effects and

the results presented in this work are in agreement with results obtained from CdSOg4

precursor.
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Figure 8.8: Bar charts of the effect of CdCl, and CdCl,+CdF, treatment on the (111),
(220) and (311) peak intensity of CdTe layers. The heat treatment was carried out at

three different temperatures of 385, 420 and 450°C for 12 minutes in air.

Figures 8.8 (a)-(d) show the summary of results presented in the section 8.3.2.4.
These figures clearly show the variation trend of (111), (220) and (311) peak intensity
with CdCl, and CdCl,+CdF, treatment at different temperatures. It should also be noted
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that these changes do occur due to both the annealing temperature and the annealing

period.

8.3.2.5 Effect of CdCl, treatment on XRD patterns of Te-rich CdTe layers

In this section effect of CdCl, treatment followed by heat treatment on the
structural properties of Te-rich CdTe layers were studied. For this reason, Te-rich CdTe
layers were grown at cathodic potential of 1233 mV which is 20 mV below the
inversion potential of 1253 mV. The CdTe layers were grown on glass/FTO substrate
for duration of 2 hours. Afterward, the grown sample was divided into three parts, first
part was left as deposited, the second part was annealed at 400°C for 10 minutes in air
and the last part was heat treated with CdCl, at 400°C for 10 minutes in air and results

are presented in Figure 8.9.
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Figure 8.9: Effect of annealing in air and CdCl, treatment on XRD patterns of Te-rich
CdTe layers.

In the as-deposited CdTe layer with Te-richness, three phases were observed.
The first phase belongs to the cubic CdTe (JCPDS No. 01-075-2086) showing the
reflections from (111), (220) and (311) crystal planes. The second phase relates to the
hexagonal elemental Te (JCPDS No. 00-001-0727) with the reflection from (101), (102)
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and (110) crystal planes. The appearance of the third phase which is CdTeOy can be
due to native surface oxide from exposure to oxygen from aqueous solution and air
which has been previously explained in section 8.3.2.1. The appearance of three phases
in the as-deposited CdTe layer with Te-richness clearly shows that the layer is non-
stoichiometric. It should be noted that the non-stoichiometric CdTe layers (Te-rich) are
not suitable for solar cells fabrication due to their poor material qualities.

After annealing in air, (111) and (220) peaks intensity was reduced while (331)
peak intensity improved slightly due to the random orientation or recrystallisation of the
CdTe crystals. In addition, the intensity of Te (101) peak increased showing the
improvement of crystallinity of elemental Te after annealing in air. This shows that the
post-deposition annealing is an essential step to improve the crystallinity of the thin
films. The appearance of Te,Os phases was also expected after annealing. The reason
for this oxidation is due diffusion and reaction of oxygen in Te-rich CdTe surface.

Interesting results have been observed when CdTe layers were heat treated with
CdCl, in air. All the elemental Te and Te;Os XRD peaks disappeared. The intensity of
all three main CdTe peaks increased drastically. Reports show that CdCl, dissociates the
oxide layer on the CdTe surface and Cd in CdCl, substitutes the oxygen atoms in Te;Os
to form CdTe [58]. This also shows that CdCl, treatment removes extra elemental Te
and makes the CdTe layer more stoichiometric. The stoichiometric CdTe layers are
suitable for fabrication of high efficiency solar cells. This is the reason why CdCl,
treatment is used in the production of high efficiency solar cells. The CdCl, treatment is
known as “magic or activation step” because of its significant effect on the device
performance which has not yet been fully understood [59]. Observation of additional
two peaks of CdsTeOy in the CdCl, treated sample can also be related to reaction of
oxygen with CdTe surface at 400°C for 10 minutes in air. The formation of thick
insulating Cd,TeO, layer on the CdTe surface reduces the solar cell efficiency by
introducing high series resistance between metal/semiconductor interfaces. However, a
very thin layer of insulating CdsTeOy layer can improve the solar cell efficiency by
making Metal-Insulator-Semiconductor (MIS) structure [47]. Thick layer of CdsTeOy

layer is usually removed by chemical etching prior to metallisation.
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8.3.3 Photoelectrochemical (PEC) cell measurements

Figures 8.10 shows the PEC measurement results for the as-deposited, annealed
and CdCl, treated CdTe layers grown on glass/FTO substrates. The CdTe layers were
grown at different cathodic potential ranging from 1248 to 1258 mV for 2 hours
duration. The grown CdTe layers were divided into three parts; the first part was for as-
deposited, the second and third part was heat treated with and without CdCl, at 390°C
for 10 minutes in air. This experiment was carried out to identify voltages to grow the
Te-rich, stoichiometric and Cd-rich CdTe layers.

Experimental observations reveal two deposition regions for the as-deposited
CdTe thin films. The first region shows the Te-rich region starting from 1248 to 1252
mV with positive PEC signals. In this region, because the CdTe layers are rich in Te,
and the expected electrical conduction type is p-type as experimentally observed. The
values of the positive PEC signals gradually reduce from 1248 mV towards 1252 mV.
At the cathodic potential of 1253 mV, zero PEC signal was observed which represents
the growth of intrinsic or stoichiometric CdTe layer. The second region shows the Cd-
rich region starting from 1254 to 1258 mV with negative PEC signal. Since the CdTe
layers are rich in Cd, the expected electrical conduction type is n-type. The value of the
negative PEC signals gradually increases from 1254 to 1258 mV due to increase in the

Cd in the CdTe layer.
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