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ANALYSIS OF THE CNV WAVEFORM IN THE TIME AND FREQUENCY
DOMAINS

M. COELHO
ABSTRACT

The Contingent Negative Variation (CNV} response of the
Electroencephalogram (REEG) is often obscured by the
background RBEG and/or ocular artefacts (OAs). These
necessitate the application of =a variety of signal
processing techniques to reduce the influence of such
rhenomena on the measured signal. The methods discussed in
this thesis are: ocular artefact removal (OAR) in the time
domain and the use of data tapering and Fourier Transforms
to give frequency domain amplitude and phase spectra.

Two OAR methods were compared: a non-recursive method using
ordinary least saquares parameter estimation developed by
Nichols and a recursive least squares technique developed by
Ifeachor. Recursive OAR was observed to distort the CNV
response. This was discovered to be due to omission of the
response from the algorithm being used, an omission ocurring
in both techniques. To correct this the inclusion of a
model of the response in the algdorithm was proposed. A
number of data sets were devised in order to investigate
this effect and the successfulness of including the response
model. It was shown that response modelling gave more
efficient DAR and reduced response distortion. Similar
investigations were performed on recorded response data
which showed that modelling was essential for recursive 0AR
but that non-recursive OAR was relatively insensitive to the
inclusion or omission of response modelling.

The use of data tapering was included in order +to help
improve the spectral analysis of short epochs of EREG data.

A comparison of statistical properties of the harmonics of
the amplitude and phase spectra of the CNVs of normal,
ratient and at risk subjects was made using Predictive
Statistical Diagnosis (PrSD) and Discriminant Analysis (DA)}.
The investidation compared results between Pr8D and DA and
between 1 and 4 second inter-stimulus interval CNVs and
suggested that the 1 second data gave better discrimination.
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1 INTRODUCTION

The following points are discussed,in this chapter
the origins of this thesis; the data processing methods to

be applied; and the goals and aims of the thesis.

Section 1.1 is a desription of the thesis origins and a
brief overview of the relevant areas in the field of EEG
work, an outline of the Contingent Negative Variation (CNV)
and Auditory Evoked Potential (AEP) responses of the human
EEG, and Ocular Artefacts (OAs) . The time and frequency
domain methods to be applied are given in Section 1.2.
These comprise Ocular Artefact Removal (OAR) in the time
domain, signal processing methods of windowing (time domain)
of data prior to transformation to the frequency domain
phase and energy spectra. The statistical methods applied
are also described in this section. These involved the
generation of a number of test statistics, data reduction
methods to determine a set of variables which gave best
discrimination between a number of subject groups, and the
use of Discriminant Analysis (DA) and Predictive Statistical
Diagnosis (PrSD) to attempt to classify subjects which may
fall into one or other of the known groups. Previous work
which formed the starting point for this thesis is also
described. Section 1.3 1is a description of the experimental
data to be used: 1 and 4 second CNVs. Section 1.4 gives the
aims of this work and Section 1.5 is a brief outline of the

thesis layout.



1.1 THE ELECTROENCEPHALOGRAM AND THE CONTINGENT NEGATIVE
VARIATION AND AUDITORY EVOKED POTENTIAL RESPONSES
1.1.1 ORIGINS OF THE ELECTROENCEPHALOGRAM

The first reported observation of the
electroenceprhalogram was by CATON (1875) who discovered that
incessant current oscillations could be displayed by a
galvanometer connected to two electrodes placed on the
exposed cerebral cortex of an animael. BERGER (1928) was the
first to report on the EEG of man, showing that it could be
recorded through the skull. DAWSON (1947) reported a means
of making scalp recordings of stimulated cerebral action
protentials in man by displaying individual EEG traces on a
cathode-ray oscilloscope and superimposing them on a single
photograph. This was necessary due to the small magnitude
of such evoked potentials when compared +o the background

EEG.

1.1.2 DESCRIPTION OF THE ELECTROENCEPHALOGRAM

An introduction to the physical structure and
electrical activity of the brain is given in COOPER et al
(1980). The ongoing background rhythmical EEG can be
described in terms of four frequency ranges or bands (COOPER
et al, op. cit.): delta (<4Hz), theta (4 to < 8Hz), alpha (8
to 13 Hz) and beta (>13 Hz). GEVINS (1984) considers any
activity at > 30 Hz as a separate, gamma, band. In addition
potentials due to endogenous or exogenous events can be
observed in the EEG. In this thesis such phenomena will be

-2



referred to collectively as responses. This is to avoid
any conflict of terminology arising out of the use of one of
the commonly applied descriptions since a variety of names
have been given to such EEG responses. Common references
are to evoked potentials (EPs), event-related potentials
(ERPs) and stimulus-related potentials (SRPs) even though
the same specific response may be classed under any one of

these three headings by different authors.
1.1.3 THE CONTINGENT NEGATIVE VARIATION

One of +the numerous responses of +the EEG 1is the
Contingent Negative Variation (CNV) first described by
WALTER et al (1964). The CNV is elicited by a constant
foreperiod reaction time task. The standard experimental
paradigm is to give a warning stimulus (Sl) which is
followed after a time (known as the Inter-Stimulus Interval
(ISI)) by a second (imperative) stimulus (SZ) at which some
action is required on the subject’s behalf (this is often a
motor-response (MR) caused by pressing a button to terminate
SZ). S1 and SZ are often either audio or visual stimuli;
The CNV proper is the negative shift of the EEG baseline

which occurs between the two stimuli.

The CNV is considered to comprise several components
(e.g., see TECCE and CATTANACH, 1982 and ROHRBAUGH et al,
1976 and 1986). LOVELESS and SANFORD (1974) conclude that
the CNV comprises +two components which are an orientating
response subsequent to Sl (the "0" wave) and an expectancy
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response in anticipation of S2 (the "E" wave). Using a 4
second ISI they found the "0" wave to pesk no later than 850
msec after S1 and that the "E" wave commenced about halfway
through the foreperiod.

1.1.4 THE AUDITORY EVOKED POTENTIAL

Although this thesis is concerned with the CNV the
Auditory Evoked Potential (AEP) 1is introduced here because
of its presence in the experimental paradigm (described in
the previous section)} when S1 and 82 are auditory stimuli.
It is also considered to be a multi-component response (see

e.g., COOPER et al, 1980 or SHAGASS, 1872).

1.1.5 OCULAR ARTEFACTS

Ocular artefact (OA) is the collective reference to a
number of eye-related artefacts: eye-movements (EMs) and
eyelid and blink artefacts. OAs often obscure responses,
especially the CNV. It has been noted that CNV changes at
the vertex can be reproduced by voluntary downward eye
movement (STRAUMANIS et al, 1969). HILLYARD and GALAMBOS
(1970} concluded that on average 23% of the CNV was composed
of Eye Artefact Potential (EAP). A discussion of the types

and causes of QA is given in JERVIS et al (1988}).



1.2 TIME AND FREQUENCY DOMAIN METHODS OF PROCESSING AND

ANALYSING THE CONTINGENT NEGATIVE VARIATION

The use of both time and frequency domain methods was
considered necessary since they provide complimentary views
of a waveform. The time domain approach allows ease of
visual 1interpretation of a waveform, 1indeed it was through
study of the time domain representation of waveforms that
the problems inherent in the Ocular Artefact Removal (OAR)
method came to 1light (see Chapter 2 for details). The
frequency domain is important because it is here that the
statistical tests (Chapter 4) are applied. These are needed
to examine important fregency components of the response

and to quantify the properties of the harmonics.

1.2.1 OCULAR ARTEFACT REMOVAL

Section 1.1.5 gave the reasons why the presence of
OAs 1in the EEG are undesirable. A variety of methods of OAR
exist (details are given in JERVIS et al, 1988) which can be
loosely grouped into three categories: rejection, fixation

and subtraction.

OAR rejection methods discard records in which OAs are

present. This has the drawback of being wasteful of data.

In eye fixation methods subjects are asked to fix their

eyes on a target and refrain from blinking. This suffers



from two drawbacks: not all subjects can co-operate and
(especially for the CNV) the requested behaviour effectively
assigns a 'secondary task'l (GRATTON et al, 1983) or acts as
a 'distracting stimulus' (WEERTS and LANG, 1973).
Distraction processes are considered amongst the most

disruptive of CNV development (TECCE and CATTANACH, 1982).

Methods of OAR using Electro-oculogram (EOG)
subtraction have been used in Dboth time and frequency
domains. They have Dbeen applied on-line and off-line and
have used both analogue and digital techniques (see JERVIS
et al, 1988, for a review of various methods). The
principle of subtraction methods is that the measured EEG
is the linear sum of the true (background) EEG and OAs and
hence if OAs in the EEG can be estimated the true EEG can
also be estimated. In this thesis interest centres on time
domain OAR using the least squares method to estimate how
much OA in the measured EEG (derived from measurement of the
EOG) should be subtracted to estimate the true EEG. This is
achieved by computing a number of parameters known as
transmission coefficients. Two such methods are considered
in Chapter 2: the off-line technique of non-recursive OAR
(NR-OAR) of QUILTER et al (1977) as extended Dby NICHOLS
(1982), and the on-line recursive OAR (R-0AR) method of
IFEACHOR (1984), The terms 'non-recursive' and 'recursive'
refer to the manner of applying the least squares method.
NR-OAR uses ordinary least squares (OLS) techniques, while
R-OAR uses recursive least squares (RLS) . OLS ©provides
constant values for the transmission coefficients which

_6_



depend upon the data of the whole record, while RLS provides
values (based on weighted data) - which are being updated
point-by-point and hence use only some of the data (i.e.,
the latter part since the weighting discards the early data)
and thus provide parameter estimates which can vary with

time.
1.2.2 SPECTRAL ANALYSIS

The signal proceésing methods of NICHOLS (1982) applied
a Tukey window (Chapter 3) in the time domain to data prior
to transformation +to frequency domain amplitude and phase
spectra. The harmonics of these spectra were then subject
to a number of statistical +tests (see next section). This
windowing also involved transformation of the windowed data
due to the introduction of a spurious d.c. level even though

the mean level of the data had already been removed.
1.2.3 STATISTICAL METHODS

Statistical tests were applied by NICHOLS (1982) to
allow a quantitative comparison of the spectral properties
of the CNVs of two subject groups (normal and Huntington’s
Chorea (HC)). An attempt was also made to classify subjects
at risk (AR} of developing HC. This work was extended to a
logic algorithm (LA) olassifioation procedure (JERVIS et al,
1984). These tests are concerned with detecting additivity

and phase ordering effects on responses in the EEG.



1.2.4 THE APPLICATION OF THE CONTINGENT NEGATIVE VARIATION
TO HUNTINGTON®S CHOREA FOR DIAGNOSTIC PURPOSES

One possible application of the CNV in attempting to
diagnose subjects at risk of developing HC was introduced in
the preceding section. HC 1is commonly first detected
betweenn the ages of 30 and 50 (mean age 44 years), 1is
invariably fatal and of duration of approximately 15 years
from onset. NICHOLS (1982) end JERVIS et al (1984)
considered that since HC affects the same regions of the
brain responsible for generating the CNV, study of the
latter could 1lead to an ability to discriminate between
normal and HC subjects with application to pre-symptomatic
diagnosis of HC in at risk subjects (the offsprings of HC

sufferers).
1.3 EXPERIMENTAL DATA RECORDINGS

The data wused in this thesis had been recorded in
earlier work (NICHOLS, 1982). Both CNV and AEP responses
are referred to. The CNV data had been recorded using
plastic cup Ag/AgCl dc electrodes using vertex to linked
earlobe electrodes. The EOG recordings used nasal, outer
canthi, infra- and supraorbital electrodes. The acquisition
system -3dB passband was 0.016 - 30 H=z. The warning
stimulus S1 was a 70 dB GPL click and the imperative
stimulus 82 was a 1 kHz tone of 90 dB SPL (A-weighting). At
82 the subject was asked to press a handheld pushbutton to
terminate it. Thirty-two such trials were obtained per

-8-



subject. Two experimental conditions were used: the first
had a 1 second ISI, the second had a 4 second ISI. The EEG

and EOGs were recorded by sampling* at 125Hs.

1.4 GOALS AMD AIMS OF THESIS

The aims of the work can be seen as developing the
methods described in Section 1.2. The first goal was the
investigation of means of improving the time domain

processing of the data. Initially a comparison of the NR-0OAR
and R-OAR methods was to have Dbeen made but in doing so it
was observed that R-OAR produced response distortion. This
was due to the omission, in the algorithm being used, of a
model for the response. Thus it was decided to investigate,
on both real and test data, the effects of the omission and
the effectiveness (or otherwise) of including a model of the
response. A second goal was the development of improved
means of spectral analysis of short epochs of EEG data by

improved data windowing.

In the frequency domain the main investigation
concerned the application of PrSD (AITCHISON et. al., 1977)
and DA alternatives to the LA classification procedure. In
doing so it was hoped that improved classification would
arise when applied to discriminating between wvarious subject
groups (as described 1in Section 1.2.4). The results from

PrSD, DA and LA (1 second data) and PrSD and DA (4 second



data) methods were to be compared within and between the two

data sets.

In light of the findings of LOVELESS and SANFORD (1974)
the 4 second CNV was to Dbe investigated as two epochs of
equal length, with a small amount of overlap, covering the
first and second halves of the interval from the end of S*

to the start of SO.

1.5 OVERVIEW OF THE THESIS

The layout of this thesis follows the sequence of
processing steps and analysis which were applied to the
data. Chapter 2 deals with OAR. In it the following
topics are discussed: the basic principles used in OAR, the
omission of the response from the Dbasic model and its
effects and a proposed solution to introducing a response
model and the results of this procedure. This investigation
was applied to Dboth real and test data. Chapter 3 is a
discussion of wvarious signal processing issues and includes
a comparative study of two types of data window applied to
both real and test data. Chapter 4 makes brief reference to
the statistical tests of NICHOLS (1982), descibes DA and
PrSD methods, shows how they were implemented and gives
guidance on how to interpret the results. Chapter 5 gives
the results when the processing steps were all applied and
discusses and draws a number of conclusions based on the CNV

data.

_10_
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2. OCULAR ARTEFACT REMOVAL
2.1 CHAPTER OUTLINE

The need to perform Ocular Artefact Removal (OAR} is
discussed in this chapter. OAR by proportional subtraction
of the electro-occulogram (ROG) from the electroencephalbgram
(EEG} by means of the least squares method of parameter
estimation is discussed in section 2.2. Details of the two
types of QAR investidated, viz. non-recursive OAR (NR-0AR)}
and recursive QAR (R-DAR) are also given. Section 2.3 is a
discusion of OAR when a response is present and how such a
situation causes erroneocus parameter estimetion and hence
incorrect OAR. The means of fectifying ‘this error by
modelling the response in the least squares method iz  then
deseribed. Section 2.4 shows the need to investigate the
effect on parameter estimation when d.c. (mean} level
removal is and is not applied to the data. Section 2.5 is a
description of a set of test data created to investidate the
above points along with the results obtained, discussion and

.
conclusions. Section 2.6 gives the resulls obtained when
the methods of Section 2.5 were aprlied to two EEG response
(a CHV and an ARP). Section 2.7 gives the recommended

processing sequence to  be used based on the results of

sections 2.5 and 2.86.
2.2 THE BASIS OF THE ELECTRO-OCULOGRAM SUBTRACTION METHOD

OAR by proportional EOG subtraction assumes that the
measured EEG is a linear combination of the true EEG and
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ocular artefact (0OA) and that the OA is a linear combination
of selected EOGs. The EOG is that electrical potential
measured between two electrodes (which may be placed in a
variety of configurations) adjacent to the eye. Then for
the i th point, in discrete form, of an n point sequence,

the general model is:

y(i) = lel(i}v+ 02x2(i) + ... + prp(i} + e(i)
- p 3 - -
v(i) = jzzle'jx'j(l) + e(i) i=1,2,...,n - (2.1)

where the y(i)} are sampled values of the measured EEG
containing QA, the xj(i) are the sampled values of the
measured EOGs (or a function of them}, e(i) is the true
(background) EEG which is regarded as an error term and the
Qj are proportionality values known as model parameter$ or
transmission coefficients. Assuming that the Qj can be
estimated (by éj) then the true EEG can be estimated as ;(i)
(the circumflex denotes +the estimate of a given wvalue)

where:

~ P -
e(i) = y(i) -5_0.x.(i) i=1,2,...,n - (2.2)

FEquation (2.1) can be written more compactly in matrix

form for all n samples as:

Xn = gngn + En - (2.3)
-18-



where: Y v(1) * o= de) 9 = _e(l)
oy T oxx@ 21 Bn= o
02
i, 3 i i
if i im i
|le(n)J
and XT(l)

Then, similarly, equation (2.2) can be written:

En - ¥n B %%%i (2.4)

2.2.1 THE LEAST SQUARES METHOD OF PARAMETER ESTIMATION

The basis of least squares estimation is to compute 9js

which minimise the sum of squares of the estimated error

term (the true, background EEG), e(i). This can be
performed using the ordinary least squares (OLS) method
(section 2.2.2) in which the 953 are constant or the
recursive least squares (RLS) method can be wused to give

values of 905 which are updated from point to point and can

thus vary with time.

Then the least squares estimate for gn i @n given by

(IFEACHOR et al 1986a and b).:
_ T -1_T _
%ﬂ (¥H§ﬂ) Xan (2.5)
A variety of EOG combinations can be used for the model

of equation (2.1). A recent review (JERVIS et al, 1988)

found an adequate model to be:
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y(i) - 91.VEOGR (i) + 9”EHEOGR (i) + 97.HEOGL (i) - (2.6)
i=12 ...,n
where the vertical EOG of the right eye is denoted VEOGR and
the horizontal EOGs of left and right eyes are HEOGR and
HEOGp respectively. A model which may be marginally better

is (ibid) :

y(i) = 9r HEOGR (i) .HEOGL (i) + 92 .VEOGR (i) + 93 .HEOGR (1)

+ 94 .HEOGL (1) - (2.7)

This was chosen as the model to be used in processing real

data (section 2.6) and realistic'’ test data (section 2.5).
2.2.2 NON-RECURSIVE OCULAR ARTEFACT REMOVAL

NR-OAR estimates the 9. wvalues by using the whole
duration of a record to compute a value of gA which applies
throughout the record (QUILTER et al, 1977; FORTGENS and DE
BRUIN, 1983; JERVIS et al, 1985). It is to be noted that
QUILTER et al (1977) wused correlation techniques to obtain
values for the 9js. However IFEACHOR (1984) has shown that
correlation and OLS methods lead to identical expressions
for the 9js and thus that the two methods give alternative

ways of visualising the determination of 97.
Although the st are constant throughout a record they
are computed for each record and thus allow for inter-trial

variability and between subject wvariability.
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In essence the NR-OAE method seeks to minimise:

n ~ 9 n | S 9
J =21 [e<i>3 = [Z.{y<i) ~ 510-x.(i)}z] - (2.8)
i=1 i=1 =1 J J

by computation of appropriate values of 9:_I (see Appendix Al

for details)

2.2.3 RECURSIVE OCULAR ARTEFACT REMOVAL

R-OAR computes updated wvalues of the 9js by using the
more recent data and discarding the earlier data. Thus

equation (2.8) is modified to:

3 = IIX n Xte(i)]2 = [~ Xn 1{y(i) - X 0.x.U)}2] - (2,9
i=1 i=1 =1 J J

(IFEACHOR, 1984; IFEACHOR et al 1986a) where X is known as
the 'forgetting factor' and allows the tracking of a slowly
varying parameter. Typically 5 is between 0.98 and 1 since
smaller values assign too much weight to the more recent
values giving wildly fluctuating results (IFEACHOR, 1984;

IFEACHOR et al, 1986a).
Two advantages of R-OAR as compared to NR-OAR are that

it is adaptive with the Q‘.j being continuously updated, and

that it makes possible automatic on-line OAR.
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2.3 OCULAR ARTEFACT REMOVAL WITH A RESPONSE PRESENT
2.3.1 ERRONEOUS PARAMETER ESTIMATION DUE TO PRESENCE OF

NON-RANDOM RESPONSE

It was decided to compare the two correction methods
described in the previous section by applying them to EEGs
containing the CNV  and AEP responses. NR-OAR was
implemented using the methods of QUILTER et al (1977) but
extended to four model parameters (JERVIS et al, 1980;
NICHOLS, 1982; JERVIS et al, 1985). This used subroutine
NROARM (Appendix A2) which was adapted from subroutine
EYECOR of NICHOLS (1982). R-OAR was implemented using the
methods described in IFEACHOR et al (1986a and b). This used
subroutine RCOARM (Appendix A2) based on the software in
IFEACHOR (1984). The model used was that given in equation
(2.7) and was selected because it allows for the effects of
vertical (VEOGR) and horizontal (HEOGR and HEOGp) eye
movements and attempts to compensate for possible non-linear

interaction between the horizontal EOGs (HEOGR .HEOGR).

Plots of the st against time showed the R-0OAR
algorithm took typically 2s and sometimes as long as 5s to
converge. Since this 1is an appreciable length of the 8s
record R-OAR was applied twice. The 9js obtained at the end
of the first computation were used as the starting wvalues
for the second. This gave much shorter convergence times
and gave confidence that correct parameter estimates were

used for those parts of the record of interest.



Figures 2.1, 2.2 and 2.3 show the no-0OAR, NR-OAR and
R-OAR corrected EEGs from the same subject. Each waveform
is a 32 trial average. For Figures 2.2 and 2.3 OAR was

applied to each +trial prior to inclusion in the averaging

process,
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Figure 2.1

The averaged 1 s ISI CNV of a co-operative subject
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Figure 2.2
The averaged 1s ISI CNV of the same subject as Fig. 2.1
subsequent to implementation of NR-0AR: (dc = 0)
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Figure 2.3
The averaged 1s CNV of the same subject as Fig. 2.1
subsequent to implementation of R-OAR (de = 0)
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The CNVs shown were obtained from a normal subject who had
been asked to refrain from moving their eyes or Dblinking
until after completion of the CNV paradigm. Inspection of
the EOGs of each trial for this subject showed that the CNV
epoch did not contain OA and that on numerous occasions (24
out of 32 trials) OA was present in the post-CNV epoch (this
is manifest as the hump centered at 7s in Figure 2.1 which
is smeared in this fashion Dbecause of the averaging
process) . Inspection of the three waveforms shows that the
R-OAR corrected CNV response 1is distorted when compared to
the no-OAR and NR-OAR waveforms (between which no difference

can be seen for the CNV or AEPs).

This shape modification is the result of a deficency in
the two OAR methods as previously implemented. The least
squares method computes the Oﬁs by minimising the sum of
squares of the error terms (the e(i) or EEGt (i)) on the
assumption that they are random. However the CNV is not a
random signal and its ©presence in the measured EEG will
cause incorrect estimates of the 956 and hence of the true
EEG and response itself. This follows since equation (2.1)

must now include the response R(i):

P
y'(1) = 210 -=xe(i) + R(1) + e(di) i
=1 J J

1,2, ...,n - (2.10)

where y' (i) is the measured EEG including the response.

Equation (2.2) 1is now:
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e(i) =y'(1) - 10 ;x.(1) - R(1i) i=1,2,...,n - (2.11)

However both existing OAR methods do not include the R(i)

term in equation (2.11) which thus becomes:

A P £
e(i) =y’ (1) -*r0.x. (i) i=1,2,...,n - (2.12)
=1 J J

where 9& are now the incorrect estimates of the Ob and e(i)

is an incorrect estimate for the background EEG.

This erroneous estimation will occur for both methods
but its effects <can be anticipated to differ in form and
magnitude between NR-OAR and R-OAR. NR-OAR has fixed wvalues
of 0 .which are computed from the data of the whole record.
However R-OAR attaches more weight to the most recent data,
discarding earlier data, and can have values of 0. which
vary with time due to updating of the estimates. Thus it
can be anticipated that incorrect O& estimation due to
NR-OAR could lead to magnitude and/or level differences but
not shape distortion, whereas such a problem could occur in

R-OAR in which the Oj may be varying with time.

2.3.2 RESPONSE MODELLING IN THE APPLICATION OF OCULAR

ARTEFACT REMOVAL

The previous section showed how the presence of a

response can cause incorrect estimates of the transmission

24—



coefficients and hence of the true EEG and response itself

when OAR is carried out. Here a possible remedy is given.

It has been seen that inclusion of the response, R(i)>
in the general model of equation (2.1) to give equation
(2.10) represents the correct model to Dbe used in OAR.
However there are cases when the true shape of the response
is unknown. One such case is when the response is obscured
by OA. This 1is especially true of the CNV and was
introduced in Section 1.1.5. Here it 1is essential to remove
the OA in order +to elicit the true shape of the response.
However, as has Dbeen seen, the response presence corrupts
the OAR process leading to incorrect estimates of the
background EEG and the response. One solution to this

impasse is to model the response.

In the rest of this text to avoid confusion equation
(2.1) shall be referred to as the 'general model'’ while the
response in equation (2.10) shall be replaced by a Jresponse

model'’ or "model of the response" . Denoting the response

model as RM(i) for the ith point, equation (2.10) becomes:

v’/ (1) =2 04%e(i) + RM(1) + e(i) 1i=1,2,...,n -(2.13)

where v" (1) =y (i) +R (1) ~(2.14)
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The response model can comprise a number of components,

say g and so equation (2.13) can be written:

ptq
y' (i) =21 e,x, (1) + e(i) -(2.15)
g=1 J J
where:
ptg
RM(1) = 21 O0.xAi) -(2.10)
J=P+1 J J

The x.(i), for j » P+1> now represent the components of
the response model. For j < p the xé(i) still represent the

measured EOGs.

The form of equation (2.15) means that the existing OAR
software (NICHOLS, 1982 and IFEACHOR, 1984) can be utilised
by suitable modifications to extend the number of terms
which can be corrected for (the existing versions were Dboth
written to handle up to five terms, the four EOG channels

plus the measured EEG ) e

It 1is to be noted that the estimates of the
transmission coefficients associated with the response model

components are used only in so far as giving improved

estimates of the EOG channel transmission coefficients is
concerned. This 1is because an estimate of both background
EEG and response 1is required. Thus equation (2.2) becomes:
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et (i) = y'(1) -~ i=1,2,...,n -(2.17)

where: e'(i) = e(i) + R (1) (2.18)
2.4 THE EFFECT OF D.C. LEVEL REMOVAL
This section shows Bthat the data pre-processing'
procedure of subtracting' the mean (or d.c. level) of the
data from the data may affect the parameter estimates.
Consider NR-OAR without modelling' (NR-OAR-NM) in which

there 1is one EEG channel and one EOG channel (EEGm(i) and

EOGm(i) respectively) and in which d.c. levels remain,
Thus_;;;;;;;;“igii;“;an be written for this case as
EEGm(i) = 9.EOGm(i) + EEGi(i) i=1,2,...,n -(2.19)
where EEG, (1) 1s the true or backg'round EEG.
Equation (2.2) can be written for this case as:

EEG%CH = EEGm(i) - 9. EOGm(i) i=1,2,...,n -(2.20)

and hence equation (2.8) becomes:
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n n
_ o~ . 2 _ ) _ ~ ] 2 _
J -izzl [EEG,_(i)] -i%l [EEG_(i) - ©.EOG_(i)] (2.21)

from which the expression for the estimated wvalue of 6, 0

is:
n - -
) izzlEOGm( i).EEG (i)
0 = _(222)
L 2
D> [E0G_(i)]
i=1

If now d.c. 1levels are removed from both EEGm(i) and
EOGm(i), i.e. the means of the data are reﬁbved from the

data, equation (2.22) becomes:

n
1z:1[EOG (1) Pgogl [EEG (1) uppa]
®lge=0 = ~ (2.23)
& ) 2
% [EOGm(”‘}*EoG]
n
> EOG_(i).EEG (i) n}AEOG.]uEE(.
i=1 A
= - (2.24)
S 2
2> L[EOG_ ()12 - Drog
i=1
Thus, in general é 7 6 de=0 and hence the need to

investigate the effects of d.c. level removal arises,
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2.5 TEST DATA

In order to test the truthfulness (or otherwise) of the
ideas concerning the effect on parameter estimation when OAR
is performed with a response present a number of test data
sets involving simulated CNV and OAs were created and
processed. The degree of effectiveness of response
modelling was also to be assessed and a comparison of

results was planned when d.c, level removal from the data is

and 1s not carried out. The removal of d.c. levels from the
data will be indicated by (dc = 0) and its inclusion will be
denoted (dc ? O0). The use of known test data makes such

investigations easier and more accurate since the response

shapes are known.

2.5.1 DESCRIPTION OF TEST DATA

The simulated data comprised four sets: three involved
simplified data consisting of one EEG channel, one EOG
channel and one CNV model component, the fourth case used
more realistic test data comprising one EEG channel, four
EOG channels and two CNV model components. Further details
are given below (Sections 2.5.1.1-2.5.1.3 use the simplified
data while Section 2.5.1.4 uses the realistic test data).

For the simplified data the general model is:
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y(i) = 51 9.x.(1) + e(1) i=12, ...,1024 -(2.25)

where: 9% 1is the transmission coefficient for the EOG
channel and 9° is the transmission coefficient for the
response model component. In Sections 2.5.1.1 - 2.5.1.3 the

"true* wvalue of 9" was set to 0.2.

In the case of the more realistic test data the general

model is:
6
y(i) = 51 O0.x.(i) + e(i) i=1,2,...,1024 -(2.26)
J=1 J 0
where ~ ®4 are transmission coefficients for the EOG

channels and 9% and 9 are the transmission coefficients for

the response model components.

2.5.1.1 OA AND A SEPARATE RESPONSE

As a start the simplest experimental condition possible
was simulated in which a CNV response was present along with
a temporally distinct OA. The simulated measured EEG
representing this (after dc level removal (d.c. =0)) is
given in Figure 2.4 while Figure 2.5 shows the simulated

measured EOG without d.c. level removal (dc 2 0).
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Figure 2.4

Simulated measured EEG which contains an OA and a response
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Figure 2.5

The simulated EOG corresponding to the OA of Figure 2.4

The single component response model (dc # 0) is shown in

Figure 2.6.
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Figure 2.6

Linearly modelled response

Figure 2.7 (dc = 0) shows the EEG corrected for ©OA
non-recursively and without modelling (NR-OCAR-NM).
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Figure 2.7
The NR-OAR-NM (dec = 0) corrected EEG
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The estimated CNV differs from the known one only in that
there is a small (1uV) but constant level shift. The shape,
slope and meximum amplitude (relative to the baseline) are
unchanged and there is ean OA remnant (in the form of
overcorrection of the measured EEG) of 1uV (5% of the
original OA). The correction, with d.c. level removal, gave
rise to the 6 (the estimated v&lue) of 0.20884 , compared

with the known value of 0.2, i.e., 4.92% in error.

Figure 2.8 (dc = 0) shows the NR-OAR corrected EEG when

modelling of the CNV was included (NR-OAR-WM).
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Figure 2.8
The NR-OAR-WM (de = 0) corrected EEG

There are no visual traces of the OA and the CNV shape is
unaltered. The value of 6 with d.c. 1level removal is
0.20047 differing from the known value of 0.2 by 0.24%.
Hence it has been established for these simplified data that
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successful OAR can be achievéd non-recursively provided <the

response is modelled.
Figure 2.9 (dc = 0) shows the corrected EEG obtained

using the recursive method, but with no modelling

(R-OAR-NM).
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Figure 2.9
The R-OAR-NM (dec = 0) corrected EEG

A vestige of OA remains varying from +2.8uV to -0.7uV,
relative to the EEG baseline. It can also be observed that
there exists a small difference in pre- and post-0OA EEG
baseline of 70.5uV. It appears that the CNV is unaltered.
Scrutiny of the recursively corrected EEG when modelling is
applied (R-OAR-WM) and the d.c. level is removed (dc = 0)
show that the CNV shape is unaltered and no OA remnant is

discernible, i.e., the EEG is the same as in Figure 2.8. In
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addition the pre- and post-OA baseline difference of Figure

2.9 has been eliminated.

Figure 2.10 (de = 0) 1is a plot of © against sample
number for the R-OAR-NM case showing a variation of é value
during the record which accounts for the pre- and post-0A

EEG baseline difference observed in Figure 2.9.

35_ 11072
w20 CNVNCT1
® 25
£ s THETA 1 .1917
<
T 1P
o 5.
=
z 0.
LU -.5 MLEEES PR § SEEE RS & N un T T T

2 1 2 3 4 5 6 7

TIME (SEC)

Figure 2.10

Variation of 5 with sample number for R-OAR-NM (dec = 0)
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The following observations can be made: the abrupt change in
5 at t = 2 corresponds to the onset of QOA; the more gradual
increase in 5 commences in the vicinity of the start of the
CNV (there being a slight delay 70.2s); the change in sign
of the slope of 5 occurs at CNV termination. Figure 2.11
(de = 0) shows the R-OAR-WM case in which the second trace
(labelled "THETA 2") is the estimate for the CNV  model

component parameter, the 92 of equation (2.25).
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Figure 2.11

Variation of © with sample number for R-OAR-WM (dc = 0)

This figure shows immediately the very good estimate of ©
obtained when modelling is introduced and the elimination of
the fluctuating © values noted 1in Figure 2.10. The only

discernible variation is for 92 during the CNV presence.
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Figure 2.12 (dec # 0) shows the NR-OAR-NM corrected EEG,

derived from data from which the d.c. level has not been

removed.
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Figure 2.12

The NR-OAR-NM (dc # 0) corrected EEG

This is seen to exhibit neither OA remnant nor CNV shape
modification. This was found to be the case for all
processing options (NR-OAR-NM, NR-OAR-WM, R-OAR-NM and
R-OAR-WM). The value of 5 obtained by NR-OAR-NM eand
NR-OAR-WM was identical and equalled 0.20034, i.e., 0.17% in
error. Figure 2.13 (dc # 0) shows the plot of 5 ‘variation
when R-OAR-NM was performed. An identical plot was obtained
when modelling was applied (except, of course, for the

addition of the estimate of 92, the model component).
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Figure 2.13

Variation of 6 with sample number for R-OAR-NM (dc # 0)

For these simple data, the conclusions are that the
response must be modelled if the d.c. levels 6f the data
have been removed, and that response modelling gives good

results in all cases.

For simplicity no EEG or EOG background noise was
simuleted. This condition can be Jjustified by noting that
hthe worst case error in estimating the O values will be when
there is no noise. Consider an N point sequence, where for
simplicity N is an odd integer next in sequence after a
multiple of 4. Denote the background EEG as s(i) and 1let
this be constant at a voltage Vg Furthermore 1let the

. + .
’noise’ be a voltage waveform of value v, relative to Vg

Then:
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v -V i=2,6,10,...,N-7,N-3 i.e. —— terms
s n _ 4
N+1
s(i) = Ve i=1,3,5,...,N-2,N i.e. — terms
2
N-1
v + v i=4,8,12,...,N-5,N-1 i.e. — terms
s n 4
- (2.27)
or for no ’noise’:
s(i) = Ve i=1,2,3,...,N -(2.28)

The above are depicted in Figure 2.14.

Figure 2.14

Illustration of effect of noise on sum of squares, J

Then for no ’noise’:
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J =X O(i)]2 - Nv2 -(2.29)
i

And when ’'noisef is present:

N+1 N-1 N-1 2
2 4 4
N-1
(2.30)
2
Then comparing (2.29) and (2.30) must always be greater

than J. Hence any given non-random response in the EEG will

have a greater effect on J than Jn'

2.5.1.2 SEPARATE OA AND A RESPONSE HAVING AN ADDITIONAL OA

In the following d.c. levels have been removed from the

data yielding Figures 2.15, 2.17 - 2.21.

The remaining figures were obtained from data possessing

d.c, levels.

Since OAs may be superimposed on the responses this
situation was investigated using simple data. The simulated

measured EEG (dc = 0) is shown in Figure 2.15.
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Figure 2.15
Simulated measured EEG which contains an OA and an OA

superimposed on the response (dc = 0)

The EOG causing the 0OAs is given in Figure 2.16 (dc #O0).
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Figure 2. 16

The simulated EOG (dec # 0) corresponding to the OAs of
Figure 2.156
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Using NR-OAR-NM gives the corrected EEG of Figure 2.17 (de =

0).
) DATA_POINTS
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Figure 2.17
The NR-OAR-NM (dec = 0) corrected EEG

Incomplete removal of both OAs is observed, there remaining
13% of the original OA in each case. With NR-OAR-WM (dc =
0) the corrected EEG showed no trace of either OA, i.e., it
was as for Figure 2.8. The values of 6 in these cases were
0.17389 (13.1% in error) and 0.19863 (0.7%¥ in error)
respectively. R-OAR-NM (dec = 0) gdave the corrected EEG of

Figure 2.18 which shows incomplete OA removal.
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Figure 2.18
The R-OAR-NM (dc = 0) corrected EEG .

The first OA is initially undercorrected by 6uV but 1is
reduced to 70.5uV of overcorrection. The second OA becomes
worse with CNV development being 75.5uV undercorrected at OA
termination. There is also a small distortion of the CNV
and EEG baseline differences are noted in the different
regions of the corrected EEG. Figure 2.18 (dc = 0) shows
the R-OAR-WM corrected EEG. The OAs are now  almost
completely remoyed (scrutiny of the regions in which the OAs
were present reveals slight corrected EEG perturbations)

The EEG baseline differences have been eliminated and the

CNV appears undistorted.
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The variations of.
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2.21 respectively.
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Figure 2.18

0) corrected EEG

with sample number for R-0OAR-NM (dc

0) are shown

in Figures 2.20 and
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Figure 2.20
Variation of 6 with sample number for R-OAR-NM (dc = 0)
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Figure 2.21

Variation of é with sample number for R-0AR-WM (dc = 0)

In the former 6 suffers a step change at the rising edge of
the first OA with another rapid change starting at the
rising edge of the second OA. The final values of é of
0.1482 was in error by 25.4% but between the rising edges of
the two OAs 6 was much closer to the true value of 0.2.
With response modelling the OAs cause much smaller change in
6 which, as expected for this one type of artefact, is more
nearly constant, the final value of 0.1974 being within 1.3%
of the true value. It is to be concluded once more that
efficient OAR requires response modelling which also

overcomes the response distortion introduced by R-OAR

(Figures 2.18 and 2.19).

Study of the NR-OAR-NM, NR-OAR-WM, R-OAR-NM and
R-OAR-WM corrected EEGs, in which d.c. levels remain, - were

similar to their d.c. level-removed counterparts, excepting
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that their baselines remained at zero. The non-recursive
estimates of © with and without response modelling were
0.19863 (0.7% in error} and 0.16379 (22.1% in error)
respectively. Figure 2.22 shows the 6 variation with sample

number for R-0AR-NM (de # 0).

30, 0
25. CNVNCT1

—_r————\ BATCE @
15.

THETA 1 .1481

ESTMTED PARAMETERS

5 1 2 3 4 5 & 7
TIME (SEC)>

Figure 2.22

Variation of 6 with sample number for R-OAR-NM (de # 0O)

It can be seen that it has a similar form to its d.c.
level—removed counterpart (Figure 2.20) but that, apart from
the regions of change, it remains. at one or other of two
constant values (either 0.2 or 0.1481). The plot of 6
variation for R-OAR-WM (dc # 0) was the same as for the d.c.

= 0 case of Figure 2.21.

Thus it is +to be concluded that satisfactory OAR
requires response modelling whether or not d.c. levels are
removed.
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2.5.1.3 CONTAMINATION OF THE EOG BY THE RESPONSE

Contamination of the EOGs by background EEG or by the
response (IFEACHOR et al, 1986a; JERVIS et al, 1988) is
another problem found 1in practice. This causes partial
correlation between the EOGs and the measured EEG which
leads to incorrect estimates of the 955 and hence of the
true (background) EEG and the responses. Thus the term
X. (1) in equation (2.13) 1is replaced by xi"(i) where:

J

X9’ (i) = xj (i) + KJIEEGt (i) + KJj2CNV(i) -(2.31)

where and K2 are transmission coefficients indicating

contamination of the EOG by the true EEG and response

respectively. This situation was investigated by simulation

in which, as a simplification, K._,l was set to zero. A value
J

of K”2 =0.2 was introduced. To investigate the conflicting

results of Sections 2.5.1.1 and 2.5.1.2 regarding d.c. level
removal offsets of +10juv and -20juv were introduced into the

simulated measured EEG and EOG respectively.

The simulated measured EEG and EOG are given in Figures

2.23 and 2.24 respectively.
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which de # 0
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possesses an offset and in which dc # O

Simulated EEG which contains an OA and an OA superimposed on

Simulated EOG corresponding to the OAs of Figure 2.23, which

possesses an offset and in



They both include d.c. levels and show the offsets
introduced. The EEG was corrected for all four OAR methods,
i.e., non-recursive/recursive and with/without response
modelling, 1in which d.c. levels were removed. The resultant
corrected EEGs were compared with the corresponding
waveforms of Section 2.5.1.2 (i.e., in which no
contamination of the EOGs occurred). FEach pair of waveforms
were very similar, i.e., the sequence of correction methods
NR-OAR-NM, NR-OAR-WM, R-OAR-NM and R-OAR-WM yielded the same
waveforms as these shown in Figures 2.17, 2.8, 2.18 and 2.19
respectively. The values of é obtained for NR-OAR-NM and
NR-OAR-WM were 0.17865 (11.7% in error) and 0.19889 (0.7% in
error) . The corresponding estimates of 9 for no
contamination of the EOG (Section 2.5.1.2) were 0.17389 and
0.19863, 1.e., differences of < 1.6% (for NR-OAR-NM) and <
0.04% (for NR-OAR-WM) between contaminated and
uncontaminated EOGs. The © variations for R-OAR-NM and

R-OAR-WM are shown in Figures 2.25 and 2.26.
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Figure 2.25

Variations of © with sample number for R-OAR-NM (dc = 0)
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Variation of © with sample number for R-OAR-WM (dc = 0)
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Apart from small differences in values the general form of
both figures is as for the no EOG contamination case, 1i.e.,

Figures 2.20 and 2.21 respectively.

The conclusion for d.c. level removed data is that modelling
is necessary for both NR-OAR and R-OAR cases. Furthermore,

for the test data used here, the effect of contamination of

the EOG by the response is very small.

When d.c. levels remain, use of NR-OAR-NM and NR-OAR-WM

result in the corrected EEGs in Figures 2.27 and 2.28.

DATA PCINTS

102 . 126 286 384 5120 T g0 76§ £96 22
1 3 E
C 3 3
v 23 :
0 E 3
L 3 3
T 3 3
S 3 3

-40 T ~r I T T T T T ——r Y ~—T

e 1 2 3 4 5 [ 7 g

TIME IN SECONDS

Figure 2.27
The NR-OAR-NM (de ¥ 0) corrected EEG
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Figure 2.28
The NR-OAR-WM (de Z O) corrected EEG

It is immediately epparent that little OA has been removed.
The 6 values obtained with and without response modelling
were 0.03180 and 0.03391 respectively, i.e., errors of 84%
and 83%. Artefacts of 16.6uV and 16.8uV remain (out of
original OAs of 20 uV) for NR-OAR-NM and NR-OAR-WM cases.

Figure 2.29 shows the R-OAR-NM (dc #0) corrected EEG.
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Figure 2.29
The R-OAR-NM (dc # 0) corrected EEG
Substantial EEG baseline distortion has occurred,

considerable OA remnants
distorted. Figure 2.30 is
(de #0) is used.

are evident and the CNV has been

the corrected EEG when R-OAR-WM

-53—



DATA_PQINTS
U A

e . 128 286 3G 642 786

40

| RAALS AARAS LAAAS AAAAS LALAS 14007 Lod

N-Hrro<om—>3x
(]

N[\

LMD MAAAS ARA) LAAAS LAAM) AEMMS AALE) LAMS

|
BN
o
-4

T T
=

4 S
TIME IN SECONDS

o4

Figure 2.30
The R-OAR-WM (de # 0O) corrected EEG

This is marginally worse than the case without

<34

response

modelling in that the response OA remnant is ”QMV greater

(at OA termination) than when R-OAR-NM (dc #0)
Figures 2.31 and 2.32 show wildly varying 53

R-OAR-NM (dec #0) and R-OAR-WM (dc #£0).
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Variation of 0 with sample number for R-0AR-NM (dc ¥ 0)
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Variation of 6 with sample number for R-OAR-WM (dc #Z 0O)

On the basis of the above observations on this test
data it is to be concluded that when offsets are present
d.c. level removal 1is essential. In addition it is
impossible to discern any effects due to response
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contamination of the EOCG. It 1is assumed that any such
effect is of the same (small) magnitude as for the above
cases in which the d.c. level was removed and so it 1is
obvious that effects on the corrected waveforms due to d.c.
offsets will be far greater. Thus it 1s to be concluded,
for the given test data, that EOG contamination by the

response can be neglected.

2.5.1.4 REALISTIC TEST DATA

Here the more realistic case in which the OA has been
modelled in terms of several EOGs 1is considered. It was
also decided to simulate the experimental paradigm used in
obtaining the CNVs investigated in this work (see Section
1.3 for recording details) by introducing simulated AEPs at
each end of the CNV. The effect of 'mismodelling' the CNV
by making the model and actual CNV shapes somewhat different
was also to be investigated. This was done by assuming a
two component CNV model. The 'true" CNV, however, had the

form of Figure 2.33, 1i.e., a very short negative going
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Figure 2.33
Simulated measured ’realistic’ EEG, with offset and 4d.c.

level

segment after the first AEP followed by a constant level
until the second AEP, and as such was intended to bear a
degree of resemblance to the real CNV of Figure 2.1. In
addition d.c. offsets of +5uV for the EEG channel and -10uv
for each EOG channel were included. It was deéided to vary
the known 6 values between EOG channels and between OAs.
This was to allow for differing ©Os due to different
transmission paths and also to allow for variation of ©
within a channel due to, say, electrode displacement during
recording and the fact that differing OAs (e.g., blinks and
eye-movements (EMs)) require different amounts of
compensation (WEERTS and LANG, 1973 and IFEACHOR et al,

1986a). This assumed data is summarised in Table 2.1.
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TABLE 2.1

EOG AND EEG DATA USED IN SECTION 2.5.1,4

EOG 9 wvalue Measured EOG <uV) Contribution to
channel OA2 0OA2 OA1l 0nZ2 EEG (W)
0OAl 2
VL 0. 10 0. 05 350 500 35 25
VR -0. 01 0. 10 280 400 -2.8 40
HL -0. 10 -0.20 56 80 -5.6 -16
HR -0. 10 -0. 15 70 100 -7 -15

3%PV' The two OAs in the EEG have magnitudes of 19.6sav and
34jwW. The negative values of the 9s are included in Table
2.1 since the simulated EMs in the EOGs of Figure 2.34 are
all positive going whereas negative going EMs also occur in
real data (a positive EM with a negative wvalue of 9

transmission coefficient has the same contribution to OA in

the EEG as a negative EM with a positive value 9).
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Simulated EOGs corrésponding to QOAs of Figure 2.33 with

offset and d.c. level

The two AEPs were not modelled since the major part of the
error in estimating +the 6 values is due to thg_presence of
the CNV (insofar as fhe test data used here is concerned).
This arises since the calculation of © will be affected more
adversely for non-random waveforms possessing larger
amplitudes and/or longer duration (the CNV)} than for smaller
amplitude and/or shorter duration responses (the AEPs).
This is a consequence of the least squaresl‘method of
estimating the 0s. ‘.Thus even though the second AEP in
Figure 2.33 has a larger maximum amplitude than the CNV the
latter’s greater duration will outweigh‘the AEP’s influence.
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The first part of the following discussion concerns data
which have had their d.c. levels removed and non-removal of

d.c. levels is discussed after that.

The simulated measured EEG and EOGs are given 1in
Figures 2.33 and 2.34 and show the respective offsets. The

values of 9 obtained in using NR-OAR are shown in Table 2.2.

TABLE 2.2

A
VALFJES OF Os OBTAINED IN SECTION 2.5. 1.4

NR-OAR-NM NR--0AR-WM

o H o Ho = © dc = 0 dc =0
s1 466.78442 1968.21118 533.05396 2298.06421
er T 0.16260 0.01134 - 0.17977 0.05383
23 1.32366 2.46946 1.42793 2.13716
oy ~ 0.08000 2.26075 - 0.1171e6 1.69729
° - - 0.53200 0. 53371
s6 - 0.16386 0.16441

The estimated values of 9 of this table are related to the
EOGs of Table 2.1 by the form of equation (2.7), i.e., 9% is
associated with the term HEOG".HEOG”, 0o with VEOGp etc.
FEach of these 9 estimates depends upon a corresponding pair
of known 9s in Table 2.1 (one for each OA). This is because
the NR-OAR method uses all the EOG (and EEG) data 1in a
record to compute a single estimate of each ©. It is seen
that the estimated wvalues of 9 (Table 2.2) bear no obvious
relation to the known values in Table 2.1. The values of 9.
are estimates of the transmission coefficient associated

with the HEOGT .HEOGg term and are relatively large. However
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the product 6

HEOG .HEOGR is relatively small because

1 L
HEOGL.HEOGR is small.

Figure 2.35 gives the NR-OAR-NM (dc = 0) corrected EEG

which shows overcorrection of both OAs (”4.§PV for OA1 and

N-Hro<oOMmO—3X

”1.§PV for OAz).
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Figure 2.35

The NR-OAR-NM (dec = 0) corrected EEG
Figure 2.36 ¢gives the NR-OAR-WM (de = 0) corrected EEG

showing improved OA correction, there being remnants of "%pv

for OA1 (overcorrected)} and ”O.QHV for OAZ (undercorrected).
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Figure 2. 36
The NR-QAR-WM (dec = Q) corrected EEG

Figure 2.37 gives the R-OAR-NM (dc = 0O) corrected EEG

which shows large CNV and post-CNV EEG baseline distortion.

4
TIME IN SECONDS

Figure 2.37
The R-QOAR-NM (dc = 0) corrected EEG
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The CNV has =a +§pV shift Jjust before AEPZ, and the EEG
baseline suffers a +ZpV shift Jjust aftef AEPZ (both shifts
are relative to the corresponding known Valué of CNV or
EEG). The OA remnants are 70.5uV for OA1 and “3uV for OA2
(both overcorrected). It is to be noted that the above
values of distortion of CNV and EEG are comparable to those
observed in the real data when Figures 2.1 and 2l3 are
compared. Indeed +the overall evolution of both R-OAR-NM
waveforms when compared to their respective no-OAR EEGs are
similar; an increasingly positive shift of the CNV during
its development and a positive (but decreasing with time)

shift of the post AEPZ EEG baseline. The R—OARfWM (de = 0)

corrected EEG is shown in Figure 2. 38.
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s Figure 2.38
The R-OAR-WM (dc = 0) corrected EEG
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The post AEP2 EEG baseline distortion is reduced to a
+3.§pV maximum shift. Much of the CNV distortion has been

eliminated but there still exists +%pV shift prior to AEPZ.

The variations of 6 for R-OAR-NM (de = 0) and R-OAR-WM

(de =0) are shown in Figures 2.39 and 2. 40.
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Figure 2.39

Variation of é with sample number for R-OAR-NM (dec = 0)
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Variation of 6 with sample number for R-OAR-WM (dc = 0)

It is seen that rapid changes in 9 value start during AEP1
and AEP2 in both cases. However, the range of é values
({(maximum 6 value) - (minimum 5 value)) is smaller when the

reponse is modelled, i.e., ~78 as compared to ~123 without

modelling.

Thus for the d.c. level removed results given above it
is concluded that for both NR-OAR and R-0OAR modelling of the
response gives better corrected waveforms than when

modelling is not performed.

In the following paragraphs the effects of non-removal
of d.c. 1levels are considered. Figure 2.41 shows the

NR-OAR-NM (dc #0) corrected EEG.
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Figure 2.41

The NR-OAR-NM (dc # 0) corrected EEG
The remnant OA (for both OAs) is "Z.QHV (overcorrected).

This value is reduced to ~%pV (overcorrected) when NR-OAR-WM

(de #20) is apprlied as shown in Figure 2.42.
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Figure 2.42
The NR-OAR-WM (dec # 0O) corrected EEG

Comparing these two figures with those in which d.c. levels
have béen removed (Figures 2.35 and 2.36) it appears that
not performing d.c. 1level removal gives marginally better
correction. However, in 1light of the previous results in
which the non-removal of d.c. 1levels led to much greater
differences it is felt to be an insignificant result. This
assertion can be suppofted. by noting that the offsets
introduced in this section are smaller in relation to the
data than these of Section 2.5.1.3 and hence will have less

effect on the corrected waveforms.

Figures 2.43 and 2.44 show the R-OAR-NM (dc ¥ 0) and
R~-OAR-WM (dc # 0) corrected EEGs which are very similer to

the corresponding d.c. level removed cases.
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The plots of O wvariation for R-OAR-NM (de # 0) and
R-OAR-WM (dc #0) are shown in Figures 2.45 and 2.46.
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Both of them show reduced value ranges as compared with
their d.c. level removed counterparts and once more the

range of values is smaller in the response modelled case.

The results depicted in Figures 2.41 - 2.46 reinforce
the wview that modelling the response leads to better-

corrected waveforms than when modelling is not performed.

Finally the question of what the effects are (if any)
of mismodelling of the CNV and/or non-modelling of the AEP
are examined. Scrutiny of the CNVs of both NR-OAR-WM cases
(i.e., dc - 0 and dc / 0 in Figures 2.36 and 2.42
respectively) revealed no noteable differences when compared
to the no-OAR case (Figure 2.33). However comparison of
Figures 2.38 and 2.44 (R-OAR-WM (dc = 0) and R-OAR-WM (dc /
0)) both showed some”1” erencesin CNV shape when compared to
Figure 2.33. The source of this could be either the CNV
mismodelling or the lack of modelling of the AEPs.
Comparison of the AEPs in Figures 2.36, 2.38, 2.42 and 2.44
with those of 2.33 showed no discernible differences and
thus it is felt that the CNV shape modification is due to

the response mismodelling.

The results of this section dealing with realistic data

lead to the following conclusions:

(i) In contrast to the results of the previous test data

set (section 2.5.2.3) non-removal of d.c. level does not
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cause severe errors. However neither does it bring about
any significant improvement 1in results.

(11) NR-OAE is improved, in terms of OA correction, by the
use of modelling.

(iii) R-OAR must be done with modelling to reduce both CNV
and EEG baseline distortion and to improve OA correction.

(iv) Mismodelling of the CNV can lead to small amounts of

distortion of the CNV in the corrected EEG for R-0AR

2.6 RESULTS USING REAL DATA

The effectiveness of incorporating modelling in the OAR

procedure applied to experimental response data was
investigated. Both CNV and AEP responses were used, which
had been recorded in earlier work (NICHOLS, 1982). In light

of the previous conclusions concerning d.c. level removal,
it was decided to carry out the processing with and without
d.c. level removal.

2.6.1 CNV RESPONSES

The CNV was modelled by two components (as described in

Section 2.5.1.4. An ISI of 1 second was wused in this
investigation. The AEPs were not modelled for the reasons
given in Section 2.5.1.4. Figure 2.47 shows the averaged 1
second ISI CNV (with d.c. level removed) of the same

co-operative subject for whom results were given in Figures

2.1- 2.3.
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Figure 2.47
The averaged 1ls ISI CNV of the subject of Fig. 2.1

subsequent to implementation of NR-OAR-WM (dec = 0)

The results of Figure 2.47 were obtained using the NR-OAR-WM
method. Comparison of this averaged CNV with that of Fidure
2.1 shows that NR-OAR-WM has had little effect on the CNV
shape. The R-0AR-WM (dc = 0) corrected EEG 1is shown in

Figure 2.48.
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Figure 2.48
The averaged 1s ISI CNV of the subject of Fig. 2.1

subsequent to implementation of R-OAR-WM (dc = 0)

It is seen that the CNV shape modification is now reduced to

a maximum of ”@pV as compared to ”7.§pV without modelling.

Figures 2.49 - 2.52 refer to OAR processing in which no
d.c. level removal was performed. However, the plots of the
corrected EEGs shown haﬁe had their d.c. 1levels removed
subsequent to processing in order to bring them within the
display area for plotting. Figures 2.49 and 2.50 show EEGs
corrected with NR-OAR-NM (dc # 0) and NR-OAR-WM (dc # 0)

between which no differences are observed.
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Figure 2.49
The averaged 1ls ISI CNV of the subject of Fig. 2.1

subsequent to implementation of NR-OAR-NM (dec ¥ 0)
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Figure 2.50
The averaged 1s ISI CNV of the subject of Fig. 2.1

subsequent to implementation of NR-OAR-WM (dc # 0)
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Comparing these figures with Figure 2.1 (the no-OAR case)
there is an attenuation qf the first AEP (by "1—%pV) and the
CNV shape has been modified, this being manifest by up to a
2nVY positive shift of the mid- to latter part of the CNV.
There are also various differences in the background EEG
(between the NR-OAR and no-OAR cases) outside the CNV and

AEP region. Figure 2.51 shows the results from R—OAR—NM.
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Figure 2.51
The averaged 1ls ISI CNV of the subject of Fig. 2.1

subsequent to implementation of R-OAR-NM (dc # 0)

Apart from miscellaneous background EEG differences there is
an obvious CNV distortion in the form of a maximum +7.§pV
shift in the latter part of the CNV with respect to the

no-OAR case. Figure 2.52 was obtained with R-OAR-WM.
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Figure 2.52
The averaged 1ls ISI CNV of the subject of Fig 2.1 subsequent
to implementation of R-OAR-WM (dc # 0O)

Although the previous CNV shape distortion is much reduced
it is still ”%pV. Furthermore there still exist noticeable
background EEG differences when comparing R-OAR cases with

the no-0OAR case.

The above results lead to the conclusion that whether
or not d.c. levels are removed response modelling in NR-OAR
produces no difference in the corrected EEG from that for

the NR-OAR-NM case and can be omitted whereas response

modelling should be used when R-OAR is performed in order to

reduce CNV distortion.
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2.6.2 AEP RESPONSES

A pair of 32 +trial averaged AEPs are shown in Figure

2.53. These were obtained without any OAR.
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Figure 2.53
A pair of 32 trial averaged AEPs without OAR

The AEP was modelled piecewise linearly as shown in

Figure 2.54.
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The piecewise linear model for the AEP

Figures 2.55 - 2.58 show, respectively, +the averaged AEPs

obtained by NR-OAR-NM, NR-OAR-WM, R-OAR-NM and R-OAR-WM and

have all had d.c. levels removed.
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The averaged AEP subsequent to NR-OAR-NM (dec = 0)
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Figure 2.56
The averaged AEP subsequent to NR-OAR-WM (dec = 0)
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The averaged AEP subsequent to R-OAR-NM (dc = 0)
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Figure 2.58

The averaged AEP subsequent to R-OAR-WM (dc = 0)

For both NR-OAR cases the only noticeable AEP
difference (compared to the no-OAR case of Figure 2.53) is in
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AEP® where an attenuation of ~l1jav occurs at either
extremity, i.e., the apparent shape and development of each
AEP 1s unchanged, although changes in level can be discerned

(~2.5pV for AEP2).

When R-OAR-NM is applied, not only do the level and
magnitude differences, described above , occur but there are
also ;;all changes in the shape of the first AEP. When
modelling 1is applied recursively it is not clear that these
changes are overcome. These differences can be seen in the

upper region of the AEP by noting that it possesses two

peaks and further noting their relative magnitudes.

Attention is now turned to the case when d.c. level
removal 1is performed only for display purposes subsequent to
OAR processing. Figures 2.59 - 2.62 show EEGs corrected by
NR-OAR-NM, NR-OAR-WM, R-OAR-NM and R-OAR-WM respectively.
Both NR-OAR methods give wvery similar results to each other.
The R-OAR methods show a small difference for the first AEP
but otherwise are similar. Comparing no-OAR (Figure 2.53)
with NR-OAR (both with and without modelling) there can foe
seen a difference in peak to peak values for both AEPs. For
no-OAR the peak to peak values for first and second AEPs
were ~29.5pV  and ~23juV respectively. When NR-OAR was
applied these values Dbecame ~36javV  and ~28iuwV respectively.
However, the general features of the AEP shape are similar.
Application of R-OAR-NM shows peak to peak values of ~30[uV
and ~26|w for the first and second AEPs (Figure 2.61). For
R-OAR-WM (Figure 2*62 )) these values are ~29juw and ~26jav
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respectively. AEP shape modification can be discerned in

similar fashion to that described above for R-OAR-NM (dec

0) and R-OAR-WM (dc = 0), i.e., Figures 2.57 and 2.58.

a

AL AAAMSAARAS AAAA SaRA2eAAS LALMY Y

e 1 %8 , 2?5 . 3%“ ‘JDATAS?SINTSHA 61e X 75}8 ) 8?5 132
40 4
é AQn AAJ wfup o NM{\A'AJ\_AA R a A A‘ MA :
TR VV’V WWWV\NMVW Uy
-40 E —T v T L —T —r T T T

MAZ AARMS AALAS LARA LAAMS LA SARAY

4 5 & 7
TIME IN SECONDS

Figure 2.589

The averaged AEP subsequent to NR-OAR-NM (dc # Q)
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The averaged AEP subsequent to NR-OAR-WM (dc # O)
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Figure 2.61
The averaged AEP subsequent to R-OAR-NM (dc # 0)
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The averaged AEP subsequent to R-OAR-WM (dc # 0)

From the above results it 1is concluded that NR-OAR
introduces amplitude changes but causes no distortion, that
omission of response modelling (i.e., NR-OAR-NM) produces no
discernible differences when compared to NR-OAR-WM and that
the use of R-0OAR causes response distortion and even when

response modelling is epplied this distortion remains.
2.7 DISCUSSION

The results presented in this chapter were obtained
from both simulated and real data. For the simulated data
observations it was shown that modelling of the response is
necessary for efficient OAR (for both non-recursive and
recufsive methods ) and to avoid response distortion
(recursive method). When the real data results were studied
the response distortion of the CNV was evident when R-OAR-NM

-84-



was used and it was demonstrated that response modelling
reduced this distortion. By contrast the NR-OAR method was
found to be relatively insensitive to the ©presence or
absence of a response model. Since the opportunity to
devise accurate CNV models did not exist, it was decided to

use the NR-OAR-NM method.

The consequences of removing the d.c. level from all
the data channels or of leaving it in have been investigated
and showed some contradictory results. It appeared (from
Section 2.5.1.1) that non-removal of the d.c. level obviated
the need for modelling. However, the results of Section
2.5.1.2 indicated that modelling could not be avoided by non
d.c. level removal. This led to consideration of d.c.
offsets in the data which, in Section 2.5.1.3, produced
results showing the necessity of d.c. level removal.
Section 2.5.2 gave results which were neutral. In
considering these findings discussion is restricted to the
two sections in which offsets were present. This can be
justified by noting that for the real data, when no OAR was
applied, and when d.c. levels were removed, EEG offsets of
-55.3juV and 10. 1jW for the CNV and AEP data were observed
(for the 32 trial averaged waveforms). The differences
between the observations of Section 2.5. 1.3 and 2.5.2 might
then be accounted for by the fact that the offsets for the
latter were ©proportionally smaller than those for the
former. Thus, 1t is felt that the best course of action was

to perform d.c. level removal on the data.
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In Section 2.5,2 the effect of CNV and response model
mismatching was considered. While for NR-OAR-WM there
appeared to be no effect, there was a small observable
effect for R-OAR-WM. This 1is not surprising because of the
previous discussion of the RLS and OLS methods. Another
cause of mismatching between the response and its model
which was not investigated but could well affect results, is

the temporal misalignment between them.

In light of the results of this chapter the following
OAR processing was selected for the remainder of this work:
(1) remove d.c. levels from all data channels;
(1i) use non-recursive OAR and

(iii) omit a response model from equation (2.1).
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3 FREQUENCY DOMAIN METHODS

3.1 CHAPTER OUTLINE

The frequency domain signal processing techniques to be
applied to the data are discussed in this chapter, together
with demonstrations and results which illustrate some of
these points and which indicate the preferred processing

steps to be followed.

Section 3.2 is a brief introduction to the Discrete,
Fast and Continuous Fourier Transforms along with power and
energy spectra. The use of the FFT to obtain amplitude and
phase spectra and the energy spectrum will be given together

with the use of each of these representations. Section 3.3

covers a vrange of signal ©processing topics: sampling,
aliasing, picket-fencing, augmenting zeroes and the
fundamental limitations of the data epoch length. Section
3.4 describes windowing and its drawbacks, spectral

leakage, biasing, and two examples of windows (Tukey and
Kaiser-Bessel). Section 3.5 describes an investigation to
compare (and determine the best choice of) Tukey and
Kaiser—-Bessel windows. Section 3.6 1s a review of the
results with recommendations as to the processing regime to

be used in the rest of this work.
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3.2 THE FOURIER TRANSFORM AND ENERGY SPECTRUM

3.2.1 BACKGROUND

The Fourier Transform (FT) is a means whereby one
representation of a signal (in the time domain) can be
translated into another representation (in the frequency
domain) . The reverse process 1s equally possible but is not
required in this work. The time domain signal (e.qg. EEG
recording) is Fourier Transformed to yield a pair of spectra

(either amplitude and phase or real and imaginary components

of a complex function). All these spectra show the
variation of some quantity (depending on which spectrum 1is
considered) against frequency. From these it is possilbe to

obtain information showing the variation of power (for an
infinite signal) or energy (for finite signals) with
frequency. The former is the power spactrum, the latter the

energy spectrum.

Signals may be continuous (in time) or discrete.
Because of the nature of digital computers (on which much
signal processing work 1is performed) even a continuous

signal will be rendered discrete by sampling.

The FT F(co) of a time signal f(t) 1is given by:

£ Co
F(6» = f(t)e~0fdt -(3.1)
/_co
Where 60 is angular frequency = 27/Tf and f is frequency.
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F(®) is complex and may be written as the sum of two

other functions:

F(C) = R(O) + 31(c) - (3.2)

where R(o) 1s an even function and 1(0) is an odd function.

It is also possible to consider the amplitude, (A(CO)), and

phase, ((p (@)), spectra in which:

Afco) = JF{(0) | = \R2@ + I2 W) -(3.3)
, ., IM
and @) @ = tan —— -(3.4)
R(6J)
Equations (3.1) - (3.4) are for continuous aperiodic
signals, f(t). For sampled data signals the translation
from time to frequency domain is made by the Discrete

Fourier Transform (DET).

Let a sequence of N samples be spaced T seconds apart

in an interval (0, (N-1)T), 1i.e.,
£f&T) = £(0),£(T),£(2T), ...,£([N-1]T) -(3.5)

The DFT is defined as a sequence of N complex-valued

samples in the frequency domain by (STREMLER, 1977):

-1
1 £(kT)e%“Jh, Tnk n=2012 ...,N-1 -(3.6)
=0

Fn (nil) =
u

~ N2



In wusing the DFT the FT 1is Dbeing approximated
numerically. To see the relationship between the FT and DFT

consider a truncated time signal f(t) with an FT of F(x) .

If:
f(t) 0474. (N-1)T
f(t) = 3 N (3.7)
0 elsewhere
then:
A~ (N-1)T
F(Q = \ f(t)e JF0dt -(3.8)
Jo

With variable changes CO->nil, t->kT and dt ->T equation (3.8)

can be approximated by (STREMLER, 1977):

F (nil) = 5" £(kT)e JInilkT.T -(3.9)
k=0

then: F® conio= TFD (mil) -<3'10)

The complex spectrum F*. (nil) can be written in the form

of equation (3.2) as:

FD (nil) = RD (nil) + J1” (nil) - (3. 11)
and hence the phase spectrum of equation (3.4) can Dbe
written:
+ —1 AL
and CDr (nil) = tan ————- - (3. 12)
RD (nil)
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Although direct application of equation (3.6) will give
the required spectrum this method is seldom applied because
of the large number (N2) of complex multiplications required
with increasing N. Instead Fast Fourier Transform (FE'T)
algorithms have been developed (COOLEY and TUKEY, 1965)
which offer drastic reductions by wusing the fact that many
multiplications are repetitive. This can result in as few
as (N/2)logpNmultiplications being required (BERGLAND,
1969) . For N = 1024 this means a reduction in complex
multiplications of 204.8 : 1. A large number of computer
programs to perform the FFT are available. The one wused
here is due to ROBINSON (1978) and is given in Appendix 2 as

subroutine NLOGN.
3.2.2 ENERGY SPECTRUM

The energy spectrum denoted G(nil) of a signal is given

by (OTNES and ENOCHSON, 1972):

G (nil) = FD (nil) n=20,1,2, ..., N/2 -(3.13)

The factor of 2 1is present in order to render the

double-sided spectrum single-sided.
3.2.3 THE USE OF THE SPECTRA IN SIGNAL PROCESSING

The energy and phase spectra were computed for the
averaged waveforms obtained from the individual trials
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subsequent to OAR. - These were then studied in order to
determine which DFT harmonics were to be subjected to the
statistical tests described in Chapter 4. In practice, this
selection was based on the energy spectrum alone (a typical
example is given in Figure 3.1) since the phase spectrum
(Figure 3.2 shows an example) gave no visual clues as to
>interesting’ hérmonics. The energy spectrum of the
averaged waveform, however, showed frequencies of maximum

energy content.

7 POSMAX = .4664F--14 POST~
STINMULUS

—=<oOomzm

<dB> .
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-120 T T

T v T 1
128 3 354 512 H"MONIC
e?z ;%8 23.4 35.1 S4.7 F (Hz)
Figure 3.1

The energy spectrum of a 32 trial averaged CNV
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Figure 3.2

The phase spectrum of a 32 trial averaged CNV

After selection of the required harmonics the phase and
amplitude spectra for each trial for the pre-stimulus
(pre-Sl) and post-stimulus (between end of S1 and start of
82) eras were computed and subjected to the statisfical
tests of Chapter 4. The pre-stimulus era comprised one
epoch for both 1 and 4 second CNVs. The post-stimulus era
had one epoch for the 1 second CNV, but congisted of two

-

epochs for the 4 second data.

3.3 -FURTHER: SIGNAL PROCESSING TOPICS
3.3.1 SAMPLING AND ALIASING

Sampling is the process of measuring the wvalue of a
continuous waveform at (usually) equally spéoed time
intervals. This renders a discrete (sampled) representation
of the underlying continuous signal. The speétrum of a
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sampled signal 1is a repeated version of that of £he
underlying continuous waveform repeated every 2T/T rads/sec
(T is the interval between samples), (LYNN, 1982), as shown

in Figure 3. 3.

A
F ()
-
" Wpmax N Wuax w
%Tf i 2 -
W =27 | I A w20 2L W= 27 w
40 T  hax” HAXF T
Figure 3.3

The repeated spectra of a sampled signal

If&)MAX (the highest frequency component present in the
signal) exceeds T /T overlap of the repeated spectrum, a
phenomena known as aliasing or spectral folding, occurs.
This is shown in Figure 3.4. As can be seen this is an
undesirable process (the true spectrum is distorted thus
giving an erroneous representation). To prevent this
problem use of an enti-aliasing filter 1is recommended
(BELLANGER, 1984), the purpose of which is to ensure that
the frequency components of the signal at/or greater than a

threshold value (the folding frequency) are negligible.
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Figure 3.4

Aliasing when spectra of Figure 3.3 overlapd

In practice the anti-aliasing filter is desighed to have a
cut-off frequency below that of the folding frequency. Such

a filter is given in subroutine FILTER (see Appendix 2).

3.3.2 PICKET FENCE (SCALLOPING) EFFECT

Since the DFT spectrum is also discrete any signal
component which occurs at a frequency between two adjacent
DFT harmonics will have its energy shared between these
harmonics thus distorting them. This phenomenon is known as
picket—-fence or scalloping effect. From this description it
can be seen that reducing the DFT harmonic separation (i.e.,
incresing the number of harmonics for a ¢given frequency
range) will reduce the chance that a signal component falls
between adjacent DFT harmonics. This reduction in harmonic
separation is achieved by using augmenting zeroes which are
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appended to the end of the data sequence (comprising N
points). The number of augmenting seroes N* must satisfy two
conditions:

(1) N + N -2 Mwhere M is an integer (since the FFT
algorithm usually needs an integer power of 2 number of data
points);

(ii) sufficient resolution 1is achieved, given by

1/ [ (N+N'-DT]

Those frequency components of the signal which do not
coincide with the DFT harmonics suffer a loss in gain known

as scalloping loss (HARRIS, 1978).

3.3.3 LIMITATIONS DUE TO DATA DURATION

Although in principle the ©previous section indicates
that any required resolution can be achieved, another 1limit
exists which is that of the signal duration, NT. This
places a fundamental 1limit on the resolution that can be
obtained despite the use of augmenting seroces. This
phenomena is related to time-bandwidth product. This 1is
given by HARRIS (1978) as NTB ~ 1/(47T ) where B 1is the
bandwidth. Thus the shorter (in time)a signal is the wider
its bandwidth will be and the greater the 1likelihood of

overlapping of adjacent signal components.
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3.4 THE USE OF DATA WINDOWS
3.4.1 SPECTRAL LEAKAGE AND DATA WINDOWS

As has been noted any real signal is of finite
duration. This 1is, in effect, the truncation of an infinite
signal which can be considered equivalent to multiplying,
or windowing, the infinite signal by a rectangular pulse,

or window, of width NT and height unity (Figure 3.5).

NT

T CRERRREREE T

Figure 3.5

Sinewave signal whose frequency is a harmonic of 1/(NT)

Since the signal shown there is a simple sinewave possessing
an integer number of cycles in the interval NT this
effectively means that no signal truncation has occurred
(i.e., that the signal is periodic and exists throughout all

time) and will possess the amplitude spectrum of Figure'3.6.
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Figure 3.6

The amplitude spectrum of the signal of Figure 3.5

Now in practice a number of sinusoids of different
frequency, amplitude and phase will make up the signal of
interest, and so it is unlikely that all the components will
have frequencies such that every one has an integer number
of cycles within the window. To see the effect of this
consider a sinewave in which there are a non-integer number

of cycles in the window, as shown in Figure 3.7.

-100-



1 A NT |

Figure 3.7

Sinewave signal whose frequency is not a harmonic of 1/(NT)
In the time domain this situation can be described by:
s(i) = w(i)x(i) i =1,2, ..., N -(3.14)

the windowed signal

in which s(1i)

w(i) the window function
X(i) = the true signal
Now, time domain multiplication of two signals is
equivalent to convolving the spectra of the two signals in

the frequency domain and is expressed as (COOLEY et al,

1969):
N
S(nQ) = S W(na - ka)X(kn) -(3.15)
k==N
where: nﬂ.. = angular frequency of nth harmonic;
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S(nil) = complex DFT component at frequency nil;
W(nil) = amplitude spectrum of window at nil;
X(kil) = amplitude spectrum of true signal at Kkfi.

For the case of Figure 3.7 the amplitude spectrum of X

is given by:

/Ad at k =t n-
X(kil) -\ s k =0,+41,22, ..., dN -(3.106)
[0 for all other ~

where AQ 1is the signal amplitude at frequency+n”il, .

The amplitude spectrum of the rectangular window is

given by:
nQ.NT
NT .sin (-—---- )
2 nftNT
W(mil) = ----—-—-——————- = NT.Sa (-——-- ) -(3.17)
nflNT 2
( )
2
Where Sa denotes the sampling function. Substitution of

equations (3.16) and (3.17) into (3.15) gives the amplitude

spectrum of Figure 3.8.
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Figure 3.8

The amplitude spectrum of the sighal of Figure 3.7

This showé two overlapping sampling functions centred on
the two frequency components due to +the signal. Each
sampling function comprises a mainlobe and an infinite
number of sidelobes of decreasing amplitude. Thus instead
of having two impulses at tnfﬂ. spurious peaks have been
introduced into the spectrum. This is known as spectral
leakage and refers to the fact that energy in the original
spectral components at k = inf leaks to other freaquencies
after truncation in time (STARK and TUTEUR, 1878). When a
large number of varying signal components are present it can
be seen that the true spectrum can become distorted with
spurious peaks being introduced or true ones being cancelled

out.
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In order to reduce this distortion it is desirable to
suppress the large sidelobes and hence reduce leakage. From
the time domain point of view this is equivalent to reducing
the discontinuities at each end of the finite time segment
(OTMES and ENOCHSON, 1972). A variety of windows have been
developed each of which aim to satisfy a number of criteria
as to what constitutes a 'good'' window. The general method
is to multiply the data by a window function which has a
value of 1 at the mid-data point and which is tapered (hence
windowing in the time domain is also known as tapering)
smoothly to zero at each end of the data. Studies of data
windows have been made (DURRANI and NIGHTINGALE, 1972 and
HARRIS, 1978). The former studied 3 families of data

windows and the latter investigated 23 such families.

HARRIS op, cit, ,defined and evaluated a number of

measures on each window: equivalent noise bandwidth (ENBW) ;
processing gain (PG); scalloping loss (SL); worst case
processing loss (WCPL) and minimum resolution bandwidth
(MRB) . ENBW is the width (in the frequency domain) of a

rectangular filter with the same peak power gain and which
transmits the same amount of noise power as the window. To

improve harmonic detection the noise signal should be kept

as small as possible by minimising ENBW. PG is the ratio of
output signal-to-noise ratio to input signal-to-noise
ratio. SL is a measure of the loss in gain of a signal

frequency component falling midway between adjacent DFT
frequency spectrum harmonics. WCPL (in dB) is the sum of
maximum SL of a window and processing loss (PL) of a window.
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PL is due to the window having reduced the data to zero at
or near the window Dboundaries. MRB 1is a measure of
frequency resolution for two adjacent mainlobes of equal
amplitude. It 1is defined as the Dbandwidth when mainlobe
energy 1is 6 dB below its peak value (i.e., 0.25 of the

maximum value) .

HARRIS (1978) found the ratio ENBW to 3dB bandwidth was
a sensitive indicator of overall window performance with a

value 1in the range 1.04 to 1.055 indicating good

performance. He also concluded that maximum dynamic range
of multitone detection requires the window transform (i.e.,
its frequency domain spectrum) to possess a highly

concentrated central lobe with very low sidelobe structure.
Four window families met this requirement of which two had
minor performance advantages over the others: the
Blackman-Harris and Kaiser-Bessel windows. Of these the
Kaiser-Bessel window was recommended on the grounds of ease
of computation of coefficients and simple trade-off Dbetween
mainlobe width and sidelobe levels by varying a single

parameter, OC .

In light of the work of NICHOLS (1982) where a 12.5%
taper was applied to each end of a Tukey window prior to
signal processing it was decided to compare this window with

the Kaiser-Bessel window.



3.4.2 THE TUKEY WINDOW

This is in fact a family of windows in which the amount
of taper varies with a parameter (X . This is the ratio of
total tapered length (i.e., the tapers at both ends of the

data) to the data length.

For a data sequence of N points, with total taper ’

the window function in discrete time, 1is given by:

N
TT (i ~ <* ~)
( 2 N
0.5[1+cos{=—==—==—====——= 1] 0N i4 ¢<-
N 2
( -)
2
N
w(i) =<1 <*-4 i< 1 - )N -(3. 18)
2 2
TTE-[1 - 2IN)
2
0. 5 [1+cos{- H (1- -)N < 1 «N
N 2
<» >
2

This was implemented in subroutine TAPERZ (see Appendix
2) taken from NICHOLS, 1982) with a value of XX= 0.25 (i.e.,

12.5% taper at each end of the data).

3.4.3 THE KAISER-BESSEL WINDOW

The Kaiser-Bessel family of windows are given by

(HARRIS, 1978):



This expression is for a window even about the origin
(i.e., an odd number of points). To convert to an even
number of points sequence the right end point is discarded
and the sequence right shifted so that the left most point
coincides with the origin. IO is the sero-order modified

Bessel function of the first kind given by:

[--=-- ] - (3.20)

The above was implemented using the FORTRAN subroutines

*

TAPKAI, KAIGEN and SFJFACT and function program unit BSSL.

These have been modified to improve computational
efficiency. In practice an upper limit of k = 32 in the
summation of equation (3.20) 1is adequate since values of

k>33 produce very small changes in In>

* Program units KAIGEN and BSSL are based on a program
written by Paul Bassingdale.

3.4.4 PROBLEMS WITH WINDOWING

The wuse of the above windows suffers from a
disadvantage: the introduction of a spurious d.c. level due

to the windowing process itself. This problem can be
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