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Abstract

"Data mining is one of the faster growing fields in the computer industry.
Once a small interest area within computer science, it has quickly expanded
into a field of its own." (Westphal & Blaxton, 1998: 5)

Data Mining has been used for more than a decade in a variety of differing
environments. It takes an inductive approach to data analysis in that it is
concerned with the extraction of patterns from the data often without
preconceived ideas. Data mining is part of the field of Business Intelligence, a
subject area that the author is familiar with and has taught for many years. He
believes that the application of data mining techniques has much to offer within
the context of higher education. However, there is little evidence that these well
established techniques have previously been applied to the sphere of higher
education.

Student retention is a hot issue in higher education at the moment. It is for this
reason that the author chose to establish the power of data mining techniques in
higher education using the examination of student retention issues as a vehicle.

The field of student retention has been well documented over the years.
Contemporary authors such as McGivney (1996), Moxley et al (2001), Yorke
(1999) and Yorke & Longden (2004) have examined strategies and derived
intervention techniques aimed at assisting students to adapt to university life.
As the proportion of students entering Higher Education has increased there
has been an increasing awareness that universities need to adapt to the
changing profile of these students.

- The data was collected via an online questionnaire administered to a large
group of computing students at Sheffield Hallam University and similar
institutions. The collected data was explored using Data Mining techniques
including Decision Trees, Market Basket Analysis and Cluster Analysis.

This study sought to explore interrelationships between factors that contribute to
student attrition and hence establish the demographics of at-risk students. The
use of data mining techniques was found to be highly effective, having found
most of the primary issues established in previous research. It went on to find
the strongest relationships between them, corresponding well to findings from
previous research using standard statistical techniques.

The author believes that he has established the power of data mining
techniques in higher education and recommends further areas where it could be
used profitably. '

"Knowing how to exploit data effectively can help you to use available
technologies to reveal the hidden patterns and trends contained therein."
(Westphal & Blaxton, 1998: xxi)
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Chapter 1: Introduction

“Access to higher education is not only a matter of getting in to university; it is a
matter of staying in and emerging in good standing.” (HCSCEE, 2001)

Though this study is concerned with establishing issues that affect student
retention it is the method of data analysis that is the main focus. The author
seeks to establish data mining as a strong and valid method of inductive data

analysis using the area of student retention as a vehicle.

Throughout this document the word ‘retention’ will be used when talking about
maintaining students on their courses. However, the author is aware that this
implies a deficit model. The word ‘retention’ is more managerially-oriented and
its use can lead to loosing sight of the student perspective. It focuses “on the
effectiveness and efficiency of an institution or a system”. (Yorke & Longden,
2004: 5) They go on to argue that the more students fund themselves and
move towards ‘life-long learning’, the rationale for retention and completion as a
performance indicator becomes weaker. A more appropriate word might be
‘progression’. Howe\}er, since the word ‘retention’ is in common usage and its
specific meaning in a student context is well understood. It has therefore been
decided to continue to use it in this study.

The word ‘retention’ means different things to different people, but in the context
of students in higher education it is necessary to be clear about the meaning
that is to be used in this study. Moxley et al (2001) believe that it is more than
just addressing the academic requirements. That is, retention is keeping
students and helping them to overcome the problems that they encounter on
entering higher education and coming to grips with whom they are and where
they are going. However educational standards must not be compromised in
the process. Each “student must achieve academic requirements to persist and
to graduate.” (Moxley et al, 2001:5)

“The increasing rates of participation in higher education have a dramatic
downside”. (Moxley et al, 2001, cover)

The retention of students in higher education has been a highly contentious
subject for many years (Martinez, 1996), and never more so now, in a climate of
extending and widening participation. The non-completion rates have been
steadily rising in Britain, but vary dramatically in the western world. Japan has
the lowest non-completion rate at 10% with Britéin double that at 20%.
However, other countries fare much worse at 28% in Germany, 37% in the
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United States and a massive 45% in France. Many British Universities and their
counterparts throughout the western world are beginning to face the fact that
action needs to be taken to stem this tide. It is in this atmosphere that the
research was conceived. The following section sets out the tight boundaries

within which this research was conducted.

The above figures should be taken with some degree of scepticism. Not all
factors in each of the countries mentioned are equal. France, for instance takes
a much larger percentage of students into higher education in the first year as
does ltaly. There they have a relatively open access to the first year of higher
education. These students have to prove themselves before continuing to the
subsequent years, hence the much higher non-completion or attrition rate.
(Yorke, 1999) There is a similar picture in the United States. In Germany there
is a different picture; students often take an extended period of time to gain their
first degree and hence the figures are difficult to compute. (Yorke, 1999) We
are therefore not equating like with like. In Japan there are both public and
private universities; the above statistics only tell part of the story. There are also
significant cultural differences from other western states. A more detailed look
at the Japanese system might be worthy of investigation. Such an investigation
was beyond the scope of this study.

Moore (1995) did a study based on Sheffield Hallam University. However, a
number of the findings of that study are now outdated, not just because of the
passage of time but since most of the recommendations made have already

been implemented at the university.

It might be worthy of note that there needs to be an expectation of student
personal responsibility and that these students are ready to be retained in
higher education (HE) having mastered the role of a student. (Moxley et al,
2001) This implies a partnership of cooperation between the university and the
student where the university accepts that they have a part to play in the process
of increased progression and the student accepting that they have obligations
and responsibilities within the process. Peelo et al (2002:123) believe that
failure in HE should be accepted as a “normal and desirable part of the learning
experience” and that tutors should not seek to protect students from it.

“A measure of retention indicates the proportion of students not successfully
transferring from one stage of a course to the next.” (HCSCEE, 2001)

-2-
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Chapter 2: Focus of the Research
2.1 Aim
In the light of increased student participation in HE, an increasingly large

proportion of Sheffield Hallam University (SHU) Information Technology
Programme Area (ITPA) computing students are dropping out during or at the
end of their first year. There is also a significant number in later years.

The aim of this study is to explore the issues that affect SHU ITPA computing
students and contribute to dropping out, with the view to possible tutor
intervention to improve retention rates. It is intended to test the value of using
Data Mining techniques in HE using the vehicle of student retention.

2.2 Objectives

This aim now needs to be operationalised into a series of objectives. The
achievement of these objectives and the methods by which these are achieved
is the subject of later discussion. Below are six clear objectives that the study
has sought to explore:

1. Identify from literature and secondary qualitative research, the student
issues that contribute to dropping out;

2. Investigate quantitatively, by means of a questionnaire, how widespread
these issues are;

3. Explore, by means of Data Mining techniques, the interrelationships
between the issues;

4. Validate the results of the quantitative research within the ITPA by means of
structured interviews;

5. Identify by the use of a ITPA tutor focus group, where tutor intervention can
be used to help alleviate these issues;

6. In the light of the findings compile a list of recommendations on how the use
of data mining techniques could be further developed.

These objectives fall into three main categories. The first four are student
focused, the fifth is directed towards tutors and the final objective looks at how
data mining techniques can be used to greater advantage in the future.

2.3 Research Rationale

2.3.1 The importance of the Work

The work is important for a number of reasons, the principal ones being
educational and financial. It is the author’s belief that education is important in
its own right; a mature, educated and informed society will be more open and
less prejudiced. In addition there is a general perception, internationally, “that
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economies are best served by maximising the level of education in the
populace.” (Yorke, 1999:1)

Yorke (1999) believes that governments around the world are beginning to call
higher education institutions (HEI) to account for the money that is invested and
that they are being put under ever increasing pressure to keep public spending
under control. In England the financial burden of higher education is gradually
being moved from the government, through the local education authorities, to
be the responsibility of the student. Successive governments have sought to
change the funding structure, initially by the introduction of student loans in the
mid 1990’s and the introduction of a contribution to the tuitions fees introduced
in 1998. Top-up fees, introduced in 2006, at the university’s discretion with
deferred payment collected out of taxation when a threshold income level is
reached, adds a significant burden to the debt ridden student. The purpose of
these measures is presumably to reduce the funding burden on government
whilst still increasing the participation in higher education in England to their
stated target of the fiftieth percentile.

2.3.2 Educational Importance

The research starts from the premise that student transition into higher
education could be handled better, particularly in the changed climate of
increased student patrticipation. (Dearing, 1997) In many universities there is
little provision for guidance of students in their first year to help them to adapt to
the different environment that they find themselves in. In SHU such provision
has been made but appears to be used inconsistently, depending on the
individual tutors and their practices together with the take-up of services such
as Educational Guidance. Most of the students are moving from the relatively
protected environment of school or college, where they are guided through their
educational experience and constantly monitored and encouraged if they fall
behind or fail to attend. The atmaosphere in university is much more relaxed and
informal. Students who fail to attend lectures and tutorials are rarely identified
until several weeks into the first semester (or term), by which time habits and
bad practices have been formed which are difficult to change. Irretrievable
damage might already have been done. In order to examine this we need to
look beyond educational issues. (Moxley 2001) Many of the problems affecting
the students are outside the educational process. “Most institutions recognise
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that undergraduate education is much more than formal instruction and
- encompasses opportunities to develop socially, culturally, physically, spiritually
and ethically.” (Moxley et al, 2001:58) This was also a major theme of the 1944
Education Act when compulsory secondary education for all was introduced.

Over the past decades the provision of higher education has gradually
increased from a level of about 5% of the population in the early 1960’s to
around 40% last year (2005). Following the 1997 Dearing Report the
government has become committed to increase student participation in England
to 50%. However, a significant number of students fail to complete their
degrees (20% in Britain, see Chapter 1 above). At a national level, this could
be looked upon as a failure to educate them to their full potential. At the
university level it affects the completion rates, reduces funding and possibly
future potential student numbers; at a student level there is the issue of
personal failure and debt. Completion rates are one measure that may be used
to compare one university against another when students are deciding on their

university choices.

The growth of student admissions towards the government target of 50% intake
into higher education appears to be holding up. The final figures for 2005-6
entry were up by 7.4% (27,825). In all a total of 405,369 applicants were
accepted onto courses compared with 377,544 in 2004. (UCAS, 2006b)
However the figures published by UCAS on 24th March 2006 show a 3.2%
decrease in student applicants for 2006-7 entry compared with the figures at the
same time the previous year. (UCAS, 2006a) It is yet to be seen whether the
increase in tuition fees will have a real impact on student admissions. However,
Computer Science is showing a different picture:

Year Degree HND

2004 11,659 1,627

2005 11,600 1,269
Reduction -0.50% -22.00%

(UCAS website)
As of 24th March 2006 the number of applicants for an undergraduate degree
courses were down by 9.9%. HND applications were down by 30.8%. (UCAS,
2006b) However, there has been a move from HND to Foundation degrees
over the last two to three years, so the HND figures can be explained. This
decline is over all age groupings. Actual admissions for Computer Science still
show a downward trend. The final enrolment figures for SHU Information
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Technology Programme Area show a decline from 541 in 2005-6 to 436 in
2006-7. Whether this is a blip due to increased student fees is yet to be seen.

2.3.3 Financial Importance

For the university, every student that is lost is a reduction in income.
Recruitment of students is an expensive operation and if a high proportion of
these students drop out then this significantly affects the university’s budgets. It
might well be that the costs associated with efforts to retain students will be
more than offset by the retention of students fees, perhaps yielding a healthy
profit.

From a government (delegated to the local authority) perspective every student
that drops out represents student financial support wasted. That is, monies that
cannot be recovered from either the university or the student and which have
not contributed to a successful student qualification. “Non-completion and
delayed completion can be construed as inefficiencies in the use of public
finances, and hence they become political issues.” (Yorke, 1999:2) Yorke
estimated that in the academic year 1994-5 (taking out returning students) the
cost of non-completion was £91m which represented 3% of the total
expenditure on higher education. (Yorke, 1999) No up-to-date figures have
been found to date, but it is anticipated that the figure will be much greater.

From the student perspective debts have still accrued during their time in higher
education. If they fail to complete they are left with these debts from student
loans and bank overdrafts that still need to be repaid. Their capacity to repay is
likely to be less than those who have completed their degrees as non-

graduates’ earning potential is lower.

2.3.4 The Interested Parties

The research population consists of computing students from SHU and some
other similar universities. It focuses on the SHU computing students in I[TPA
within the Faculty of Arts, Computing, Engineering and Sciences (ACES).

The research will be of interest to the management of the SHU Faculty of ACES

and other such institutions. An outcome of the research is a set of

recommendations to be delivered to a focus group (See Chapter 10) for

consideration. It is intended that these recommendations will form a basis of a

discussion document in an effort to form a working practice document to be

implemented within the faculty. It will, therefore be of general use to tutors and
-6-



support staff at the grass roots level. Moxley et al (2001) believe that it is
important that the commitment to retention should be the responsibility of those
who interact with students on a daily basis.

2.3.5 Informing Professional Practice

Since an outcome of the research is a set of recommendations, year tutors,
module leaders and indeed individual lecturers may find them useful as a
template. It is hoped that the template might also be of use to students.
Involving tutors in the process in a real way will help to ensure that the
recommendations will be implemented, at least in part, though implementation
is not part of the study. Every effort will be made to encourage ownership of the
recommendations by the tutors who helped to conceive and develop them.

Although the research is focused within the context of the ITPA in the Faculty of
ACES within SHU it is expected that the findings may be used by others
interested in the field from diverse British Universities. Though the research is
primarily based in SHU it is believed that the findings should be relevant to a
wider population, particularly from the 'New Universities'. It would, therefore,
add a new dimension to the empirically-based knowledge of sociology in Higher
Education. As a future extension to the study it should be possible to replicate
the research to enhance transferability.

As stated in Chapter 1 the author has focused the research on the use of data
mining as an analytical tool using student retention issues as a vehicle. Since
data mining is a relatively new medium, there being very little documented
research in the field of higher education, it is expected that the
recommendations will be a significant starting point for further studies. The
expected contribution to the body of knowledge will be the publication of the
outcomes to a national and international academic audience. In this way it will
add to the growing literature in the field and play its part in the review process of
student pastoral and academic provision in higher education.

2.3.6 Tools for Data Collection and Analysis
The research falls into three main methodological areas:

— Qualitative analysis — from interviews '
— Quantitative analysis of data — an online questionnaire (statistical analysis)
— Data Mining — an online questionnaire (exploring to find hidden patterns)



Chapter 3: Previous Research

3.1 Reviewing Location Research
There is a fair amount of research that has already been done in the field of

Student Retention, much of which is in higher education. However the student
perspective is changing, particularly in the light of three significant
developments. Firstly, the introduction of students loans in the 1990’s, secondly
the introduction of student contributions to tuition fees introduced in 1998
(extended in 2006) and finally the ever increasing number of students entering
higher education. It has been decided that any research conducted prior to the
mid 1990’s should be used with caution and any findings from such research
should be backed up with more contemporary research.

At this stage three principal books are considered, Moxley et al (2001) entitled
“Keeping Students in Higher Education”, Yorke (1999) entitled “Leaving Early”
and McGivney (1996) entitled “Staying or Leaving the Course”. Each of these
texts has some significant findings that will prove useful in this study.

Moxley et al (2001) conducted a largely qualitative study. It is written from the
standpoint that “higher education shauld not be closed to those individuals who
wanted to improve themselves” (Moxley et al, 2001: ix), a view with which this
author concurs. |t doesn’t set out to offer a rigid framework for retention and
recognises that there is a large variation in practice. In particular, it recognises
that retention is about more than just achieving academic standards. It
advocates that the students should recognise and come to terms with their
place in the process. It sets out a “Pathway to Retention” outlining objectives to
be achieved and supportive retention practices. This is covered in Section 3.3.3
below. Moxley et al (2001) believe that the HEI (higher education institutions)
should offer proactive approaches to link retention and persistence to student
development requiring individualisation for each student and that advisors and

counsellors are essential to the process. (Moxley et al, 2001:91)

The research conducted by Yorke (1999) may be classified as using mixed
methods. It uses a combination of qualitative and quantitative research
techniques. He starts out by explaining that governments around the world are
bringing higher education institutions to account for their expenditure on
education. (Yorke, 1999:1) It looks at a number of different models defined to
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tackle the subject of retention by such people as Tinto (1993), Napoli &
Wortman (1997), Bean & Metzner (1985), Ozga & Sukhnandan (1998), Johnson
& Buck (1995) and Long et al (1995). Its main research techniques were mail
questionnaires and a telephone survey. [t comes up with six principal issues
that affect student dropout (Yorke, 1999:39-46):

1. Poor quality of student experiences

This is chiefly relating to quality of teaching received and the level of support
given by both academic and other support staff.

2. Inability to cope with the demands of the programme
This centres around the stress related to the course of study due in part to a
heavy workload and a lack of appropriate study skills often resulting in
insufficient academic progress.

3. Unhappiness with the social environment
This might be caused by homesickness, accommodation problems or a
dislike for the town or city in which the institution was located.

4. Wrong choice of programme
The programme of study might have turned out to be different from that
envisaged and have little perceived relevance leading to disinterest.

5. Matters related to financial need
Financial needs and consequent term-time employment rated heavily here.
This is often exacerbated by the lack of parental support.

6. Dissatisfaction with aspects of institutional provision
This covers the provision of a library, computers and specialist equipment.
Those entering the institution through clearing might find things not as
anticipated. .

He appears to be committed to the expansion of higher education but offers a
strong word of caution. “The opening up of higher education cannot be
accomplished without risk of non-completion.” (Yorke, 1999:110)

McGivney on the other hand conducted her research with mature students
(those over 21 on commencement of study) in FE (Further Education) and HE
(Higher Education) in 1995. Although this research is only just within the
author’s review remit, it does offer some insights into methodologies. It used a
mixture of previous research, consultation with representatives from FE and HE,
a postal survey, contact with a sample of Access Validating Agencies1 and
correspondence with other researchers in the field. She states that the 1990’s
brought a new climate and opportunities to the landscape of adult learners in
HE, bringing about an “increasing flexibility in entry requirements.” (McGivney,
1995:3) She defined the potential paths out of a course as:

! “Access” is a means of study that enables mature students to enter HE without the usual entry requirements
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. Non-starter

Those students who either fail to arrive at the start of the programme of
study or drop-out within the first few weeks.

Informal withdrawal

This is perhaps the passive way to withdraw, by simply stopping attending.
This might be gradual over a period of weeks or months. The student does
not officially withdraw but simply fails to hand in coursework or attend
examinations.

Transfer to other programmes

If a student finds the course of study inappropriate or too difficult then they
might transfer to other programmes in that institution or a similar one. This
can take place at any time during the course.

Academic failure

This category includes those students who have completed the course of
study in a particular academic year but have failed to achieve the necessary
standard to progress.

Formal withdrawal
At a particular stage in a programme of study a student might officially
withdraw and either leave completely or defer. This is active withdrawal.

Non-continuer
This is where a student completes a particular year of study and then
decides not to continue.

She then goes on to set out a strategy for retention.

All these studies come at the subject of retention from the premise that

increased participation in higher education is a good thing. They offer a real

insight into the reasons why students fail to complete and offer constructive

advice on what might be done to assist these students and hence increase

retention rates.

Extensive reading has revealed a number of recurring themes. They can be

grouped into three major categories:

1.

Causal Problems
The things that affect retention such as part-time work and other outside
pressures;

Modelling
Attempts to create retention models such as that produced by Tinto;

. Intervention

How support staff can interact with the students in an effort to increase
retention.

In the following sections each of these are explored and factors associated with

these are identified.
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3.2 Causal Problems

3.2.1 Widening Participation

“The student population in higher education is becoming increasingly diverse
as a result of widening participation, and this is set to continue with the
Government target set at 50% ... by 2010.” (Slack & Casey, 2002:1)

Most developed nations have placed much emphasis on the need to develop a
“skilled, well-educated and flexible workforce.” (Martinez, 1996:5) Martinez
goes on to say that there is a consensus that Britain is falling behind many of
our major economic competitors. These factors have led the government to set
the above target. “Widening participation is central to economic prosperity and
social cohesion.” (Kennedy, 1997:15)

Widening Participation is a broad issue and is associated more with broadening
the student intake to ensure that previously under-represented groups are
attracted into higher education rather than just taking more students.
“Participation must be widened and not simply increased.” (Kennedy, 1997:15)
Many authors have remarked that it is the post-1992 universities that are
predominantly catering for these ‘non-traditional’ student entrants. (Archer,
2002) However, Archer argues that widening participation runs the risk of
reproducing inequalities rather than tackling them. She goes on to say that
working class students are likely to experience greater financial hardship and
are m‘ore likely to take on term-time work. This is a theme taken up by
Callender (2001). She remarks that although students from poorer
backgrounds are not likely to contribute to tuition fees they are still more likely to
end university with larger debts because of the lack of parental funding. She
suggests that these groups are also more likely to be averse to debt and hence
bow to the pressure to work longer hours during term-time.

It has been commented extensively that widening participation has increased
the trend to stay living at home whilst studying. (Archer, 2002) This is
particularly evident with Asian females (UCAS, 2002; Pugsley, 1998) and
students from the lower socio-economic groups. (Connor et al, 2001) Forsyth
and Furlong (2000) go on to say that going away to study is now looked upon
as a necessity rather than a conscious choice, hinting that attending an HEI
nearer to their home is preferable. Connor et al (2001), quoting HESA statistics,
states that there was a 40% increase in home based students between 1997
and 1999, the point at which students fees were introduced.
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It is clear then that there are two major consequences of widening participation;
they are increased term-time employment and a greater number of ‘home’
students. Care must be taken here when looking at cause and effect, since
widening participation comes with increased student fees. Thomas (2002)
warns that greater diversity will lead to an increase in student withdrawal.
However, it appears that this might not be the case. “HE has expanded but the
proportional non-completion has remained relatively stable.” (House of
Commons, 2001: Para 1.11) Tight (1998) warns us of “victim blaming” and
states that it is too easy to blame the “new students” for any future increase in
early withdrawal. Home students, however may form very different
relationships with the university and fellow students from those of non-local
students. They may well have outside commitments and pressures that inhibit
them from taking part in the extra-curricula activities of the traditional students.

These students are often particularly hard to contact. (Slack & Casey, 2002)

3.2.2 Pressures to Improve Retention Rates

“In order to achieve government targets institutions will need to encourage
wider participation, maintain standards and raise achievement rates.”
(House of Commons, 2001)

In the early 1990's the issue of student retention was given little importance. As
the 90’s continued however, there were increased pressures. There were
strong moves to increase participation rates (widen participation). There were
equally strong pressures to keep the students that were already enrolled
(increase retention). However, Kennedy (1997) warns that this is providing
more opportunities for those who have already achieved and helping them to

continue to do so.

Improved retention is looked upon as being multifaceted, maintaining income for
the colleges and universities, improving aspects of college life (Lalgree cited by
Martinez, 1996) and providing success for students. There appears to be
some progress. Some 77% of fulltime degree students were projected to
achieve a degree at the institution in which they started which compares
favourably with other countries. Because of these increased pressures and with
the maintenance of educational standards in mind, the government has set
targets to be achieved both for wider participation and achievement rates.
(House of Commons, 2001)
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3.2.3 Financial Pressures

“[it is] estimated the annual cost to the taxpayer of early student departure
as around £100m”. (Yorke, 1999:46)

Financial pressures are principally coming from two major sources. Firstly from
the universities, as much of their continued funding is based on targets for wider
participation and achievement rates. Secondly, with the introduction of student
loans in the early 90’s and tuition fees in 1997 (greatly increased in 2006) there
is a significantly increased pressure on students to complete or to withdraw
before debts become too great. This student pressure has been felt hardest by
students from low-income groups where the parents are less able to fund a
shortfall. (Thomas, 2002) It is also expected that the number of students
applying to university may be significantly affected by the increase in fees and
subsequent increase in debt. (Callender, 2003) This appears to be born out in
reality with a reduction of 3.2% in overall applications to HE and a 9.9%
reduction in applications to Computer related courses as of 24" March 2006.
(See 2.3.2 above)

There has been much emphasis on hitting recruitment targets in order to
maximise funding. However, Moore (1995) warns us to examine the pay-off
between hitting the targets and recruiting the right students who have interest
and commitment in their chosen programme of study. This may be just as true
today as it was in 1995.

3.2.4 Part-time Work
It is not so long ago that term-time working by students was a breach of the

rules. However it is now looked upon by many as a necessity in order to help
fund study, therefore accepted as the norm. This is putting considerable
pressure on a high proportion of students. The pressures on students to work
at times when they have Study commitments are often difficult to balance
causing cries for more flexible study facilities. One such pressure is towards
distance learning and the increased use of e-learning. (Mclnnis et al, 1995)
Many universities are looking at ways that this can be best tackled.

However, the experience of part-time work is not necessarily all negative. As
well as easing financial pressures it can provide excellent work experience. “It
can give you a taste of different working environments, and provide a
competitive edge for when you leave university and enter the workplace.” (Aim
Higher, 2006)
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The universities can make more use of part-time working by integrating such
work either formally within the curriculum, work placement (on a day a week
basis or block) or less formally with such things as special initiatives and job
shops with local employers and organisations. (Aim Higher, 2006)

Some universities offer schemes for part-time work within the university itself.
Southampton University is one such institution as indeed is SHU. The schemes
have been deliberately designed to accommodate student timetables. Students
should not take on too much additional work though, as study time is very
important. (University of Southampton, 2006)

3.2.5 More Flexible Study
One solution that has been suggested by a number of authors is that of an

extended period of study. This has been a norm in Germany for a number of
years. (Yorke, 1999) Kennedy (1997:23) talks about a “self-perpetuating
society”. This might mean breaks in the student education to allow them to top
up their income, part-time study, distance learning or a combination of all of
them. However, Moore (1995:40) warns that “[g]reater flexibility of study and
widening student choice correlate with the need for more student guidance as
do higher numbers of non-traditional entrants”. This comes at a time when

student-staff ratios are increasing.

3.2.6 Difficulties Measuring Attrition
Tait (2004:97) considers retention at two levels, the “single course or

persistence through a programme of study”. For the purpose of this study a
student will be deemed to have failed to be retained if they do not complete a
particular year of study and do not transfer to another course and/or institution.
Attrition is deemed to be a measure of this non-completion. If we take this
definition then we are faced with the problem of when precisely a student is
deemed to have been lost. For instance, if he or she transfers to another
course within the university are they lost? If they return to HE within a couple of
years are they then considered to be found again? Universities have no real
way of knowing whether their students are moving on to other universities or
colleges when they leave as leaving is not always an active decision but more
of a default due to circumstances. They simply stop attending. (See section
3.1, p10).
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Ashby (2004:66) examines this dilemma and attempts to put a boundary on it.
She suggests that viewing retention as “a measure of the percentage of
students who gain a course credit or an award” is too narrow a definition. She
goes on to offer three dimensions to retention, institutional, student and

employer.

a) The Institutional Dimension

This refers to indicators an institution may use to measure retention and how
well it is performing such as course completion rates. Influences such as
government funding and the Quality Assurance Agency external reviews are
crucial here as are university league tables, however crude they might appear
to be. Because the government has put a huge investment into higher
education and because high dropout rates are generally seen to be associated
with poor institutional performance it is vital that institutions “develop their own
internal measures to help them understand and interpret retention in the context
of their mission and their student population.” (Ashby, 2004:66)

b) The Student Dimension

Course completion rates are important measures; they are used as a measure
of student success but don't necessarily measure satisfaction.
Recommendations from a Task Group (HEFCE' 02/15), places emphasis on
the importance of student feedback on their learning experience including
student satisfaction. The results should then be shared externally to allow

prospective students informed choice.

Coldeway (1986) suggested a student success matrix that takes into
consideration course completion and satisfaction with the course. In this way it
is possible to distinguish between courses with low retention rates and low
student satisfaction rates and courses with low retention rates and high student
satisfaction rates. (Ashby, 2004:67) Moxley et al (2001) argues that retention is
not just completing the course but more to do with becoming a successful
learner, able to meet study goals. This plainly suggests that the major focus of
student retention is to actively seek to assist the students to set their own study

goals and achieve them, not just to stay the course.

' Higher Education Funding Council for England
-15 -



c¢) The Employer Dimension

The employer dimension has become more important recently as the
government looks for value for money. “Key skills that will contribute to
employability are an important element in courses/awards offered by
institutions.” (Ashby, 2004:67) The introduction of Foundation Degrees and
increased work placement make this much more relevant. This suggests a
greater emphasis on the relevance of courses and a possible positive effect

upon student retention.

3.2.7 Student Development
Much has changed in pre-higher education over the last couple of decades.

Approaches to teaching and learning, assessment methods and subject
material have all changed radically, particularly since GCSE replaced the O’
level system and the introduction of modular A’ levels. However according to
Cloonan (2004:176) “recent research has shown how little has changed in
universities ... as pre-existing hierarchies continue to thrive”. Whether or not
this is true is not part of this study.

Chickering (1969) came up with Seven Vectors of Student Development. He
calls them vectors because each seems to have direction and magnitude.
These were revisited by McEwen et al (1996) and two extra ones were added.
1. Developing Competence
This is the ability to cope and to achieve. This isn't just intellectual
competence but physical and interpersonal competence as well.
2. Managing Emotions
As students move out of adolescence to adulthood they develop passion and
commitment. They also learn to manage such things as anger and sexual
desire.
3. Becoming Autonomous
Students develop independence, being able to take care of themselves both
emotionally and practically as they “spring the nest™.
4. Establishing Identity
Who am |? The student gains a sense of self. This might have added
poignancy for women and ethnic minorities where their roles in their ethnic

society differ from those in the institution.

! ‘Spring the nest’ is a colloquial term that means leave the family home
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5. Freeing Interpersonal Relationships
Acquiring tolerance and respect for others. Moving from dependency through

a period of negotiation and understanding the need for inter-dependency and
the mutual benefit of relationships.

6. Clarifying Purpose
Where am | going to be? Understanding career and life goals and making
appropriate choices to achieve them.

7. Developing Integrity
Developing the ability to live with uncertainties and adapting to society norms
and rules; developing a personally valid set of beliefs.

8. Interacting with the dominant culture
We are what we buy/consume, as the market-based culture threatens to turn
us into mere consumers.

9. Developing spirituality
Experiencing ourselves as spiritual beings; being in touch with our spiritual

centres and possessing an inner peace.

These issues have a significant bearing upon retention, in that they recognise a
gradual transition from adolescence to adulthood; in particular, the acceptance
by students of responsibility for their own education. Indeed an ‘Extended
Induction’ scheme devised to ease student transfer into higher education is to
be trialled in the coming academic year (2006-7) at SHU within the Faculty of
ACES. This will involve approximately 300 students during the first eight weeks
of semester 1.

3.3 Modelling
3.3.1 Introduction

Over the years there have been a number of attempts to model the student
attrition path. Zepke & Leach (2005), state that the authors of the different
models can be roughly divided into two camps. Firstly there are those who
seek to revise and enhance Tinto’s model'. (Cabrera et al, 1992; Braxton, 2000)
These concentrate on fitting the student to the institution. Secondly there are
those who propose entirely new models. (Berger, 2001-2; Kul & Love, 2000;
Rendon et al, 2000; Tierney, 2000) These models include adaptation and
institutional change to accommodate the increasingly diverse student profiles.

' Tinto's model is discussed in paragraph 3.3.2 below
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Howevef, Zepke and Leach (2005:46), who looked at 146 different post-1990
studies, warn us to take care when using a model in a new context. There are
often factors that are specific to an institution which may have implication for the

transferability of the knowledge and experience gained.

3.3.2 Tinto’s Model

‘There seems to be a general consensus that Tinto’s model is the dominant one,
so it makes a good place to start. (Moore, 1995) Social and academic
integration are key to student retention in Tinto's model. It considers it from a
student perspective but “has relatively little to say about the impact of external
factors in shaping students’ perception, commitment and reactions.” (Yorke,
1999:9) Yorke goes on to say that it lacks any emphasis on the institutional

contribution to withdrawal.

Academic ,I,

/ experiences |~ t

e
Pre-entry .| Intentions, g ~a Intentions, Departure
attributes goals, r goals, —>  decision

commitment a |7 commitments

t

Social 1

experiences 0

n

(Tinto, 1993:114)
It claims that student retention can be predicted by their level of academic and
social integration. These factors develop over time, as integration and
commitment interact. Student Departure (dropout) depends on commitment at
the time of the decision.

a) Academic integration
This includes such factors as assessment performance, personal
development, academic self-esteem (how well they think they are doing),
enjoyment of and studying the subject(s), identification with academic norms
and values or identification with their role as a student.

b) Social integration
| The level of social integration might depend on the number of friends they
have, their personal contact with academic staff or whether they are

enjoying being at university.
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3.3.3 The Pathway to Retention Model
The Pathway to Retention model was devised by Moxley et al (2001:20-27). it

can be adopted by institutions to help facilitate retention. It sets out five

objectives to be achieved by the institution of higher or post-secondary

education (paraphrased by the author):

aogbhoN=

Perceive a need for retention

Establish retention as an institutional aim

Expand involvement in retention to support & contribute to the student success
Build a retention capacity & establish a formal programme for keeping students
Keep students enrolled & working towards their educational aspirations & aims

It goes on to define five forms of Supportive Retention Practices:

oOrON=

Emotional support and sustenance
Informational support

Instrumental support

Material support

Identity support

3.3.4 Isolating the Main Factors for Attrition

“The evidence shows that there are unacceptable variations in the rate of
‘drop-out’ which appear to be linked more to the culture and working of the
institution than the background or nature of the students recruited” (David
Blunkett in Thomas, 2002:424)

Factors for Attrition are probably the most documented area of research in this

domain. Martinez (1996), though rather dated, offers the best starting point. He

looks at a number of case studies in post-16 colleges. The study at Knowsley

College, Liverpool, defined a number of student issues that had a real bearing

on retention. (Martinez, 1996:16) These are condensed below:

a)

b)

c)

Motivation

Factors might be the lack of clear career and/or progression objectives, no
particular reason for choosing that institution, resitting the course or transfer
after failure from another institution

Social

This includes issues such as no friend on same course, lack of support from
partner or family or maybe being a different gender or age from rest of
group.

Time pressures

These might be the result of being a single parent or having young children,
caring for sick relatives or being a full-time student with part-time job.
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d) Financial
Financial problems might be the result of loss of income support, possible
delay of grant/loan, examination fees or daily travel costs.

e) Qualifications
Some students will have only the minimum academic qualification and
experience.

f) Any other difficulties
Other difficulties might be unhappiness with some aspect of programme of
study, domestic circumstances, health issues, travel difficulties and simply
immaturity.

A House of Commons White Paper (2001) concludes that “Information gathered
by institutions shows that most students withdraw because of ‘personal’ reasons

or academic failure.”

Other factors stated were a lack of preparedness for higher education, changing
personal circumstances or interests, financial matters, the impact of undertaking
paid work and dissatisfaction with the course or institution.

In an earlier study by Martinez (1995) a number of reasons for attrition (non-
completion) were established. These included taking up full-time employment,
loss of employment, change of employment, other work related reasons, failed
assessment and/or course too hard, obtaining poor grades, dislike of
programme, other programme related reasons, family or health issues and

financial reasons.

Martinez (1995:6) goes on to say “[a]ithough the precise weight of these factors
varies from survey to survey, they are important for all student groups
surveyed”. Martinez devised the following:

Reasons for coming to college

These included Interest in subject, inability to get a job and preferred college to
school.

Source of information about college
Students obtained their information from either college staff or their school.

Support from college
The students felt welcome on arrival in college and felt that they had the support

of other students and staff.
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Programme issues
Programme issues included lack of satisfaction with amount of tutorial time,

being on wrong level of course, not having the correct entry qualifications,
difficulties with speed of teaching, programme organisation and programme
uninteresting.

Personal and financial

These included receiving help from benefits system, accommodation problems,

difficulty paying for bus travel and time off for personal reasons.

Moore (1995) gives a similar list, but added weighting to them:

1. Course unsuitable / disliked 41%
2. Personal reasons 17%
3. Academic problems 11%
4. Financial problems 11%
5. Accommodation 6%

On closer examination of the data Moore discovered that most of the
withdrawals occurred during the first part of the first academic year, a large
problem being homesickness and feeling lonely and isolated. However, overall
most students said they left primarily for course-related reasons. Moore adds a
note here and suggests that “students may find it easier to say they left for
course related reasons than, for example, acknowledge personal problems.”
(Moore, 1995:23) An additional factor found by Moore was that over half of the
students surveyed thought that higher education was very different from their

expectations.

Yorke & Longden (2004) examine the reasons that students leave their
programmes of study. They state that these reasons can be grouped into four
main categories. These are flawed decision-making about entering the
programme, their experience of the programme and/or institution, failure to cope
with the demands of the programme and outside events that impact on the

students’ lives.

Post-Script

“[Wle know that it [drop out] is multi-causal, that it is complex and highly
context specific, but we also know that it is significantly caused by things
which colleges and education centres can do something about.” (Martinez,
1995:23)
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3.4 Intervention

3.4.1 Introduction

An institution must give “a commitment to helping students to find their way
to higher education, to helping them build the confidence and capacities to
persevere towards their educational goals, and to helping them in their
education, in their careers and ultimately in their lives.” (Moxley, 2001:1)

When a student withdraws from a course or programme of study there are a
number of issues for concern for both the student and the institution. These
include loss of educational opportunity, loss of self-worth, loss of higher
education places, bad reflection on institution (league tables etc) and financial
implications for the institution. (Moore, 1995)

The aim of this section is to review what is currently being done within
institutions to reduce withdrawal rates and to provide “appropriate information,
guidance and support for students who are considering withdrawing.” (Moore,
1995:4)

As student diversity increases with widening participation, institutions must
create a welcoming culture (or ethos) of acceptance, respect and value
diversity. (Padilla et al, 1997)

Many more students can be retained if interventions are made at a relatively
early stage. This leaves us with the question of what intervention techniques
are appropriate and which are the most effective. This is a contentious area
and needs careful management. It is undoubtedly multi-causal but is
significantly caused by factors that institutions can do something about.
(Martinez, 1995)

3.4.2 Improving Teaching & Learning

The whole approach to education from the earliest days has changed
substantially over the last couple of decades, and is set to continue to change.
Institutions need to be careful to adapt their teaching and learning methods to
meet the new challenges. This will be examined in section 3.4.4 below.

3.4.3 Supporting Learning & Supporting Students

A number of studies (Martinez, 1995; Martinez, 1996; Thomas, 2002; Zepke &
Leach, 2005) have found that supporting students both academically and
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personally can have a positive effect upon retention rates. However, due to the
ever increasing student to staff ratio, academic tutors are becoming less able to
shoulder this responsibility and are calling on specialist services such as
Student Services and the University Counselling Services to fill the void.

Martinez (2005) found that students from high retention courses tended to have
more regular tutorials, spent more time individually with tutors and were more
likely to rate tutorials as useful. They believed that their tutors had a clear idea
of the purpose and value of tutorials and were able to be more precise in what
they wanted from tutorials, notably feedback on progress, study skill support,

career education and help with progression.

Improved personal counselling and guidance was looked upon favourably but
Martinez (1995:22) warns that we are “not yet in the position to demonstrate
unequivocally that by increasing guidance and counselling provision we can
increase the likelihood that students will complete their programmes of study.”
However, there may be some further issues associated with this. Moore
(1995:39) found that counselling was generally referred to when students
experience personal problems and not as a source to “aid students working

through a decision to leave”.

3.4.4 The Beatty-Guenter Retention Strategy Model

There have been a number of Retention Studies conducted in North America.
The Beatty-Guenter Retention Strategy Model appears to be a good example.
This model divides the task into five distinct areas as shown in the diagram
below.

Sorting

Transforming the
Institution

Grouping students into
appropriate subsets

Supporting

Enhancing alt
aspects of the
teaching & leaming
and the working
environments

Supporting students in
their lives outside
university

Developing & fosterin Stimulating the student to
relationships between improve attainment levels
students and the and skills

institution

Connecting Transforming the

Student

The Beatty-Guenter Retention Strategy Model in (Johnston, 2001:4)
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. Sorting
Sorting strategies include recruitment strategies such as promotion and

marketing. They should involve assessment, monitoring attendance and
progress and the identification of students ‘at risk’. Traditionally universities
have used the minimum entry requirements as a method of sorting.

. Supporting

Supporting strategies are aimed at giving support to students outside the
institution’s traditional boundaries, to assist them to continue as students.
Financial help, child care, health, transport and personal safety all come
under this category.

. Connecting
Connecting strategies are intended to foster relationships between students

and the institution. They promote and encourage students into the life of the
institution. The use of personal tutors, peer support, faculty advisors and
attendance monitoring are examples of such strategies.

. Transforming the Institution

These strategies aim to improve teaching and learning and the student
working environment. This is likely to involve policy changes, curriculum
redesign, cultural change, learning and teaching innovations and staff

development.

. Transforming the Student

These strategies attempt to transform the student say from passive learners
to active learners or de\(eloping and enhancing their skills and expectations.
This will involve motivation and the setting of goals. The facilitation of

academic and careers counselling are essential here.

Beatty-Guenter (1994) warns that all programmes of retention should include

some aspects of all these strategies in order to be truly effective.

3.4.5 Student Diversity

Acknowledging student diversity is a recurring theme. Zepke & Leach (2005)

set out their ‘Challenges for Practice’. They challenge us to make early

contacts (affirmation of students' cultural capital), teach to value diversity and

adapt our assessment practices to acknowledge diversity. This research was

set in the New Zealand context of Maori and Pacific Island students.
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We must not forget student involvement and responsibility in this process.
Students still need to address the core academic skills, achieve the requirement
and persist to graduation. It is vital that students possess a strong personal
responsibility and readiness to retention and any effort to keep students in
higher education must respect this in the process. (Moxley et al, 2001)

Student retention has been shown to improve when institutions promote student
personal contact outside the formal classroom and show a real commitment to
students’ total well-being. (Astin, 1993; Mclnnis et al, 1995)
“Students must come to grips with who they are and where they are going.”
(Moxley et al, 2001:5)

3.4.6 Footnote

Moore (1995), surveying ‘leaving’ students, found that almost 80% of those
surveyed withdrew from their courses after having seen staff. Unfortunately we
are not supplied with the other part of the evidence. That is, the number of
students who sought help and decided to stay. How effective tutor intervention
is therefore not measurable.

However, the same survey found that ‘Central Guidance’ was much more rarely
used than academic staff. It also found that the most common issue raised was
“links between staff and students ... [they] wanted closer and more regular
contact with academic staff” (Moore, 1995:34)

Moore (1995) argues that traditional student support methods based on a
personal tutor system have effectively broken down under the pressure of
higher student to staff ratios. Tutors interviewed by Moore tended to consider
-academic issues with students and were far less likely to deal with personal or
social matters. Indeed most tutors appeared to have received no formal training
on these issues. Comments from both tutors and students showed that both
groups were unhappy with the existing situation.

3.5 Success and Barriers to Success

“However, the most important factor affecting institutions’ achievement rates
is students’ entry qualifications.” (House of Commons, 2001)

Efforts to widen participation are, to a certain extent being thwarted by some of
the larger companies who still insist on a specified number of points at A’ level
for graduate trainees regardless of the classification of degree the student might

have achieved. A’ level points and GCSE grades are still being regarded as the
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best predictor of future success. Studies consistently show that qualifications at
16+ provide an excellent predictor for continuance in full-time learning. (Johnes,
1990; DES, 1992; Moore, 1995; Kennedy, 1997) “If at first you don’t succeed
... you don't succeed.” (Kennedy, 1997:15)

As well as the insistence on A’ level points and specific GCSE grades some
companies insist that all interviewees for graduate schemes should undertake
an aptitude test. The author is aware of a student from SHU who worked for a
company during his placement year and received excellent reports. He went on
to achieve a First Class Honours degree in Business Information Systems. On
interview for a graduate scheme at his placement company he was required to
take an aptitude test. As a result of his performance on this test he was

deemed unsuitable and failed to achieve a place on the scheme.

This practice of taking previous qualifications or additional tests into
consideration, or perhaps looking at the institution where the degree was taken
is working contra to the widening participation agenda. We must focus on more
than “providing opportunities for those who have already achieved to continue
to do so.” (Kennedy, 1997:15)

The outside perception of universities, ‘The Russell Group’, ‘The New
Universities’ and the way that the league tables are constructed can have a
marked affect on the standing of the degree classification that a student is
awarded. It seems apparent that there is a perception by certain employers that
a degree from some universities is worth more than at others. Patterson and
McPherson (1990) believe that the different ways that universities calculate their
figures has more of a bearing on outcomes than the better performance of the
- institutions.

The subject matter of the specific course that a student takes can have a
contributing factor to the student success. Such subjects as medical sciences,
education, languages and the humanities have better retention rates than
engineering, technology, mathematics and computing subjects. (House of
Commons, 2001)

Other issues that were seen as barriers were low aspirations, fear of debt and

family pressures, particularly for mature students. (Lall et al, 2003) The debt

aversion appears to be a rising problem and may well contribute to the loss of

potential students or the early departure of those badly affected. This is a
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particular concern for students of working class families who were undecided
about entry into higher education in the first place. (Callender, 2003)
“There are many barriers to participation in learning. To widen participation,
as many of these barriers as possible need to be removed. Although by no
means all of the barriers to participation are put up by providers, they must

bear the main responsibility for helping students to tackle them.” (Kennedy,
1997)

3.6 Student and Institutional Adaptation

“If a student feels that they do not fit in, that their social and cultural
practices are inappropriate and that their tacit knowledge is undervalued
they may be more inclined to withdraw early.” (Slack & Casey, 2002:3)

As discussed above, there are two forms of model, those that concentrate on
fitting the student to the institution and those who propose models that include
adaptation and institutional change to accommodate the increasingly diverse

student profiles.

Many of the studies give a great deal of emphasis to the induction of students
and to helping them to adjust to the environment of the institution. It has often
been taken for granted that this is the major concern. “[S]tudents should adapt
to the institution, learning to do things as they are done around here.” (Zepke &
Leach, 2005:52) However, “the challenge is to develop ways in which an
individual’'s identity is affirmed, honoured and incorporated into the
organization’s culture.” (Tierney, 2000:219) It may well be that the institutions
are set up and function for a particular ‘norm’ of students. The new universities
in particular, because they are increasingly catering for ‘widening participation’,
may need to examine their structures and approaches to meet differing needs.
“A growing number of studies are focusing on the ‘fit' between the habitus of the
student and that of an HEI'.” (Slack & Casey, 2002:3) Indeed Ready (1998)
argues that a lack of fit between student and institution generates anxiety.

Because working class students are less likely to enter higher education there is
less experience of higher education in working class communities, and “those
that choose to undertake such studies often feel marginalised and out of place
in higher education.” (Lall et al, 2003:2) There is also a growing feeling that
many students expect universities to be flexible to their needs.

“Students now expect institutions to fit their lives rather than vice versa.”
(Mclinnis et al, 1995, 2000a, 2000b)

! Higher Education Institute
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3.7 Good Practice

“Clearly good practice needs to mean good business, and changes in the
funding arrangements which reward successful collaboration will be
required.” (Kennedy, 1997)

Kennedy (1997:91) has set out nine ‘Characteristics of Good Practice’ for
institutions to follow. Baroness Helen Kennedy was the chair of a committee
that produced the report. The report recognised however, that no institution in
his sample exhibited all nine of the characteristics, but several did exhibit some
of them. Although these recommendations were devised to enhance widening
participation in Further Education, the author feels that they are none-the-less,
just as applicable to Higher Education.

Kennedy’s Characteristics of Good Practice

Marketing planned and based on intelligence

Establish strategies for contacting non-participants

Good quality information and guidance, readily available and impartial
Have effective support for learning

Provide financial and practical support

Design a curriculum that is relevant and enables students to progress
There is effective teaching and promotion of learning

Record meaningful student achievements recognised by employers
Have accurate MIS' used to evaluate students’ progress

Institutions should encourage students to participate and assist students to stay

CONOOAWN =

in learning and to achieve. “These characteristics are more than the sum of
their parts.” They need to be seen as a whole and used to underpin and drive
organisational culture. (Kennedy, 1995:84)

“Findings should support successful learning.” (Kennedy, 1995:60)

For retention strategies to be effective they need to be implemented at the
‘grass roots’. However, it must be recognised that “[sJome groups of learners ...
are more difficult to recruit, more likely to drop out and less likely to achieve at
all stages of their learning.” (Kennedy, 1995:61)

“Education, not retention, should be the goal of institutional retention
programmes.” (Tinto cited in Exchange, 2002:13)

! Management Information Systems
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Chapter 4: What is New in this Research

4.1 Introduction

“Every aspect of college life can be enhanced by trying to improve retention”
(Lalgree in Martinez, 1996:37)

Improving retention rates has been the theme of much recent research as
outlined in the previous chapter. The author doesn't seek to merely replicate
this research but to add a new dimension to the domain. Coming from a Data
Analysis background, and having taught ‘Business Intelligence’ for many years
the author feels that his expertise can be used to great advantage in this,
attempting to interrogate accumulated data to discover hitherto undetected
patterns and relationships in the data.

As the power of computers has become greater and storage space cheaper
there has been a dramatic rise in the amount of data that companies store, the
vast majority of it in electronic form. ‘It is estimated that the amount of
information in the world doubles every 20 months. What are we supposed to do
with this flood of raw data? Clearly little of it will ever be seen by human eyes ...
Computers promised fountains of wisdom but delivered floods of data.” (KDD,
1995)

Companies have often spent years accumulating this data which they consider
to be valuable, but often don’t know what to do with it. They know that it
probably contains crucial decision making knowledge that could transform their
business. As a prominent top manager said, "Who[ever] has information fastest
and uses it wins" (Watterson, 1995)

As a response to these trends, the term 'Data Mining' (or 'Knowledge
Discovery') has been coined to describe a variety of techniques. "By mining the
essential nuggets of information, analysts are able to fully explore existing
datasets and identify actionable patterns and trends." (McCue in SPSS, 2003)
In brief, decision-making knowledge is held and hidden in the data. Finding and
interpreting this knowledge is what Data Mining is all about.

Data Mining tools use a wide range of techniques in order to undertake a variety
of tasks, depending on the nature of the problem.
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4.2 What is Data Mining

4.21 The Concept

Data Mining is “[tlhe process of using statistical techniques to discover
subtle relationships between data items, and the construction of predictive
models based on them.” (Pendse, 2005)

(Kuonen, 2005:3)

That is, Data Mining is concerned with extracting hidden patterns in the data
that have hitherto not been found. Data Mining has been developed over the
last couple of decades to help explore the vast amounts of data that have been
accumulating. The greater power of computers can now be harnessed to
enable models (routines) to run at acceptable speeds. The models are based
on statistical techniques that are well tested, many of which have been used for

many years.

4.2.2 Data Mining as an Inductive Technique

Induction is concerned with the extraction of patterns from the data hence it
follows that Data Mining is inductive. (Wikipedia, 2006)

Data Mining might best be illustrated by taking an example in context. A large
supermarket chain might use Data Mining in conjunction with their loyalty-card1
to assist them in marketing their products. Customers can obtain a loyalty card
free of charge in return for filling out an application form. On the form there are
a number of questions about the customer such as Data of Birth, gender and
income. This information can be classified as ‘demographic information’. When
a customer purchases products at point-of-sale they use their loyalty-card in
exchange for discount points. In this way the transaction that has just been
created contains two types of information, the demographics of the customer
and the products they have just purchased. This information can later be

explored using Data Mining techniques.

1Store Card that holds Customer Information in exchange for points at point-of-sale
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It is the inter-relationship between the demographic data and the transactional
data that is crucial to Data Mining. The customers can be classified into similar
grouping, such as age groups or income groups and patterns of buying can be

discovered.
“There is a story that a large supermarket chain ... did an analysis of
customers' buying habits and found a statistically significant correlation
between purchases of beer and purchases of nappies (diapers in the US). It
was theorized that the reason for this was that fathers were stopping off ...
to buy nappies for their babies, and since they could no longer go down to
the pub as often, would buy beer as well. As a result of this finding, the

supermarket chain is alleged to have the nappies next to the beer, resulting
in increased sales of both.” (Fisk, 2006)

This is an example of a Data Mining technique called ‘Market Basket Analysis’
(MBA). It uses the demographic information, gender and age together with the
products purchased, in this case nappies and beer to find an association.

4.2.3 Data Analysis Testing

a) Hypothesis Testing
This is the classical statistical approach to quantitative data analysis to assess

the statistical significance of the findings. It involves the use of sample data to
evaluate a hypothesis about a population parameter.

It involves four steps:

1. State the hypothesis

2. Use the hypothesis to predict characteristics you expect the sample to have
3. Take a random sample from the population

4. Compare the obtained value to the prediction made by hypothesis

This method of testing ‘truths’ in Data Mining is not appropriate as Data Mining
is an exploratory means of data analysis (inductive analysis). We do not know
what we are looking for until we find it and hence a hypothesis cannot be stated
prior to building and running the models. Another form of testing is needed in
this sort of situation. The one specifically developed for this purpose is
Exploratory Data Analysis (EDA).

b) Exploratory Data Analysis
As opposed to traditional hypothesis testing EDA is used to identify

relationships between variables when there is little or no knowledge of the
nature of those relations. Typically in exploratory data analysis many variables
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Dkt St

are taken into account and compared, using a variety of techniques in the
search for systematic patterns. The process is gradually refined by removing
variables that are of lesser significance. This process is known as variable
reduction. It involves the three stages of exploration, model building/validation

and deployment.

Stage 1: Exploration

This involves the process of data preparation; that is the cleaning and
transforming the data. Subsets of the data are selected and some pre-
processing will be done in order to remove obvious redundant variables hence
reducing the variables to a more manageable number. Data mining sets can
have a very large number of variables. A wide range of graphical and statistical
methods may be used.

Stage 2: Model Building and validation

This involves examining various Data Mining modelling tools and choosing the
most appropriate ones. Each one will have a measurement of predictive
performance such as Support which is a measure of the percentage of data-
points that possess the predicted pattern and Confidence which is a measure of
how certain the pattern is believed to be true. A support of 25% and a
confidence of 80% would mean that 25% of the data displays the given pattern
and the model believes, with the data evidence that it has been given, that it is
80% certain that it is true. It is usual to use many different modelling tools with
a variety of different settings before settling for the optimum ones.

Stage 3: Deployment

Once the models have been created and tested the final stage involves using
the models as built in Stage 2 and applying them to new data in order to
generate predictions or estimates of expected outcomes from this new data.
(Statistica, 2006)

These stages will be looked at in more detail in Chapter 8, ‘A Methodology to

1

Use'.
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4.2.4 Underlying Activities

Data Mining can be used in a number of different ways. Berry & Linoff (2004)

define these as classification, estimation, prediction, affinity groups, clustering

and description.

a)

b)

d)

Classification
This is the process of examining a newly presented object and assigning it
to a specific category in a pre-defined list. For instance someone of age

fifteen might be classified as in the ‘teenager’ category.

Estimation

Estimation is an approximate calculation of a result, often based on previous
knowledge and other factors. For instance you might estimate the value of
an item by looking at such things as age, size and substance it is made of.

Experience of the value of similar items would assist greatly in this task.

Prediction

A prediction is judging what will happen in a given circumstance or situation.
For instance you might predict whether a customer will CHURN' in the next
three months.

Affinity Groups
An affinity group is a collection of objects that share similar traits or values.

They are in some way associated with each other. For instance, items that
are bought together at a supermarket could be considered to be an affinity
group. (MBA?)

Clustering
This is the process of forming like groups with similar characteristics. In a

university context it might be to do with similar demographic features of
students and/or the subjects they are studying.

Description
Description or visualisation is often referred to as exploratory or visual data

mining. It is designed to provide strategic insights from the data and guide

future decision making.

' CHURN is a term derived from ‘change’ and ‘turn’ and means a customer moving to an altemative supplier
2 Market Basket Analysis

-33-



4.2.5 Types of Learning

a) Supervised Learning

This is where the model is given an outcome to predict. For instance, predicting
the amount of money a customer might spend in a supermarket. You have the
demographics of the customer and you have the previous spending patterns for
that customer and other similar customers. From these, using an appropriate
model, Data Mining can predict, with a reasonable certainty, the amount of

money the customer might spend.

Classification, prediction and estimation are supervised activities, since they are
all looking for a specified outcome. Decision Trees and Neural Networks are

examples of models that can be used for this purpose.

Decision Trees

A decision tree is a table of decisions and their possible consequences used to
create a plan and reach a specific outcome. Decision trees are used to assist
decisions making. For instance, a group of students are surveyed and divided
up by gender, handedness and eye colour. The diagram below shows the
possible outcomes. From the diagram below we can deduce that there are
equal numbers of male and female students in the group. However, the
probability of left-handed ness amongst males is 0.2 whilst that amongst females
is 0.11. There is also a differential in probabilities for eye-colour amongst the

different groups.

0.5
0.5

Right Right

y 0.2 /  0.8\A y/0A /0.9

A Decision Tree

Decision Trees then, are techniques that can be used to predict future
outcomes and identify factors/variables that can be used as predictors for these
future outcomes. They give interpretable rules and logic statements to help in
the decision making process. A decision tree processes a series of input

variables and partitions the data into smaller and smaller segments termed

1This data is fictitious
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nodes in its pursuit of the target or output variable. This partitioning continues
until it reaches the pre-defined stopping criteria. Any leg of the partition that has
a probability of less than a preset value (say 0.01) at any stage will be ‘pruned’;
that is, stopped. A weakness of this model is that the variables are taken in a
specific order. The order that the variables are taken could, in certain

circumstances miss patterns of behaviour.

Both SPSS® and SAS®, the principal Data Mining software vendors have
produced a decision tree algorithm called C5.0.

Neural Networks

A neural net seeks to artificially replicate the human brain in its learning
process. The term ‘artificial’ means that neural nets are computer programs
that can handle a large number of calculations in its learning process. The
human brain has more than a billion neural cells that process information. Each
cell is a simple processor; the interaction of these in parallel processing makes
the brain able to function so efficiently. (Etimage, 1997:2)

dendrites

Structure of a Neural Cell in the Human Brain (Etimage, 1997:3)
A neural network takes a series of inputs and a known output and is trained with
data where the value of the known output is available. It can then be used in a
new situation to predict the output. Inputs might be such things as age, gender,
ethnic origin, social class and education with a possible output of salary.

Once the inputs and output(s) have been determined the network needs to be
trained. This is done by obtaining a large amount of data where the output(s) is
available. Once a pattern of inputs has been established then predictions can
be made using data where the output is unknown. The diagram below shows

how artificial neurons can be connected together.

Neural Networks are probably the most used of all Data Mining techniques as
they are straightforward to use and relatively stable with large datasets. They
can be used in similar circumstances to Decision Trees. However, Decision

-35-



Trees work best with a small number of input variables but the built module
becomes very complicated as the number of variables increase. It has the
advantage over neural networks as it has interpretable rule based outcomes
which a neural network does not have. However, “Neural networks work well
with datasets containing large amounts of noisy [unclean] input data”. (Roiger &
Geatz, 2003:256)

input neuion layei

output neuion loyei |

output values

Neural Net with three neuron layers (Etimage, 1997:5)

Neural Networks can be used by novices and experts alike as they have a set
of default parameters that can be checked and amended by the more
experienced user. There is a danger of over-fitting the data so the models
performance is constantly assessed against validation data. Over-fitting is the
process of using too many variables (co-variants) to predict the outcome. It can

lead to spurious or incorrect associations.

The diagram above shows how the input variables (values) are interconnected
to establish associations in the data. Each node in the neural network is
referred to as a neuron to mirror the workings of a human brain. Each neuron is
like an on-off switch. It either accepts the connection or rejects it according to a

threshold value.

The input variables are fed into the neural network without any discrimination.
This forms the input neuron layer. However, not all the input variables are of
equal value hence they are weighted in the next layer proportional to their
relative importance. The input from the weight matrix is processed by a
propagation function that combines the values of all incoming weights. This is
then passed on through one or more hidden neuron layer with their

corresponding weighting matrix until an output or outputs are determined.
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An advantage of a neural network over a decision tree is speed when working
with large data sets, particularly with noisy (unclean) data. A disadvantage is
that the process is hidden from the user. That is, the user cannot see what has
happened inside the ‘black box’ of the neural network as no rules are given.
(Roiger & Geatz, 2003)

There are neural network algorithms in both SPSS Clementine® and SAS
Enterprise Miner®.

“While it is easy to explain decision trees NNs [Neural Networks] are much
more difficult to understand”. (Dunham, 2003:105)

b) Unsupervised Learning

Unsupervised learning is where the model itself finds the outcome. Instead of
asking the model to predict a specific outcome, the model is asked to find a
relationship or pattern in the data. Affinity grouping is an unsupervised activity
as is clustering. The study will mainly concentrate on these. They will be
explored in Chapters 8 and 9.

Rule Association
Affinity grouping, or rule association is the basis of Market Basket Analysis. A
series of inputs are taken and inter-related patterns are sought. For instance:

If you are in a pub and you buy a pint of beer and don't buy a bar meal, you
are more likely to buy crisps at the same time than somebody who buys a
bar meal. '

Rule Association looks for interconnections in the data and attempts to examine
cause and effect whilst establishing a degree of certainty. There are usually
two test parameters. The first one is 'support’; that is what proportion of the
data support the rule. Here we might be looking for a percentage of around 20-
25%. The second parameter is 'confidence’; that is how confident the model is
that the conclusion is true for the population that it is drawn. from. Here we
might be looking at a certainty of say 70-80%. If you start off with a high
support and high confidence you will get few if any rules. The more that you
reduce these parameters the more rules you will get, but the less confident you
will be that they hold true for the popuiation in general that you have sampled by
your dataset. These rules are used to make predictions or estimates of

unknown values or variables.

The rules are given in the format of:
if <condition 1> and <condition 2> .... then <conclusion>.

-37-



An example might be:

IF student stressed AND student in debt
THEN student leaves

It might be expressed in the form of antecedents and consequent(s):

Antecedent 1 Antecedent 2 Consequent
Student stressed student in debt Student leaves

In the table below an Apriori model (rule association) was built with a preset
minimum support of 25% and minimum confidence of 70%. Once the model
had been built to the preset parameters it established thirty-six rules and gave a
maximum support of 56.4% and maximum confidence of 85.3%. It should be
concluded that this was a stable and reliable model as the rules were created
within our pre-stated parameters and established support and confidence far
higher for at least some of the rules created. Indeed had a model been built
with a support of greater than 56.4% (say 57%) and a confidence of greater

than 85.3% (say 86%) then no rules would have been created.

<? [*Analysis
Number of Rules: 36
Minimum Support: 25.0%
Maximum Support: 56.4%
Minimum Confidence: 70.0%
Maximum Confidence: 85.3%

Minimum support and confidence should be declared before any model is built.
A series of models are then built that have varying levels of support and
confidence on or above the pre-declared levels. The optimum model will be the
one that gives a manageable number of rules that are on or above the pre-set
level. The thirty-six rules it found above is probably too many to manage with a

danger of the model over-fitting. (See 4.2.5 above)

SPSS Clementine® and SAS Enterprise Miner® have produced two different
algorithms to be used for rule association. They are GRI (Generalised Rule
Induction) and APRIORI (A Priori).

Clustering

Clustering is dividing data up into groups of similar characteristics. This is
useful when looking for trends. It gives the end user a high level view of the
data. However, any reduction in detail loses richness in the data and hence
some of the patterns that might be established. It does, though, simplify the
data and give you more manageable data on which to work. Historically

clustering techniques have been used by mathematicians and statisticians for a
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significant time period. An example of clustering within context might be to
consider the demographics of students. Clustering in this context would refer to
the process of organising them into groups according to similar characteristics,

such as age group, gender, religion and ethnic group.

In an ideal case all the data-points within a cluster would have identical values
for the predictors they were clustered on. However, in practice this is rarely the
case, particularly when there are a large number of predictors. There would
turn out to be far too many clusters, some of which would have few data-points
in them. It is then, a matter of compromise. The number of clusters produced
need to be of a reasonable number and contain an acceptable number of data-

points in each.

Many of the clustering algorithms such as Kohonen Networks (an unsupervised
Neural Network) and K-Mean allow the user to choose the number of cluster to
look for. However, in practice it means running the model a number of times
with differing numbers of clusters until a stable group of cluster are produced.
Even when this has been done, some of the cluster might be ignored since they

contain too few data-points.

The example below is output from a Kohonen Network which takes a matrix
approach to cluster creation. Each group of clusters are formed on a 2-
dimensional grid. The example below was created on a 3x3 coordinate grid

with 0 to 2 on each axis:

Val... Proportion % Count
00 I 19.93 117

02 14.48 85
10 9.03 53
1" 2.73 16
12 6.64 39
20 15.16 89
21 7.67 45
22 J 16.87 99

It can be seen that four of the clusters are significantly more populated than the
others. In this case there are reasonable grounds to reduce the model to only
those clusters. This does, of course reduce the number of data-points being

considered, but those that are used are relatively stable.
The distribution below shows the reduced number of clusters.
Val... A _ _ _ Proportion I % | Count ]

H 22.82 89

20
22MB— 25.38 99
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The original dataset had 587 data-points, when the number of clusters was
reduced the number data-points used was 390, that is 66.4% or the actual
number. In large datasets this should not be a problem, but the analyst needs
to be aware that the constructed model is a compromise. The number of
clusters to concentrate on is a matter of combining experience (tacit or implicit

knowledge) with solid hard investigation (explicit knowledge).

There are two well-known clustering techniques that have been programmed in
Data Mining. These are Kohonen Networks and K-Mean (MacQueen, 1967,
Hartigan & Wong, 1979). Again SPSS Clementine® and SAS Enterprise Miner®

have versions of these algorithms.

4.3 Data Mining in Industry

“Forward-thinking companies today are using data mining to reduce fraud,
anticipate resource demand, increase acquisition and curb customer
attrition.” (SAS, 2006b)

There are two principal Data Mining software vendors, both of which are also
the major suppliers of statistical software. These are SPSS, with their
Clementine® software and SAS with their Enterprise Miner® product. They have

similar functionality.

SAS (2006a) summarise the main Data Mining tasks as:
“Seek and retain your most profitable customers”

Use customer demographic information together with their buying
patterns to develop lasting relationships with them by anticipating and
fuffilling their future needs.

“Segment markets for a targeted approach”

Implement target marketing to increase response rates by only targeting
the customers that are thought to be the most likely to wish to purchase
the commodities.

“Predict the future and identify factors to secure a desired effect”

Improve the quality of the production process by anticipating problems
before they happen, forecast stock demands and assess the risk of
applications for customer credit.

As mentioned above Data Mining is used extensively in the retail trade to help
predict future demand and customer buying patterns. It can help in store layout,
suggesting which products should be placed next to each other. It is also used

extensively in the pharmaceutical industry.
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4.4 Data Mining in Higher Education

“Data mining is a powerful tool for academic intervention. Through data
mining, a university could, for example, predict with 85 percent accuracy
which students will or will not graduate. The university could use this
information to concentrate academic assistance on those students most at
risk.” (Luan, 2004)

There is very little written about Data Mining in Higher Education, and much of
what has been found appears to have been written by or in conjunction with the
software vendors themselves. However, these sources should not be ruled out
as being biased since it is often through partnerships with software vendors that
innovative data mining has taken place.

SPSS are a major software provider for Data Mining. Their Clementine® suite is
the author’s chosen software for this study. An SPSS Executive Report written
by Dr Jing Luan (Chief Planning and Research Officer, Cabrillo College’) gives
a great deal of food for thought. He looks at the possible use of Data Mining in
Higher Education and tries to compare it with comparable uses in Industry.

Higher education faces many challenges, such as predicting the paths of
students to graduation. Many institutions would like to know which students will
need assistance in order to graduate and the sort of assistance required. Some
students may be more likely to transfer than others. Data mining may be able
to warn an institution to take action before a student drops out, or to predict the
number of students that will choose to take a particular course and allow
resources to be allocated efficiently and effectively. (Luan, 2004:2)

As discussed above, the author believes that unsupervised modelling is likely to

be most beneficial to this study.

“Unsupervised data mining is often used first to study patterns and search
for previously hidden patterns, in order to understand, classify, typify, and
code the objects of study before applying theories.” (Luan, 2004:3)

A graduation database holds many records about students which, when student
demographic overlays are placed on it would yield a wealth of information. Data
Mining would allow a model to be built from the graduation database, then “the
analyst can feed in another student group, such as new students; the model
applies the learned information to the new group to predict the likelihood of
graduation.” (Luan, 2004:3)

* Cabrillo College is in Abtos, California
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Below are a number of Private Sector business questions and their equivalent

Higher Education questions.

Private Sector Questions Higher Education Equivalents

Who are my most profitable customers? Which students are taking the most credit hours?

Who are my repeat Web site visitors? Which students are most likely to return for more classes?
Who are my loyal customers? Who are the “persisters” at my university/college?

Who is likely to increase his/her purchases? Which alumini are likely to make larger donations?

Which customers are likely to defect to competitors? ~ What type of courses will attract more students?
(Luan, 2004:4)

Prof Michael Hardin of the University of Alabama, with the help of SAS® has
developed a student retention model that identifies new students who are at-risk
and provides results early enough for the university to intervene. The model
sifts through enrolment records and standard ‘freshman’ surveys to identify key
variables that affect retention. He states that the University of Alabama’s
retention rates have risen as a consequence. “As the retention rate increases,
the university’s rankings go up, and everybody's degree becomes more
valuable.” (SAS, 2006c) However, it appears to use only demographic
information such as parental educational levels and high school grades without

mention of student personal problems.

4.5 Summary

In this chapter the subject of Data Mining has been discussed and put into the
context of the subject area under investigation, namely student retention. There
are many data mining techniques that c