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Abstract

Electrical impedance tomography (EIT) is an imaging technique that aims to reconstruct
the internal conductivity distribution of a body, based on the electrical measurements
taken on its periphery. While relatively new it has received attention as a possible new
medical imaging technique which offers non-hazardous applications and low-cost

instrumentation.

To understand the full potential of this new mode of imaging, a numerical modelling
method has been used in order to investigate the behaviour of an EIT system. Using this
mode of analysis, it is possible to simulate many experiments that otherwise physically
would be very time consuming and expensive. Such investigation will include the effect
and quantification of various physical conditions which have effects on the obtained

boundary voltages of an EIT system.

An aim of EIT is the ability to reconstruct accurate images of internal conductivity
distributions from the measured boundary voltages. Image reconstruction in EIT using
the sensitivity algorithm is generally based on the assumption that the initial
conductivity distribution of the body being imaged is uniform. The technique of image
reconstruction using the sensitivity algorithm is described and reconstructed images are
presented. Improvements in image quality and accuracy are demonstrated when
accurate a-priori ‘anatomical’ information, in the form of a model of the distribution of
conductivity within the region to be imaged, are used. In practice correct a-priori
information is not available, for example, the conductivity values within the various
anatomical regions will not be known. An iterative algorithm is presented which allows
the conductivity parameters of the a-priori model to be calculated during image

reconstruction.

Multi-frequency EIT is a modified approach of the single frequency method by which
tissue characterisation has been proposed by imaging the internal conductivity of region
over a range of frequencies. However, due to instrumentation drawbacks, only the real

parts of the boundary voltages are presently measured. These real only voltages have so



far (in practice) been used to reconstruct images of the changes in internal conductivity
of a region with frequency. The penalty for ignoring the imaginary parts of the data are
presented and results obtained show that to accurately image the internal conductivity
of a region, not only complex data are needed, but also some a-priori information about

the region may be necessary.
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Permittive

Permeable

Reciprocal conductivity

Glossary

A relative electrical permittivity which is greater than 1.

A relative magnetic permeability which is greater than 1.

. o 1 .
A conductivity that is given by o,,, =——, where Gpew 18
O-old

the new conductivity and G, is the original conductivity.
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Chapter 1

1. Introduction

1.1 Medical Imaging techniques

Electrical impedance tomography (EIT) is an imaging technique which enables the
internal conductivity distribution within a region to be calculated on the basis of
electrical measurements taken on the region’s periphery. This imaging method has the
great advantage of being non-invasive, inexpensive and free of the radiation hazards

encountered with X-rays. It therefore has received attention in the field of medical

imaging.

Several medical imaging techniques have been introduced and implemented over the
last century. In medical imaging the aim is to obtain images that provide information
about the internal anatomical or physiological condition of the region under
investigation. Non-invasive methods are preferred over invasive imaging methods,
which allow long-term monitoring of the patient as they present less risk. Of the many

methods currently used in medicine, a few are discussed here.

1.1.1 X-ray

This is the most common imaging technique in medicine. Photographic films are placed
behind the body which will darken with intensity dependent on the amount of X-rays
getting through from the source on the other side of the body. X-rays travel in a straight
line; X-rays are said to be hard field since they will travel in a straight line independent
of the medium they propagate through. The principle interactions causing attenuation of
the X-rays are absorption and scattering. The primary photons absorbed by the
photographic film form the final image. Most of the scattered photons are removed by
the use of anti-scattering devices, which are placed between the patient and the
photographic films. This anti-scatter device can simply be a grid formed from a series
of parallel lead strips, which will transmit most of the primary radiation, but reject

majority of the scatter.



X-rays travelling through the bones produce less darkening on the film because they are
attenuated more by the bones, which have a higher attenuation factor than soft tissue.
X-rays travelling through soft tissues are attenuated less and produce more darkening of
the film. This contrast therefore makes this imaging technique very suitable for imaging

and detecting broken bones.

The radiation energy range used in practice is typically 17 - 150 keV, with higher
energies used to image thicker body sections. Also the amount of radiation used is a
trade-off between suitable radiation dose and achievable image contrast. X-rays images
have the advantage of having a good spatial resolution. However X-rays are hazardous

and cause damage to tissues.

1.1.2 Computerised Tomography CT

A problem with conventional X-ray imaging is the loss of depth information: a three-
dimensional section of the body is collapsed into a two-dimensional image. With CT a
two-dimensional planar slice of the body is defined and X-rays are passed through in all
directions within that plane and detected on the other side. The transmitted X-rays
encounter no part of the body outside the defined plane, and therefore no depth (out of
plane) information is seen. CT images are as though a thin slice of the body has been

removed and a conventional X-ray has been used to image the slice.

Using a rotating fan beam X-ray source with a continuous ring of detectors, X-rays are
projected through the defined plane of the body at many angles and are detected by an
array of receivers (about 1000 detectors in total), Figure 1.1. A two dimensional image

of a plane can be reconstructed from the detection of these attenuated beams of X-rays.



dimensional
body under

investigation

360 degree stationary detector ring

Figure 1.1 Schematic representation of a CT scanner.

Since its introduction in 1970s, several new improved generations have been
developed. Scanning time has over the years improved from 4 - 5 minutes to 4 - 5
seconds. The reduced scanning time greatly reduced motion blur, since for example, the
patient can hold his/her breath for a few seconds. More recently a new generation
system is capable of acquiring data in no longer than a few milliseconds which makes

this new mode of CT system very useful for cardiac imaging.

The reconstructed image has good spatial resolution but once again X-rays are

damaging to biological tissues and also the imaging instrument is large and expensive.

1.1.3 Gamma Camera

Medical imaging using a Gamma camera is based upon the detection of decaying
radionuclides. Radiopharmaceuticals such as radioactive iodine are injected into the
body as tracers and will concentrated in the target organ (thyroid gland). As the
radiopharmaceutical undergoes radioactive decay, it emits gamma-rays which are
detected by scintillation crystals. These yield two-dimensional images of the
concentration of the radiopharmaceuticals. Dosage is kept to a minimum amount to

minimise damage to tissue and cells.

Gamma cameras are most routinely used for two-dimensional planar imaging, but they
can also be used for tomographic reconstruction by rotating the gamma camera around

the body over the region of interest. More recently positron emission tomography (PET)



has been developed, which makes use of isotopes where two gamma-rays (of 511 keV

each) are emitted simultaneously when the radionuclide annihilates in the tissue.

By the right choice of radiopharmaceuticals, physiological images such as blood flow,
blood volume as well as various metabolical processes are possible. Also other typical
uses include the diagnosis and localisation of brain tumours, localisation of dead tissue
as a result of strokes due to blood clots within the arteries and the monitoring of blood

flow changes associated with local brain functions.

1.1.4 Ultrasound

A transducer is used to send ultrasonic waves of 1-15 MHz into the body. The
transmitted waves are reflected by structures within the body and detected at the surface
(usually using the same transducer) and the delay in the echoes of the ultrasound waves

are used to reconstruct images of internal organ distribution.

The transducer which converts electrical signals to ultrasonic waves and the reflected
waves to electrical signals is made of one or more piezo-electric crystals. In the area of
transducer contact with the body a medium matching gel is used to ensure good

transmission of waves.

Doppler frequency shift can also be used to investigate blood flow within arteries and
veins. Moving red blood cells cause a Doppler shift in the reflected wave frequency and
the degree and direction of this shift is proportional to the velocity of the red blood

cells.

There are widespread clinical uses of diagnostic ultrasound and these mostly include
abdominal imaging and in particular monitoring the unborn foetus. Ultrasound is
considered to be of very low risk provided the applied intensity and frequencies are

sufficiently low.
1.1.5 Magnetic resonance imaging (MRI)

MRI is concerned with the imaging the distribution of the hydrogen atom in the water
within tissues. The patient is placed in a strong magnetic field (1.5 - 3 Tesla) and the

response of a transmitted radio wave by the hydrogen atoms are measured and imaged.
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A hydrogen atom in a medium placed within a strong magnetic field realigns its axis of
rotation with the axis of the magnetic field it is under. The effect is to produce a
resultant nuclear magnetisation along the direction of the applied field. This small
nuclear magnetic field can be interrupted by applying a pulsed magnetic field
perpendicular to the original field. This changes the direction of the nuclear magnetism
through an angle dependent on the length of the applied pulse. Following the applied
pulse, the interrupted nuclear magnetism slowly again realigns itself with the
surrounding magnetic field. During this realignment period, energy is radiated from the
nuclei in the form of radio waves of very high frequency. It is these signals that are

detected from each small volumes of the body and used to form images.

The perpendicular magnetisation pulse is actually produced by applying radiofrequency
(RF) to a coil. In fact the applied RF pulse is chosen so that it is equal to the frequency
of the nuclei that are to be stimulated, so that resonant absorption of the RF pulse
occurs. During the period following excitation the magnetic resonance signal decays
with a time constant characteristic of the precise from of medium containing the nuclei.
During this period the relaxation is characterised by two time constants T; and T,. T is
the time constant representing restoration of the bulk magnetisation of a given pixel to
its equilibrium state aligned with the axis of the applied field. This is also referred to as
longitudinal relaxation time or the spin-lattice decay constant. T, is usually faster than
T, and is due to a loss in phase coherence between neighbouring nuclei, caused by local

variation in the magnetic field.

Spatially resolved anatomical data sets are acquired by applying magnetic field
gradients across the body being imaged, resulting in measurable gradients in the
resonant frequency of the nuclide. Two-dimensional Fourier transformation yields a

slice image of the plane of interest.

Instrumentation is very large and very expensive. There is no reported harm to tissue
and the produced image has excellent spatial resolution. MRI can be used for the non-

invasive diagnosis and treatment planning of a wide range of diseases, including cancer.



1.1.6 Summary of other medical imaging techniques

The medical imaging techniques described above have all been successfully
implemented in clinical use. While three of the techniques mentioned here are
hazardous and most require expensive instrumentation there is a strong need in
medicine for a fast, reliable, non-hazardous and inexpensive imaging technique that can
provide information about the internal structure and physiological state of tissue being
imaged. It has been because of this need that electrical impedance tomography has been

developed as a possibility for fulfilling such requirements.

1.2 Electrical impedance tomography

The technique of electrical impedance tomography (EIT) has been developing for some
years (Brown and Barber 1987). Electrodes are positioned with usually equal spacing
around the body to be imaged thus defining a plane through a region within that body.
A known constant current is injected into the region under investigation through a
(drive) electrode pair. The resulting boundary voltages are measured as the differential
voltages between two non-current carrying (receive) electrodes. Current flow through a
region is a function of the conductivity distribution within that region. As well as the in-
plane conductivity distribution, the off-plane conductivity distribution can effect the
path of the conduction current. The driven current is therefore not confined to two-
dimension (2D). However most images are reconstructed as if the data were from a 2D
object as computational and instrumentation complexities involved with three-

dimensional (3D) imaging is much greater than 2D.

Commonly 16 electrodes are placed around a region but the maximum number of
possible electrodes depends on a number of factors which include the geometry of the
body, electrode size, electrode pair configuration as well as the acceptable level of
measurement signal to noise ratio. In the arrangement used by most workers, current is
driven into the region through two adjacent (drive) electrodes. For each of the 16 drive-
electrode pairs, 13 voltage differences between the remaining adjacent non-current
carrying (receive) electrodes are recorded. EIT images using this technique have usually

been made at a single frequency typically 50 kHz (Webster 1989).



More recently, the technique of electrical impedance tomographic spectroscopy (EITS)
has been developed (Brown et al 1994a) in the view that tissue can be characterised in
terms of how tissue conductivity varies with the applied frequency. This technique also
uses an array of electrodes placed around the circumference of the body to produce an
image of the frequency dependent changes in tissue resistivity within a region. These
are produced from measurements made over a range of frequencies, typically 9.6 kHz to

1.2 MHz.

In a clinical environment, there are essentially two methods of imaging using EIT

(Boone et al 1997):

1. Anatomical imaging. This is normally concerned with producing images of the

distribution of different type of tissues within a body.

2. Physiological imaging. This imaging technique relies on the physiological state of the

tissue within the region being imaged.

Of these two methods, the first can be used as an addition to other imaging techniques
already available, such as X-rays, CT and MRI. This could provide information such as
the internal conductivity distributions, which are not available from other imaging
techniques. The second method may have applications which are not readily amenable
to other imaging techniques, for example, imaging the physiological state of tissue with
respect to the range of used excitation frequency. In some physiological conditions of
tissue, some information seen at higher frequencies may reflect changes that are not
seen at lower frequencies. EIT gives access to unique information which is related to

the physiology of biological tissue.

1.2.1 The Forward problem

Given a region to be imaged when a known current is injected through electrodes on the
surface a potential distribution throughout the system is generated. This potential
distribution is dependent on the complex conductivity variation within the region. This
potential distribution can be calculated mathematically for a given complex

conductivity distribution and a relatively simple geometry and from these potential



distributions one can readily calculate the potential at all points over the surface of the

region.

These calculations are generally known as the Forward problem. But these calculations
are difficult as either the internal distributions are unknown or the geometry of the

region of interest is not simple.

1.3 Application of EIT in medicine

EIT offers some advantages over other medical imaging techniques. As well as
providing non-invasive measurements and non-hazardous imaging methods it allows
the possibility of long-term monitoring, portability, rapid data acquisition plus cheap
and robust instrumentation. There are several areas of clinical medicine where EIT has
been suggested for implementation. These have been reviewed and discussed (Brown

1990 and Holder 1993).
1.3.1 Pulmonary ventilation

It has been shown that there is a high correlation between thoracic impedance change
and volume of air breathed (Geddes and Baker 1989). EIT should therefore be an
appropriate imaging technique for pulmonary ventilation since there is a large
conductivity contrast between inflated and deflated lung tissue together with the fact
that a large portion of the thorax is occupied by lung tissue. It has been demonstrated
that there exist a strong correlation between inspired air and resistance change in some
parts of an EIT reconstructed image for individual subjects (Harris et al 1987, Holder
and Temple 1993). Also, Newell et al (1988) showed resistivity changes in the lung
region during an induced oedema (accumulation of fluid within the extra-cellular region
of tissue). It is therefore reasonable to expect that some lung disorders, such as
pneumothorax (air in the pleural cavity) and pleural effusion, which compromise
ventilation, may be detected and localised using EIT. This would be beneficial as it

would provide an alternative to X-ray investigations.

However, although EIT shows a good measure of lung ventilation in a single individual,

it does show large inter-subject variability. It is therefore concluded that EIT is only



practical at present for imaging the differences in ventilation over time on an individual

basis (Boone et al 1997).
1.3.2 Swallowing disorders

There are a number of neurological disorders, such as stroke and Parkinson’s disease
which may cause swallowing difficulties. The severity of disease may be monitored by
the determination of the time taken for a bolus fluid to enter the oesophagus. Hughes et
al (1994) compared the images of the neck obtained by EIT and X-ray videofluroscopy
during swallowing, and found that all images showed a decrease in impedance
regardless of the swallowed fluid conductivity. They also found that at points where the
anterior and posterior walls of the pharynx were in closest contact produced the highest
changes in the EIT images. The authors did however propose that this feature of the EIT
images was due to the expulsion of air from the pharynx rather than being directly

related to the bolus of fluid.
1.3.3 Stomach emptying

The rate of stomach emptying can be used to detect gastroesophagal reflux and pyloric
stenosis. It can also be used for studying the influence of the component parts of various
types of food on gastric emptying, such as the fat proportion (Murphy et al 1987). The
present method of measuring stomach emptying are invasive, and therefore are not ideal
for routine clinical use. They include: the Marker dilution technique and Scintigraphy
(Gamma Camera). EIT can be used to image the profile of gastric emptying due to the
change in resistivity which occurs as the food passes through the various stages of the
stomach and the upper abdomen. Mangall et al (1987) showed that these changes can be
imaged. They found that the profiles of stomach emptying were very similar to those

found using the gamma camera and marker dilution technique.

As well as gastric emptying, it has been proposed that EIT can be used to measure
gastro-intenstinal motility (Smallwood et al 1993), gastric transport (Smallwood et al
1994, Kotre 1995) and oesophageal activity (Erol et al 1995). These studies have shown
activity which correlates with other physiological measurements, but it is not clear that

the technique is sufficiently accurate for clinical use.



1.3.4 Perfusion changes

During the cardiac cycle there exists a change in thorax resistivity which is due to the
redistribution of blood between the heart, great vessels and lungs. However these
changes in resistivity are small compared to those due to ventilation and thus cardiac

gating is used to separate the cardiac and ventilation information in the EIT recording.

McArdle et al (1993) showed that EIT could only resolve one atrial and one ventricular
component in the region of the heart, and these may even overlap. If this was the case,
the calculated conductivity would be underestimated, since an increase in one region
may cancel a decrease in another. Also the heart movements during the respiratory

cycle would cause a further blur in the reconstructed image.

1.3.5 Monitoring hyperthermia

Tumorous growth in normal tissue can be treated by artificially increasing its
temperature by the use of microwave radiation or lasers. It is essential to monitor tissue
temperature so that normal tissue is not extensively heated and malignant tissue is
heated to the desired temperature of about 43°C. The present techniques are invasive;
thermocouples are implanted within the patient to obtain temperature profile within the

body.

Conway et al (1992) imaged the temperature variation in a saline phantom and in
abdomens of human volunteers whose stomachs were rapidly filled and emptied with
warm solutions. They showed a good correlation between temperature and EIT image
changes. There are however issues that must be taken into account before this becomes
clinically acceptable. Tissue conductivity during hyperthermia maybe affected by
factors other than temperature. Moller et al (1993) have reported that the resistance of
tissue continued to change even after the temperature has been stabilised, and did not
return to pre-therapy values after treatment. Also temperatures may need to be
monitored for periods as long as an hour. During this time tissue temperature may
increase by about 6°C. Baseline drift in the EIT image must therefore be as low as 3%
to detect these changes of temperature over long periods (Boone et al 1997). This

degree of stability is very difficult to achieve at present.

10



1.3.6 Breast cancer screening

The detection of soft tissue lesions such as cysts and tumours is of particular
importance in tissue analysis, for the detection of malignancies in the breast. While X-
ray mammography is a useful technique for the detection of these conditions, it is

hazardous.

Jossinet and Risacher (1996) have showed that there is a significant difference in
impedance between normal and diseased tissue. The procedure however needs static
imaging (calculation of absolute values of conductivity, rather than a change from a
given reference starting value), which may be possible by the use of multi-frequency

EIT.

1.4 Electrical properties of biological tissue

The electrical conductivity of biological tissue has been under investigation for over a
century. Along with the progress in the measurement technology, the usable frequency

range for impedance measurements has been continuously extended.

Figure 1.2. At high frequency the current travels uniformly through the tissue (thin lines) and at
low frequency, the current passes round the cell structures through extra-cellular fluid (bold lines).
Kanai et al (1987) suggested that by using different frequencies the distribution of
extracellular to intracellular fluids can be measured. Rigaud et al (1994) have also
shown that using this method it is possible to distinguish between various kinds of

tissue and to assess the physiological state of a tissue.

11



Figure 1.2 shows the basic structure of tissue, which consists of cells surrounded by
extra-cellular fluid. Intra-cellular fluid is contained within the cells by cell membranes.
At low frequency, due to the high resistance of cell membranes, current passes round
the cells through the extra-cellular fluid. At high frequency, the capacitance of the cell
membrane short circuits and current travels through the tissue structure. The overall
impedance of tissue is therefore lower at higher frequencies than it is at lower

frequencies.

1.5 Electrical model of physiological tissue impedance

Tissue impedance is complex (it has both magnitude and phase) and the impedance
measured over a range of frequencies has a frequency dependent phase and magnitude
component. This (complex) impedance of biological tissue can be expressed as a simple

electrical model (Kanai et al 1987) as shown in Figure 1.3

|

Figure 1.3 A simple form of electrical equivalent circuit for tissue, where R is the extra-cellular
fluid resistance, S is the intra-cellular fluid resistance and C is the cell capacitance.
In this model Figure 1.3, R represents the resistance of the extracellular fluid, S the

resistance of the intracellular fluid and C the capacitance of the cell membranes.
The model in Figure 1.3 can be represented mathematically as (Schwan 1957):

R,— R,
f (I-a)
1+(j——
( (Jﬁ) )

Z¥=R_+ (1.1)

12



where Z* is the complex impedance, R is the very high frequency impedance, Ry is the
low frequencies impedance, f is the measurement frequency, f, is the relaxation
frequency for the tissue and o is a constant that is used to match the measured data to
the model shown in Figure 1.3. For the diagram shown in Figure 1.3, R_ = RS/(R+S),
Ro =R, f,=1/2r(R+S)C and for a pure capacitance C, o. = 0.

As discussed biological tissue impedance is a complex impedance, and so both the
magnitude and phase components of data are required for the determination of the total
conductivity of tissue. However Brown et al (1994b) have found that due to cable
capacitance and body capacitance to ground, the measurement of the quadrature
component of the data is unreliable and so at present only the real part is measured over
the range of applied frequencies. Some groups have however claimed to be able to

measure both the real and imaginary parts of boundary data (Chauveau et al 1996).

1.6 Forward Numerical modelling

It is often necessary to calculate the forward problem for the region under investigation
in order to enable image reconstruction from measured data. Of the possible methods
available, techniques such as finite element methods have been over the years

developed to solve the forward model numerically.

The majority of the reported numerical modelling studies have been restricted to two-
dimensions, such as a 2D circular model by Kytomaa and Weselake (1994) and the
symmetrical 2D homogenous and isotropic model by Basarab-Horwath et al (1995).
Some work has been carried out using three dimensional models by Shahidi et al (1995)
who modelled a three dimensional cylindrical tank and also a three dimensional thorax
model built from 43 CT scans at 1 cm intervals. Kim (1994) also used a three

dimensional model of the thorax consisting of 658 elements and 29 layers.

Many researchers have used various methods in solving the forward problem. The most
common method, to date, has been by applying the finite element method to solve
Laplace’s equation in the region of interest (Kytomaa and Weselake 1994, Meaney and
Moskowitz 1993, Kim 1994, Basarab-Horwath et al 1995, Paulson et al 1992, Lin et al
1994). Other methods of numerical modelling includes the work of Griffiths (1995)

13



who has used a finite difference model to investigate the non-invasive characterisation

of tissue.

The forward model can be given as
V-(cVV)=0 (1.2)

where ¢ and V are the conductivity and the electric potential distribution respectively

where conductivity ¢ is known and
oVV-n+J =0 (1.3)

where n is a vector normal to the electric potential and J, is the normal current density

for a given point on the boundary.

For a unique solution of equation (1.2) to exist, sufficient boundary conditions must be
specified. These may be Dirichlet conditions in the form of potentials on the boundary
or Neumann conditions in the form of current densities crossing the boundary or a
mixture of both. The potential must be specified at a minimum of one point for a

unique solution of equation (1.2) to exist.

In the methods utilised for solving the forward problem by most researchers it has been
widely assumed that the injected current is at zero frequency (dc). Lin et al (1994) have

however specified the current density in their work to be:

J =—(o - jwe e )VV (1.4)

or

where o is the angular frequency ( w= 27f, where f is the frequency), €, is the relative
permittivity of material within the region of interest and €, is the permittivity of free

space.

In equation (1.4) it is therefore possible to specify the current density as a function of

frequency and permittivity as well as conductivity.

Other workers (Shahidi et al 1995) have used and solved a derivative of equation (1.2):

Vo (§). V(&) +o(6VeE) =0 (1.5)
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where (&) is the conductivity, ®(§) is the electric potential distribution and & is the
spatial co-ordinates within the volume of interest 2. In equation (1.5), conductivity and

potential distribution are defined as a function of spatial co-ordinates.
The boundary condition in this case was (from equation (1.3)):

+ J on the source electrode

ol¢ )é%@ = —J on the sink electrode (1.6)

! 0 elsewhere on the surface
where J(I;(f) is the normal component of the potential gradient and J is the current
density.

Using this method and equations (1.5) and (1.6) the scalar potential was computed

throughout the model by the authors.

The present trend is advancing towards multi-frequency EIT with frequencies ranging
from 9.6 kHz to 1.2 MHz (Brown et al, 1994b). Zero frequency simulation does not
take into account the effect of frequency (by definition) and will not accurately predict

the behaviour of a multi-frequency system.

Three-dimensional analysis is becoming popular and straight forward in the field of
numerical modelling, and it therefore presents no restrictions in building a model which
includes the third dimension. The differential equations will still apply to a three

dimensional model.

Future improvements in numerical modelling in EIT requires an extension from dc
analysis to multi-frequency ac analysis. When a multi-frequency EIT system is used,
varying tissue conductivity with frequency will have an effect on the measured data. To
gain maximum advantage from such a system the varying tissue conductivity must be

considered in any forward modelling.
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1.7 Problems encountered in EIT

Calculation of the absolute distribution of tissue conductivity is hindered by the fact
that it is difficult to calculate with sufficient accuracy the distribution of surface
voltages developed when a current is passed through the object (the forward problem)
as well as the measurement noise embedded in the obtained data in practice. Since these
distributions are needed for image reconstruction it has not been possible to produce
stable and reliable solutions to the impedance distribution from in-vivo data. The group
at University of Sheffield was the first to show that images of relative changes can be
produced which do not require explicit solution of the forward problem. These images
were produced assuming a linearised problem, i.e. any changes from a uniform
reference conductivity was assumed to be small enough to be neglected. However since
these images are images of normalised changes they are often difficult to interpret. The
only well established quantitative use of these images has been in the measurement of
temporal changes in impedance, such as those observed in gastric emptying (Erol et al
1995). In addition EIT is strictly a three-dimensional imaging technique, and qualitative
accuracy could only be expected from images constructed from three-dimensional data.
As most images to date have been two-dimensional there has been little incentive to try
and improve the quantitative accuracy of EIT although there is little doubt that
quantitative measurements of tissue electrical properties could provide useful clinical

information.

Image reconstruction in EIT is a non-linear reconstruction problem because the forward
problem in EIT is itself non-linear (Brown and Barber 1984). Over the last 15 years,
multi-electrode systems have been developed to collect sets of impedance data enabling
the reconstruction of images of the distribution of electrical resistivity within objects.
More recently, systems have been developed to collect impedance data over a range of
frequencies, and also systems which collect data to enable three dimensional image
reconstruction. Techniques also have been developed for the modelling of biological

tissue impedance as a function of frequency of the applied current (Brown et al, 1994b).

Tissue impedance is a complex parameter and measured data is complex (Rigaud et al,
1994). However, one key practical consideration with in-vivo data collection is that it is

difficult to accurately measure the imaginary part of the signal because of the effects of
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stray capacitance (Brown et at, 1994b). In practice therefore only the real part is easily

available. This may lead to some loss of quantitative accuracy in the images.

Another problem encountered with EIT is that impedance image reconstruction is ill-
posed (Kytomaa and Weselake 1994) and therefore efforts are needed to ensure that the
algorithm produces a useful solution. This problem arises largely from the fact that
current does not flow in a straight path between electrodes placed on the surface of an
object. In EIT the electrical flow path is a function of the unknown internal conductivity
distribution of the object under investigation, and the reconstruction problem is itself
non-linear. Also because the current flow cannot be confined to a plane, the images

therefore reflect changes in conductivity occurring in a broad region of the body.

1.8 Aims and objectives

Numerical modelling has already been shown to be useful in EIT (Basarab-Horwath et
al 1995, Basarab-Horwath and Dehghani 1998, Kytomaa and Weselake 1994, Meaney
and Moskowitz 1993, Kim 1994, Paulson et al 1992, Lin et al 1994, Shahidi et al 1995,
Griffiths 1995). The data generated using numerical methods is used to assess the
accuracy of image reconstruction. The first aim of this study was to identify and
successfully implement a commercially available finite element modelling software
package. Once a suitable software package had been chosen, a number of problems

encountered in electrical impedance tomography were investigated.

Physical phantoms of the human thorax are not available. That is to say that we can not
presently image a human thorax and then observe what is contained within that thorax
(we can not simply cut it up) to compare with the reconstructed image. Thus the
accuracy of an EIT image of the human thorax is at present purely judgmental. A two-
dimensional (2D) finite element model of the thorax is needed, to allow the simulation
of an idealised human thorax. This can be used to assess the accuracy of presently

available EIT systems, and particularly the image reconstruction method used.

At present the group at the University of Sheffield are able to collect data from objects
using a range of applied frequencies (Brown et al 1994a) and they have shown that in
principle reasonably accurate images of derived tissue electrical parameters can be
produced. This group has also completed the construction of a data collection system
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which can collect three-dimensional data (Metherall et al 1996). These developments
offer the possibility of producing, for the first time, quantitatively accurate images.
However accuracy will also be determined by other factors such as the reconstruction
algorithm used and noise on the measured data and the effects of these need to be
explored. Models of tissue impedance as a function of frequency of applied current are
well established (Brown et al 1994b). Part of this thesis is concerned with the
development of modelling techniques which can incorporate these models to generate

complex data from a variety of idealised and realistic simulations.

Image reconstruction in multi-frequency EIT is investigated in this work when real only
data is used and these are compared to images when complex (real and imaginary) data

are used. The importance of ignoring the imaginary part of the data is explored.

The initial part of this project involved the construction of some simple numerical
models, essentially one geometrically simple object of various sizes and impedance
contrast in a ‘uniform’ background. In the first instance a two dimensional model was
constructed to investigate EIT system performance. The visibility of the system was
studied as a function of its conductivity, permittivity and permeability over a range of
excitation frequencies. Also, the visibility of an anomaly within a three dimensional
model was investigated to demonstrate the modelling capability in three dimensions.

However most of this thesis, except section 3.5.2.1, will only concentrate on 2D.

At the second stage of the study, image reconstruction in single frequency EIT was
investigated using the sensitivity algorithm. The accuracy of this method is studied, and
improvements in image quality using a-priori information and implementation of an
iterative method are also investigated. A finite element model of an idealised human
thorax was therefore developed to allow simulation of realistic data. This model is used

to solve the forward problem and generate boundary data.

Finally, the effect of frequency in multi-frequency EIT is studied. The importance of
complex conductivity as well as complex data is highlighted and improvements are
suggested. The already developed model will then represent tissue impedance as a

function of the frequency of the applied current and will generate complex data from a
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variety of idealised and realistic simulations. This will enable the assessment of the

accuracy of present image reconstruction algorithms in multi-frequency EIT.

1.9 Chapter description

Chapter 1 introduces the concept of medical imaging. Electrical impedance tomography
is described and some applications to medicine are introduced. Previous work in

numerical modelling is discussed and the problems encountered in EIT are also given.

Chapter 2 introduces and discusses the forward and inverse problem. Numerical

methods are discussed in more detail together with the approach taken in this thesis.

Chapter 3 details the forward modelling together with initial findings for measures of

performance in an ideal EIT system.

Chapter 4 introduces the concept of image reconstruction in single frequency EIT.
Methods of image reconstruction are discussed together with problems encountered.
Quality of reconstructed images are presented and a new iterative reconstruction

algorithm is presented.

Chapter 5 discusses multi-frequency image reconstruction. Limitations in the present
methods are shown and the effects of ignoring complexity of the data are presented.

Full complex reconstructed images are presented.

In the last chapter, the overall results are discussed and a conclusion to the study is

given together with suggestions for future work.
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Chapter 2
2. The solution of the Forward problem

2.1 Introduction

In electrical impedance tomography, we are concerned with the calculation of the
internal conductivity distribution from given boundary voltage measurements. Now
consider the case where the calculation of the boundary voltages from a given internal

conductivity distribution is required. That is
d =Gc (2.1)

where d is a vector of the boundary voltages, c is a vector of the internal conductivity

distribution and G is a transform function. This relationship is known as the Forward

problem, Figure 2.1.

Unknown Forward Known

boundary ‘— Transformation 4—conductivity

voltages distribution
d G c

Figure 2.1. The Forward problem in EIT. This corresponds to the calculation of boundary voltages

from a given known internal conductivity distribution.

The Forward problem involves the determination of the electric potential distribution
throughout a region, given the conductivity distribution of the system. There are a
number of methods available for the calculation of the Forward problem. These are

discussed in the following sections of this chapter.

The Inverse problem is the determination of the internal conductivity distribution of a

system given the boundary voltage measurements; this is shown in Figure 2.2. Here
c=G'd (2.2)

where G is the Inverse transform function.
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Known Inverse Unknown

boundary —> Transformation '_bconductivity
voltages distribution

d G c

Figure 2.2. The inverse problem in EIT. This corresponds to the calculation of the internal

conductivity distribution from a given known set of boundary voltages.

2.2 The Forward problem

In order to obtain the electric potential throughout a given region of known conductivity
distribution and hence obtain the boundary voltages on the periphery, the Forward
problem for the given conductivity distribution and shape must be solved. The Forward
problem can be represented as a set of partial differential equations that can be solved to

obtain the solutions for a given system.

There are two techniques available which can be utilised for the solution to the partial
differential equations, numerical and analytical. In the analytical method, the solution
takes the form of an algebraic function into which the values of parameters defining the
particular system can be substituted. Generally speaking, analytical solutions are most
likely to be successful in the case of fields which are, or can be treated, as two-
dimensional (Binn et al, 1992). Otherwise, numerical solutions which take a set of

values of the function describing the system, becomes appropriate.

For the purpose of this work, the numerical approach has been used for the calculation
and the solution of the Forward problem. Numerical methods are a process whereby a
model of a system or physical situation is described as a set of equations which are then
solved numerically, usually with the use of a computer. A numerical method has many
advantages: it allows the performance of experiments numerically, in situations where
they are not otherwise physically possible or would not be cost effective. The advantage
of numerical methods over analytical is simply that numerical solutions are possible
where analytical solutions are not. As an example, no analytical solution has been
published to date for the electric potential distribution within an EIT system containing
multiple anomalies (Basarab-Horwath and Dehghani 1998). Analytical solutions do
however exist for the electric potential distribution on the boundary of a uniform

circular plane (Bland 1961, Seagar 1983) and throughout a uniform circular plane
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(Pidcock et al 1995a, 1995b). Seagar (1983) has also produced the analytical solution
for a single anomaly within a uniform region. He has also presented a solution for

simple multi-anomaly system, but this takes the form of a combined numerical and

analytical solution.

The Forward problem concerned in EIT is essentially an electromagnetic problem. That
is to say, given a system of conductivity, permittivity and permeability distribution and
the pattern of a given current injection at a point on the boundary, the solution is the
resultant electric and magnetic field throughout the system, and from this the resulting
current and voltage distribution. The problem is therefore best given as an
electromagnetic problem, and using numerical methods, it hence becomes a

computational problem.

2.3 The computational Forward problem

For the computational Forward problem, the electromagnetic field for a given system is
solved by the use of numerical methods. Numerical analysis is a particular approach for
solving mathematical problems. In numerical analysis, the differential equations are
converted to a set of algebraic equations by using certain mathematical techniques. The
solution of the system of algebraic equations is a set of the values of physical variables

on the nodes of the grid used to discretise the problem.

The development of the numerical computation of electromagnetic fields is assisted by
modern computer technology. The most commonly used numerical methods are the
finite element method (FEM), the finite difference method (FDM) and the boundary
element method (BEM). Of these three methods, each has its advantages and

disadvantages.

FDM has been widely used in fluid dynamics and semi-conductor modelling as well as
a limited cases of EIT simulations (Griffiths 1995). It has however been replaced by
FEM in many other branches of engineering modelling (Silvester and Ferrari 1990).

The main drawbacks of FDM are (Hua and Woo 1990):

1. There are considerable difficulties in modelling problems of complex boundaries

since the discretization scheme has a fixed topology.
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2. FDM gives point wise approximation to the governing equation (1.2), whereas FEM

gives a piecewise approximation to the solution.
Both of these problems are overcome by the FEM.

In BEM only the boundary surfaces must be discretised. Because the computational
mesh is simpler in BEM, it requires less computation. In general FEM is preferred for
problems where the region of interest is highly heterogeneous, whereas BEM method is

preferred for highly homogenous regions.

The FEM has in recent years become by far the most popular technique in
computational electromagnetic analysis. Many general purpose computer packages have
been developed which provide the basis for computer aided design (CAD) systems. The
technique is not suitable for hand calculations and the algorithm is somewhat

complicated.

In FEM the solution domain can be discretised into a number of uniform or non-
uniform finite elements that are connected via nodes. The change of the dependent
variables with regard to location is approximated within each element by an
interpolation function. The interpolation function can be of 1st or 2nd order
polynomials (implying the existence Ist or 2nd order elements), however, a higher
order polynomial provides a greater accuracy. The interpolation function is defined
relative to the values of the variables at the nodes associated with each element. The
original boundary value problem is then replaced with an equivalent integral
formulation. The interpolation functions are then substituted into the original equation,
integrated, and combined with the results from all other elements in the solution
domain. The result of this procedure can be reformulated into a matrix equation of the

form
aV =b (2.3)
which is a re-written form of Laplace’s equation with

a=V.oV 2.4)
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FEM is a powerful method of calculating the Forward solution by determining the field

distribution based on the tissue properties. The element sizes and shapes can be
1. Designed to accurately model the contours of the body being studied.

2. Made relatively small in areas where the field varies rapidly and relatively large in

areas where the field is relatively uniform.

In this manner the problem can be discretised with a minimum number of nodes which
directly influences the size of the matrix that will have to be inverted and hence reduce

computation time.

FEM also provides a fast, quick and reliable method for examining the various effects
of EIT system construction and image reconstruction methods. Researchers have used
this technique to validate their method, and to find solutions to problems which
otherwise would have been difficult. Shahidi et al (1995) have for example used this
method to examine the effect of electrode configurations, the sensitivity to off-plane
objects and to noise in measured data. They have also used this method to validate the
modelling procedures by comparison of numerical results with experimental data

acquired from a similar physical model.

Kytomaa and Weselake (1994) have used an iterative finite element approach to look at
accuracy and speed of image reconstruction using a combined choice of current
proj'ection and mesh geometry. Others have also used this method to look at various

reconstruction algorithms (Shahidi et al 1995, Lin et al 1994, Ruan et al 1994).

More recently Kolehmainen et al (1997) used FEM to study the effect of boundary
shape of an object, electrode size and localisation and electrode contact impedance in
resulting reconstructed images. This study was however confined to 2D, and the

problem was treated as a dc problem.

The modelling of current flow through a region being imaged is an essential component
in EIT since frequent solution of the Forward problem is often required. In an iterative
image reconstruction method for example, boundary voltages are calculated for an
‘approximated’ conductivity distribution and these calculated boundary voltages are

compared to the actual measured voltages. The final image is a conductivity distribution
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for which the difference between the measured boundary voltages and the calculated
boundary voltages is at a minimum. Accurate Forward modelling is therefore a major
component in such an iterative image reconstruction method. In general due to ill-
conditioning of the problem, errors in the voltages measured on the electrodes are

translated into large errors in the calculated conductivity distribution.

As shown majority of previous studies concerning the modelling of EIT have restricted
themselves to dc analysis. It is assumed for this work that dc analysis of an EIT system
will not be accurate since biological tissues have properties which will respond
differently to different excitation frequencies. To further investigate this assumption full

multi-frequency modelling and analysis will be needed.

FEM has been developed and improved over many years, and it is the numerical

method which is utilised for this work.

2.4 Finite element analysis

There are several effects as a result of ac current which need to be considered in any

multi-frequency analysis. Such effects are best described by Maxwell’s equations:

D

VxH=J+— .
X J+ Py 2.5)
VXE = —Q (2.6)
ot

V-D=p 2.7)

V-B=0 (2.8)

D=¢E 2.9
1

H=—B (2.10)
U

where H is the Magnetic field intensity vector (Am™), B is the Magnetic flux density

vector (T, Tesla), E is the Electric field intensity vector (vm™), D is the Electric flux
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density vector (Cm™), J is the electric current density vector (Am™), € is the absolute

permittivity, | is the absolute permeability, and p is the electric charge density (Cm™).

In order to investigate the effect of varying frequency and its contribution to the
resulting displacement and eddy currents, both the dielectric constant and permeability

of the tissue must be incorporated into the model as well as tissue conductivity.

Equations (2.5) - (2.10) can be used in conjunction with Coulomb’s gauge to produce a

complete set of coupled equations that define the EIT model accurately (Appendix A).

It can be shown that the full set of coupled equations that represent a full 3D

electromagnetic fields model can be given as (Appendix A):

inVxA—{ViV-A}+(o—+jcog)[&—A+VVj=0 (2.11)
U JZ ot
. oA ]
V.-(o+ jwe) 79f—+VV =0 (2.12)
J

and in regions with zero conductivity
A-n=0 (2.13)

is imposed on the external boundaries to all conductors, where A is the vector potential
and n is a vector normal to A. In addition, for ac problems which approach the dc limit,

the gauge condition becomes weaker as the frequency decreases.

There are instances where in a model of interest both displacement current and
conduction current are significant, whilst eddy currents are not. In this case the equation

to be solved is (Appendix A):

V.(6VV +8V%tl) =0 (2.14)
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2.4.1 Modelling stages in finite elements

There are essentially 5 stages in any given single modelling problem. These stages are

discussed below and a flow chart showing a complete modelling procedure is shown in

Figure 2.3.
Level 1. The Physical Model:

The physical model is defined. This includes physical geometry information, material

identification and property and also charge density throughout the model.

Level 2. The Mathematical Model:

In this stage the partial differential equations to be solved are identified, boundary
conditions and values are assigned (e.g. fixed boundary currents and voltages), and also
the symmetry of the problem may be exploited (if the model is symmetrical, only part

of the model may need to be solved as the solution may also be symmetrical).

Level 3. The Finite Element Model:

The physical model is divided into smaller sections (triangular or brick elements) and

element matrices are formed using, for example, the Galerkin method (Silvester and

Ferrari 1994).
Level 4. The Algebraic Model:

The Element matrices are merged together to obtain a banded symmetric system matrix

with boundary conditions included.

Level 5. The Computer Model:

The system is solved by, for example, Gaussian Elimination (Mitchell and Griffiths

1977).
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Figure 2.3. FEM, A diagrammatic presentation
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In general there are three main sections in any single model. The first is the pre-
processor stage for data and mesh, second is the solution processor stage and third the

post-processor stage where solutions are extracted.

The physical, mathematical, finite element and the algebraic model are all defined in
the pre-processor. The physical geometry, material property and identification,
boundary conditions, symmetry identification, problem specification and element
matrix formation are also defined at this stage. The model is then saved as a file or a
combination of files, and solved using the software’s solver. If any errors are
encountered during this stage, it will be necessary to return to the pre-processor and re-
inspect and redefine the model. Such errors would be errors encountered if the model
has not been constructed accurately as discussed earlier in this section. Once the model
has been successfully solved, numerical results can be viewed in the post-processor. It
is at this stage that the user can define the desired output variables, in a chosen format
i.e. graphical display and / or ASCII output file. Any required data processing can then

be performed on the obtained results.

2.4.2 Finite Element software for Electromagnetic simulation

Various commercially available software packages for solving electromagnetic
problems have been evaluated in order to seek the best software that matched the needs
of finite element analysis in EIT. Some were found to meet only part of the
requirements of EIT, and software that fully satisfies all requirements was found to be
difficult to obtain. In this section, the evaluated software will be briefly discussed, and

the limitations of each will be presented.

2.4.2.1 ELEKTRA by Vector Fields (version 7)!

ELEKTRA can use a combination of vector and scalar potentials to model time varying
electromagnetic fields. Vector potentials have to be used in conducting media, and

scalar potentials can be used in free space and zero conductivity media.

Various analyses were performed in order to determine the limitations of the package.

An important limitation is that the software does not allow the specification of a

! Vector Fields Ltd, 24 Bankside, Kidlington, Oxon, OX5 1JE, UK
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constant current as a boundary condition. This meant that a constant potential had to be
defined instead, and the current flowing through the model had then to be measured to

enable the re-scaling of the potential to provide the required value of constant current.

Another limitation of the software is that an analogy had to be used between the
electrical problem at hand and the magnetic problem that the software is designed to

analyse. This can lead to complications.

The main limitation of the software is that it does not allow for displacement currents
within the model. For the purpose of this study displacement currents are thought to be
of importance in EIT, and hence should not be ignored. Biological tissue have a very
high dielectric constant, and at high frequencies, displacement currents will become
significant. As the software does not solve for the full set of Maxwell’s equations, it

would not allow for the effects of eddy currents.

ELEKTRA from Vector Fields is a reliable FEM software for electromagnetic
problems. It is not however very user friendly and it was found that ELEKTRA was not

a suitable FE analysis package for finite element modelling of EIT.

2.4.2.2 Maxwell 2D Field Simulator by Ansoft (version 3.0.12)>

Maxwell’s field simulator comes with various solvers, including the 2D eddy current

solver, and 2D ac conduction solver.

The ac conduction field simulator solves for the current flow due to a boundary
potential value, but it does not, however, solve for the magnetic and electric field
effects due to the displacement current. The effects of eddy currents in conductors and

time-varying currents is simulated by the Eddy Current 2D Field Simulator.

The Eddy current 2D field simulator assumes a current flowing into the plane of the
geometry, which is not the case in EIT, where the current is flowing through the plane.

Therefore the 2D simulator was found not to be suitable for EIT.

2 Ansoft Europe, Regal House, 9th Floor, 70 London Road, Twickenham, Middlesex, TW1 3QS, UK
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2.4.2.3 Maxwell 3D Eddy Current Field Simulator by Ansoft (version 3.0.12)°

The eddy current field simulator computes time varying magnetic fields that arise from

either ac currents and/or External time-varying magnetic fields.

The solver, however, ignores all effects of displacement current. Another restriction is
that the solver only looks at effects caused by the eddy current (Ansoft manuals). This
is to say that the ac current flow can not be simulated using this solver. Also the solver

does not calculate voltages, rather, it deals only with currents.

2.4.2.4 Electromagnetic solver by Ansys (version 5.0a)"*

The electromagnetic solver by Ansys implements the Vector potential method both for

2D and 3D electromagnetic fields.

The displacement current is again ignored. In this solver, only the eddy currents are
investigated, and effects from conduction currents are ignored. Again the solver does

not calculate voltages, it only deals with current.

Ansys also provides a steady state current analysis, which is used to determine the
current density and electric potential distribution due to direct current (dc) or potential
drop. If this solver had been for ac current conduction, it would have provided an
adequate tool for the analysis to be carried out in this project. The two solvers
(electromagnetic and AC current conduction) then could have been coupled for the
following purpose: the time varying current can be calculated using the steady state ac
conduction solver, and its results can be used to stimulate eddy current effects using the
electromagnetic solver. The effects of the Eddy currents can be therefore compensated
using the ac conduction solver, once they are known (providing the displacement
current effects could have been allowed for). So it becomes apparent that to solve for all
of Maxwell’s equations, to obtain the ac conduction solution which would include the
effects of eddy currents, and hence skin effect, it is necessary to solve for ac conduction

and eddy currents simultaneously.

3 Ansoft Europe, Regal House, 9th Floor, 70 London Road, Twickenham, Middlesex, TW1 3QS, UK
4+ ANSYS Europe, Wyvols Court, Swallowfield, Reading RG7 1PY, UK
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However, this was not found to be possible since the required ac conduction current

solver was not available and hence further investigations using Ansys were abandoned.

2.4.2.5 Three dimensional Electromagnetic Analysis by MEGA (version 6.24)5

MEGA is a fully integrated software package for solving 2D and 3D electromagnetic

problems using the FEM. It solves for steady-state ac with eddy currents.

MEGA can solve for equations (2.11) - (2.13) and therefore does not ignore eddy
currents or displacement currents. It is capable of both 2D and 3D modelling. A
constant current can be set at an electrode face, and boundary voltages can be obtained
throughout the system. If eddy currents can be neglected, it is possible to solve only for

conduction and displacement current, equation (2.14).

2.5 Conclusion

The idea of the Forward modelling to solve for the potential distribution within a given
region has been presented. The underlying equations that describe such a system are
given and from the number of numerical methods available for solving these equations,

FEM has been discussed and chosen.

The underlying method for finite element analysis is discussed and basic modelling
stages using this method are also stated. A number of FEM software packages have
been reviewed for the purpose of solving the Forward model in EIT and MEGA was

chosen as it solved the equations that best described an EIT system.

3 Applied Electromagnetics Research Centre, University of Bath, Bath, BA2 7AY, UK
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Chapter 3
3. Modelling of the Forward problem

3.1 Introduction

To obtain the solution of the Forward problem, that is the electric potential distribution
within an EIT model for a given system, the numerical method based on FEM has been
chosen. The FEM software is a commercially available software package, MEGA, and
in this section basic modelling stages are described for this software. A detailed

description of modelling procedures can be found in Appendix B.

3.2 Modelling method and model construction

The procedures described here are the basic steps taken to construct an EIT model using

the available FEM package, MEGA.

Initially, the physical geometry of the problem is defined. For the work described here
(except where stated for eddy current formulations where the model needs to be 3D),
the modelled phantom is a 2D circular disk of radius 5 cm, Figure 3.1. A total of 16
electrodes are also modelled and are constructed on the outermost circumference of the
circular phantom. The electrodes are placed equidistant from each other. A total of 2048
brick and triangular elements are used, with 1920 elements making up the circular

phantom and 8 elements for each of the 16 electrodes on the periphery.
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Figure 3.1. The FEM of the circular phantom.
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Figure 3.2. Central radius of Figure 3.1 enlarged to display the small triangular elements placed at

the centre.
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The elements used in this model are second order elements which allows for a more
accurate solution. First order elements may be used for a coarse approximation to the
solutions, after which the user has the option of either increasing the number of
elements used, or increasing the order of elements for a more accurate solution. The
latter option is more desirable, since it only involves the setting of a flag in the software
for the same distribution of the elements, rather than having to re-define the element

distribution to increase element number.

The central elements shown in Figure 3.1 are of small sizes, and these are magnified
and shown in Figure 3.2. Generally, such a large number of elements are not crucial and
it is preferred to use large regular elements within central regions. However, the
software package only allowed semi-auto mesh generation and a limited freedom was
available for mesh alterations. However for the work described here and in the
following sections, this large number of elements within the mesh presented no

disadvantage and all proposed methods will be applicable to any mesh definition.

The material properties are next assigned, the values of which are shown in Table 3.1.
The modelled phantom was considered to contain a uniform distribution of saline, into
which objects of various electrical properties and sizes would be placed. The electrodes

are considered to be much more conductive than the saline.

Table 3.1. Electrical properties of material in modelled phantom

Conductivity (Sm™)

Saline 1
Electrodes 10000

The material property used for the uniform model are considered to be neither magnetic

nor capacitive. The permeability and permittivity value were therefore not defined.

The problem type chosen for this model is the formulation needed where conduction
current and displacement current both have significant effects and no eddy currents are

present Equations (2.14). Where permeable material are present, eddy currents will also
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be significant. For such studies the formulation needs to be adjusted to account for this

effect.

The geometry of the physical model has so far been designed and a finite element
model constructed. The material property has been specified and the type of problem
has been set. Next, a current source must be specified at the face of one electrode and a
ground reference point at face of another electrode. In this study an adjacent drive /
receive electrode combination was used. That is, the current is injected through one

electrode and extracted through the neighbouring electrode, Figure 3.3.

Current Source

Grounded electrode

vy f//

/

Figure 3.3. Diagram showing points along two adjacent electrodes where current is injected and

\

extracted.
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