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Abstract

Diagnostic assessment is an important part of human learning. Tutors in face-to-face
classroom environment evaluate students’ prior knowledge before the start of a
relatively new learning. In that perspective, this thesis investigates the development of
an-agent based Pre-assessment System in the identification of knowledge gaps in
students’ learning between a student’s desired concept and some prerequisites
concepts. The aim is to test a student's prior skill before the start of the student’s higher
and desired concept of learning. This thesis thus presents the use of Prometheus agent
based software engineering methodology for the Pre-assessment System requirement
specification and design. Knowledge representation using a description logic TBox
and ABox for defining a domain of learning. As well as the formal modelling of
classification rules using rule-based approach as a reasoning process for accurate
categorisation of students’ skills and appropriate recommendation of learning
materials. On implementation, an agent oriented programming language whose facts
and rule structure are prolog-like was employed in the development of agents’ actions
and behaviour. Evaluation results showed that students have skill gaps in their learning
while they desire to study a higher-level concept at a given time.
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Glossary

Atomic formula: This is a formula of the form p(ts, ..., t). For example, the expression
p(a, b) is an atom or atomic formula where a and b are terms or literals, and p predicate.

Base symbol in DL: Are primitive concepts that only occur on the right-hand-side of
axioms.

Body of a Plan: is the course of action to be used to handle events if the plan contexts

(or pre-conditions) are believed true at the time an agent plan is chosen to handle an
event.

Classification: Classification in the pre-assessment system is the act by which an
agent applies a set of pre-conditions in its plan context to match belief updates so as to
categorise a student and trigger the release of learning materials, for either a pass or a
fail pre-assessment.

Context: Represents the circumstances or conditions in which a plan can be selected
for execution. They are constraints that are expected to be true before the action in a
plan.

Curriculum: This refers to the knowledge and skills students are expected to learn.
They are specific course or lessons taught by a teacher in a school.

Desired_Concept: This is any of the class node concept in the SQL ontology tree that
a student is expected to enter before the commencement of pre-assessment.

Events: Are what happens as a consequence to changes in an agent’s beliefs or goals.

Named symbol in DL: Are the concepts being defined that occurs on the left-hand-
side of axioms.

Percepts: Are events that are observable by agents.
Plans: A plan is an option of the action that an agent can select and perform. In other
word, they are recipe for action or some given courses of actions. They represent

agents’ know-how.

Predicate: In logic based statements, the expression p(a) or p(a, b) is an atomic
formula where p is a predicate. A predicate can be unary or binary.

Protocols: Are simple sequence of agents’ communication using directed arrows.
Swing: Is a java library that provides GUI components for developing user interface.

Triggering_event: Denotes the events that a plan is meant to handle.

XXi



Chapter 1

Introduction and Pre-Learning

Diagnosis

1. Introduction

Concepts of learning are interdependent and chronological. In human learning the
successful learning of a target concept may be dependent upon relative and previously
learned concepts in a given sequence of learning. Pre-learning assessment or pre-
assessment as a process of learning is an enquiry into previous learning and an
invitation of prerequisite knowledge into a new and higher-level concept learning. This
could enhance new concept learning and improve performance. In teaching-learning
environments, this process is frequently carried out by human tutors. But how can this
process be replicated in an agent based system, such as, the Pre-assessment System
that is designed in this study?

1.1 Motivation for Study

In a learning domain, tutors teach concepts in the order of simple-to-complex or from
known-to-unknown. Before a higher concept or topic is taught, lower topics in the
hierarchy of learning ought to be understood. In a teaching-learning session, a tutor
may probe students’ prerequisite topic related to the topic that is about to be taught. In
such scenarios, when the tutor asks questions, students’ responses may be right or
wrong. Based on this diagnosis of knowledge, the tutor is informed of the cognitive
status of his students and how to begin his new teaching. Therefore, the motivation of
this thesis is to investigate a strategy on an agent based system that can imitate the
action of the human tutor. The system makes decisions and assembles students’

knowledge status, and then recommend supplementary materials so as to close any

gaps.
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1.2 Research Question

The research problem of this work is stated in the question:
How can students be helped to identify gaps in their current learning so that they can

be fully prepared for the next stage in their learning?

1.3 Purpose of The Research

The purpose of this research is to identify gaps in students’ learning via a pre-learning
or pre-assessment strategy, and develop a conceptual ontology to apply in the pre-
assessment process on a multiagent system platform. Before the commencement of
learning, students are first and foremost pre-assessed on the relative prerequisite
concepts to a desired concept: where the desired concept is the intended and chosen
concept of learning. This is to ascertain strengths or weaknesses, whether students
possess the background knowledge to proceed to learn the chosen concept

successfully.

1.4 Aim of The Study

The aim is to develop a model of Pre-assessment System that can pre-assess students’
learning in a given domain and to use logic based rules in specifying the classification

of skills and recommendation of suitable learning materials for students.

1.5 Objectives of The Study

The objectives of this study are as follows:
1. To investigate a systematic way of identifying gaps in students’ knowledge
which may hinder them in their next stage of learning. This is to allow students
to self-diagnose any gaps on their previous learning before the start of a new

module.

2. Tobuild adomain ontology of related concepts and use declarative logic based
representation in the system in the process of learning gap identification prior
to the start of a higher and desired learning by students.
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3. To investigate the communication of ontological concepts in the system in the

process of identifying gaps in students’ learning.

4. To develop the tools that allow the system to recommend supplementary study

materials to close the gaps in their current learning.

5. To evaluate the effectiveness of the system by assessing how effective it is in

helping real students improve their learning.

1.6 Defining The Pre-assessment System

The Pre-assessment System is an agent based elearning system that perceive the
knowledge of students, communicate such knowledge, make decisions, categorise
students according to knowledge assembled, and finally recommend suitable learning
materials. This aforementioned processes are functionalities that are handled by a
group of agents.

The domain content of the system is Structured Query Language (SQL). The system
uses the example of SQL learning structure from the Introduction to SQL (Lans, 2006).
The concepts of learning are interdependent on each other and shall be arranged in an
ontology tree structure that is modelled after the SQL teaching materials that were
made available for this work by database tutors in Sheffield Hallam University. The
system keeps activities of students’ during the course of pre-assessment. This is for
the tutor’s view so as to provide optimal assistance to students that may be facing
difficulties in their SQL query constructs. In this research, the problem is a

classification of students’ learning activity for learning materials recommendation.

1.7 What is Learning?

Learning can be categorised as a change in the mental state of humans or machines
after a sequence of acquired experiences. But whether these experiences have caused
any changes in the ‘“knower’ is normally determined by some form of assessment.
Inclusively, learning is search and find, recognising, classifying, grouping, separating,
sorting, drawing similarities, taking instruction, or making prediction using existing

knowledge. Learning is a display of intelligence which comprises information
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gathering, fault detection, diagnosis and prognosis. Bratko (2001) describes learning
as having to recognise a concept: If C is a concept, to learn the concept C means to
learn to recognise objects [or features] in C. In artificial intelligence (Al), a concept

is a class or object.

Learning can be permanent or temporary — meaning that a concept or process can be
learned or unlearned. In a teaching-learning process, one way to determine the
occurrence of learning is through some form of assessment: To ascertain whether a
concept is learned or has been unlearned. In this work, the process is dichotomous, and
comprises of:

= Classification of students’ learning.

. Student Learning.

1.7.1 Classification of Students’ Learning

In this work, classification refers to the selective decision making and grouping of
students’ responses to the quizzes, based on the desired concept entered by a student.
Classification is the ability of the agent based system to recognise and classify features
according to its given rules (or plans) where agents have their knowledge or beliefs
represented in logic based structure. At the match of some beliefs (whether initial
beliefs or update beliefs), messages are communicated interchangeably and a trigger

for classification is performed to fulfill the overall goal of the agent based system.

1.7.2 Human Learning

Assessment is a critical catalyst for student learning (Conole & Warburton, 2005), and
this is used to measure the outcome of learning. At any given stage in a learning
process, this is imperative because of the need to improve students’ performance. As
such, assessment can be administered through one or a combination of the test
techniques:

summative -- for grading purposes at the end of study term;

formative -- for immediate feedback during course of learning;

diagnostic — for evaluating students’ prior knowledge;
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self-assessment — for students’ reflection of own experiences and
understanding. (O’Reilly & Morgan, 1999; Bull & McKenna, 2004, Conole
& Warburton, 2005)

Using a schematic diagram, Figure 1.1 can be used to depict the processes of learning,
unlearning and forgetting under some hypothetical activity represented as stimulus (S)
(e.g. question) and response (R) (e.g. answer) activity. The Figure 1.1 maps learning,
unlearning and relearning processes to some states So and St, and possible reward

factors that influences learning.

Forgetting

Learning

= Negative
Reinforcement
= Morale Boost

Unlearning

Recall

Fig.1.1: Transition State Diagram of Learning and Unlearning Processes.

So = Initial state (i.e. a start or previous state).
St= Transition state (i.e. new learning state) wheret=1,2,3, ..., n.

Particularly for humans, the schematic representation shows the transition states in
metacognitive activities from initial state so to a new learning state stand vice versa
coupled with the effect of rewards — positive or negative. This is a view from the
studies of classical conditioning (Pavlov, 1960) and operant conditioning (Skinner,

1938) where positive and negative rewards were shown to influence learning.

To determine the occurrence of learning, one process to employ is the use of pre-
learning diagnosis. This is vital and effective in assessing students whether the
foundation is already laid for higher concept learning. In that view, skills diagnosis
provides the opportunity for a pre-learning assessment of a learner’s state of knowing

with regard to a given target concept. Tutors in contemporary classroom practice make
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enquiries into students’ prior knowledge before teaching some relatively higher
concepts. This is to determine the background knowledge readiness for the new
concept. When teachers give students the opportunity to explore their prior knowledge
and beliefs, and then thoughtfully look and listen at what is revealed; they are gathering
information for responsive instruction. This style of teaching intentionally connects
what students already know with the desired outcomes (STEM, 2013).

With intelligent learning systems, students themselves can embark on self-diagnosis
without the tutor’s intervention in their own time, space and comfort before proceeding
on the learning ladder. But most e-learning systems still do not use effective strategies
for evaluating students’ existing knowledge before teaching a new concept. Since
knowledge is building blocks that are sequentially planned from known-to-unknown,
the existence of gaps or zone of proximal development (Vygotsky, 1978) would inhibit

the successful learning of further concept(s).

1.8 Need for Pre-assessment in Learning

Pre-assessment is the inquiry into relevant pre-existing knowledge at the start of a
learning process to identify whether a student has the necessary background to enable
them to move forward with the new material that they wish to learn. Thus pre-learning
assessment creates a synergy between previous learning and the start of new learning.
In the process of inquiry, pre-assessment prompts related prior learning. In the views
of Conole & Warburton (2005) diagnostic assessment is used by tutors to determine
students’ prior knowledge. Andronico et al. (2003) state that diagnostics begins before
a course of learning with the purpose of identifying what learning resources are needed
by students. This is quite different from other forms of assessment. For example,
formative assessment that is designed to provide students with feedback on progress
and development whether the student understands the current teaching. Or summative
that is used to identify the students approximate level and giving the right score or
grades (Conole & Warburton, 2005; Andronico et al. 2003). By deduction, pre-
assessment leads to better formative assessment leading to the best summative

evaluation.
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As the tutor in a face-to-face classroom context may perform a pre-learning or
diagnostic assessment concerning a particular knowledge concept before teaching a
higher level concept, so should intelligent tutoring systems (ITS) be modelled to assist
a learner. In a virtual learning environment, one of the major problems in deploying
materials for learning is ensuring that students have sufficient prior knowledge at the
start of a new study session. This is made more complicated by the range of different

routes that they may have taken to reach this point in their study.

Our effective approach to remedy this situation is self-assessment or self-diagnosis on
prerequisite concepts to the higher concept that is desired. This way, gaps that may
inhibit further knowledge may be detected and appropriate recommendation made to
fill any gaps by intelligent learning systems. In so doing, students will have greater

preparedness for higher or desired learning activities.

Thus this research demonstrates a pre-assessment procedure in a multiagent system
(MAS) that can identify gaps in learning. The chosen tool for developing the
multiagent Pre-assessment System is Jason AgentSpeak Language (Bordini, Hubner
& Wooldridge, 2007). This is due to the language support for: belief structure in logic
based representation, inter-agent communication via speech acts performatives, and

persistent beliefs.

The domain content of the pre-assessment system is the SQL database. The database
which is called the TENNIS_DATABASE was modelled and hosted on the MySQL
server. SQL quizzes and queries are dependent on this database, and students shall
have access to the database in order to provide answers to the pre-assessment quizzes.
The TENNIS_DATABASE is made up of five data tables.

The Figure 1.2 presents an overview of the pre-assessment system and the interaction
amongst the agent components. The system interacts with the user through the
CArtAgO (Common ARTifact for Agent Open environment) artifact. The CArtAgo
is the artifact (Ricci, Piunti, & Viroli; 2011) in which the multiagent system observes

its input or percepts.
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Student Model
Agent

(Ontology)
Material Agent

\

(Classifier) (Pr nent)
Modelling Agent Support Agent
2 v

o

| Interface Agent

.

\

CARTAGO Artifact

Fig.1. 3: Overview of The Pre-assessment System (adapted from Ehimwenma, Beer & Crowther 2015a)

All composite agents have their individualised tasks in their Condition-Action rules

otherwise known as plans. These plans constitute various agent functions as designated

duties within the MAS. The agents are cooperative through knowledge communication

so0 as to achieve the overall design goal of pre-assessment, which is, to identify learning

gaps in students’ learning and make recommendation for learning materials via

universal resource locator (URL) links. Thus the strategic purpose and functions of

the Pre-assessment System are:

1) Perceive events.

2) Communicate messages via performatives.

3) Process perceived events (e.g. SQL concepts, query statements, logic based

statement), feedback to the student, and carry out pre-assessment.

4) Assemble updated beliefs, match the plan that satisfies the given set of updated

beliefs from an array of agent plans, and trigger classification.

5) While doing 4) above, dynamically keep students' activity-history for the

course tutor access to unravel the technical difficulties confronting his students.

6) Make suitable recommendation for learning materials.

1.9 Contribution to Knowledge

The findings and significant contributions of this research study are:

1. Identifying gaps in students’ learning using a devised Pre-assessment

Mechanism.
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2. Goal specification for agents using Agent oriented software engineering
methodology for developing e-learning system.

3. Use of description logic syntax for defining an ontology of a learning domain.

4. Modelling classification features with logic based representation for agents for

the prediction of appropriate knowledge-level learning materials.

1.10 Overview of Thesis

This thesis has been structured into eight Chapters. Chapter 2 explores the literature
of knowledge representation; description logic (DL) language, DL notation and
symbols for knowledge modelling. This include the TBox and ABox components. The
Chapter also present intelligent tutoring systems, assessment systems and multi-
agents. Chapter 3 continues with the literature on agents, agent properties,
architectures and methodologies. In furtherance, the chapter discusses speech acts
theory as a protocol for knowledge sharing in agent based systems, agent
communication and agent oriented programming. In Chapter 4 the conceptual
development of the Pre-assessment System is presented using the Prometheus
methodology. This is followed by a devised Pre-assessment Mechanism for the pre-
assessment process, the Student Model parameters, and first order logic formula
specification of the classifier agent reasoning process. Also discussed in the chapter is
our model equation that can calculate the number of classification rules in a given
ontology tree. Chapter 5 describes the implementation of the Pre-assessment System.
This include the various agent components, ontology models from the DL definition,
and the classification procedure. In Chapter 6 the Pre-Assessment System is evaluated
by volunteer participants, and the data collected analysed. Chapter 7 is discussion and
explanation of findings. Chapter 8 is conclusions and direction of further research

work.

1.11 Publications from this Work

Elements of this work have been published and have been referenced in this thesis.
Note that the terminologies and notations used in this thesis supersedes those used in

the publications.
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Chapter 2

Knowledge Representation and

Intelligent Tutoring Systems

2. Introduction

This chapter presents the background literature of description logics (DL) and
knowledge representation (KR). It deals with the various forms of KR and DL support
for ontology languages and development. This includes DAML + OIL, RDF(S), and
OWL. The chapter describes the unary predicate, and binary predicate relation as
triples in RDF and its Prolog-like ground facts equivalence for representing knowledge
in a system. This herald a DL language into a TBox and its ABox counterpart, and the
condition-action rule for symbolising a classification process for programming. The
chapter also looks at intelligent tutoring systems (ITS) architectures, ITS and their
strategies for supported learning. This covers multiagents in the development of ITS
and analysis of some student models. The chapter also looks at some SQL assessment
systems, and Chunking: an educational learning theory for supporting effective

learning in a challenging educational environment and why it is important in this study.

2.1 Knowledge Representation and Ontology

An ontology is a description of things and their relationships. It represents knowledge
organisation. Ontologies define objects, properties and the relationships that exists
between objects (Gruber 1993; 1995), and information about an object itself

(Horrocks, Patel-Schneider & Van Harmelen, 2003) in a given domain of interest.

Ontologies specifies the classes of objects that exist, the relationships amongst those
classes, the possible relationships amongst instances of the classes, and constraints
over those instances (Gruber 1993; 1995). In formal concepts, Maedche & Staab
(2001) defined ontology as a 5-tuple O = <C; R; F; A; 1> where:
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C: finite set of named concepts organisation.

R: finite set of binary relations among concepts.

F: functions that relates concept and relations

A: set of axioms that are valid in the conceptualisation.

I: set of individuals belonging to a domain.

2.2 Description Logic and Ontology Languages

Description Logic (DL) is a family of formal description languages for the
representation of concepts (or classes) and their roles (known as properties or
relationships) and literals (also known as individuals). Different formalisms or data
structures exists for the representation of ontologies, and examples of these are OIL,
OIL + DAML, RDF, OWL and answer set prolog. As a way of defining knowledge
for systems, Baader, Horrocks & Sattler (2007) states that DL are the basis for
ontology languages such as OIL, DAML + OIL and OWL for knowledge
representation. In the following section, the various forms of knowledge representation
models are presented.

2.2.1 SHOE: Simple HTML Ontology Extension

Frame-based languages or systems were first developed in the mid-1970s. Frame
describes Classes, and a set of Slots in which slots may consist of property-value pairs,
or a constraint on the value (i.e. an individual or data value). Frame was subsequently
adopted by SHOE: a frame-based language with XML syntax. SHOE then became one
of the earliest attempts at defining an ontology language for the web. SHOE used URI
(Universal Resource Identifier) references for names that became the convention in
both DAML-ONT and DAML+OIL languages (Horrocks, Patel-Schneider & Van
Harmelen, 2003). SHOE was not based on RDF, and as such had lesser influence on

the syntactic and semantic design of OWL.

2.2.2 DAML-ONT: DARPA Agent Markup Language-ONTology

The DARPA Agent Markup Language (DAML) was initiated in the year 2000 with

the goal to develop a language and tool to enable the realisation of the Semantic Web
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(DAML, 2006). The semantic web is the idea to represent basic fact, information or
data (e.g. in document) and connect them together on the web. It is different from the
connectivity of document of the hyperlink technology.

RFDS, a language that was already adopted by the World Wide Web Consortium
(W3C) was to be the starting point, but lacked the much needed power of
expressiveness for knowledge representation. This led to the development of DAML-
ONT that extended RDF with language constructors from object-oriented and frame-
based knowledge representation languages (Horrocks, Patel-Schneider & Van
Harmelen, 2003). DAML-ONT was tightly integrated with RDFS. But DAML-ONT,
like RDFS, was not without semantic specification issues. With DAML-ONT, it was
realised that there could be disagreements, in the precise meaning of terms, both

amongst human and machines in a DAML-ONT ontology.

2.2.3 OIL: Ontology Inference Layer

OIL is one of the languages in which OWL (Web ontology language) is based. At
around the same time that DAML-ONT was developed, a group of researchers from
Europe had designed the OIL language. OIL became the first ontology language to
combine elements from Description Logics, frame languages and web standards such
as XML and RDF (Horrocks, Patel-Schneider & VVan Harmelen, 2003).

2.2.4 DAML+OIL

The merger of DAML-ONT and OIL efforts produced DAML+OIL. Though, heavily
influenced by OIL, DAML+OIL received additional influence from DAML-ONT and
RDFS. DAML+OIL adopted a Description logic (DL) style axiom and retained and
used the DL language constructors developed in OIL. But not the frame structure that
could easily integrate with RDF syntax. Nonetheless, DAML+OIL, provided a
meaning for those parts of RDF which were consistent with its own syntax and DL

style model theory (Horrocks, Patel-Schneider & VVan Harmelen, 2003).
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2.2.5 RDF: Resource Description Framework

RDF is a graph database. It is a standard model for data interchange on the Web (W3C,
2014). RDF extends the linking structure of the Web to use URIs to name the
relationship between things as well as the two ends of the link (known as “triple”)
(Fig.2.1). This linking structure forms a directed, labelled graph, where the edges
represent the named link between two resources, represented by the graph nodes
(W3C, 2014). RDF are triples (a, P, b) or set of triples which are expressed as logical
formulas P(a, b): This is a binary statement in which the binary predicate P relates
the subject a to object b. RDF are binary predicates only. The relationships or
graphical connectedness between a node subject a and a node object b via a predicate
P is a semantic net. RDF has been given the syntax of XML (W3C, 2004). RDF is
very scalable, but is not very expressive and does not provide support for semantics
(W3C, 2004). RDF is not data format, but a data model with a choice of syntaxes for
storing data (DuCharme, 2013).

kit s wwiw. w3 ong TR/ rdl-syntax-grammar

hitp:/'www.example.org/ierms/editor httpz/purl.org/de/elements/1.1title

RDFXML Syntax Specification (Revised)

http:www.example.orgterms/homeFage

http:/fwww.example.orgftermafullName

b
Dave Beckett

Fig.2. 1: Graph for RDF/XML Example: RDF resources are represented in ovals and literals in
rectangles.
Source: https://www.w3.0rg/TR/REC-rdf-syntax/

The edges (arrow-head lines) go from a resource to any other resource or to a literal,
and never from a literal to a resource or another literal. So in RDF representation,
literals are the terminal values of a resource. Simply put, RDF resources and edges are
URISs, literals are not, but simply values e.g. universal resource locator (URL).

All web URLSs are URIs but not all URIs are URLSs.
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Thus RDF vocabulary is the set of URIs for the edges that make up the RDF graphs—so
the use of common URIs is synonymous to act of communicating in an understandable
language—hence the term vocabulary. For two semantic webs to share data there needs
to exist a common vocabulary or keyword. Similarly, the model of agent
communication in FIPA is also based on this assumption that two agents, who wish to
converse, must share a common knowledge of the ontology for the domain of
discourse. That is the agents must ascribe the same meaning to the symbols used in the
message (FIPA, 2000).

2.2.6 RDFS : Resource Description Framework Schema

RDFS is expressed as RDF. RDFS is object oriented in its nature. That is, it is
fundamentally about describing classes of objects. Its supports semantics of data by
class and properties descriptions, class hierarchies and inheritance, and property
hierarchy. RDFS gives flexibility to the definition of data in that a data of a particular
class may be expressed to have various type declaration i.e. RDFS:type or different
property declaration i.e. RDFS:property.

2.2.7 OWL

The development of OWL has been influenced by several ontology languages. For
example, RDFS, SHOE, OIL, DAML-ONT and DAML+OIL. But DAML+OIL has
heavily influenced the emergence of OWL (Horrocks, Patel-Schneider & Van
Harmelen, 2003). OWL is an increasingly expressive language. For example, one of
such expressiveness is its power to specify property values and validate relationships
while maintaining upward compatibility with RDF and RDFS. OWL has three
sublanguages, which are Owl Lite, OWL DL and OWL Full.

= Owl Lite
OWL Lite is termed as the simpler OWL DL expression language. The language is

based on the SHIF(D) version of description logic language which allows complex
class descriptions, specification of conjunction, disjunction, negation, existential and
universal value restrictions, role hierarchies, transitive roles, inverse roles and

restricted form of cardinality constraints (cardinality 0 or 1) and support for concrete
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domains (Horrocks, Patel-Schneider & Van Harmelen, 2003, de Bruijn et al. 2004).
Its support for constraint features are simple (Laclavik et al. 2012).

= OWLDL
This is the SHOIN(D) variant of description logic language (Horrocks and Patel-
Schneider, 2003; de Bruijn et al. 2004). OWL DL is more expressive than OWL Lite.
It provides additional support for individual names in class descriptions (also called
nominals) and allow arbitrary cardinality restrictions (de Bruijn et al. 2004). OWL DL
is equivalent to DAML + OIL. OWL DL constructs are with restrictions such as:

o aclass cannot be both an individual (instances) and property

o aproperty cannot be an individual as well as a class (Laclavik et al. (2012).

= OWL Full
OWL Full gives greater freedom for expressiveness by allowing the syntax and
semantics use of both OWL DL and RDFS languages (de Bruijn et al. 2004). For
example, while a class cannot be both individual and property in OWL DL as stated
above; in OWL Full, a class can be both. OWL Full is not restricted to DL, and it is
also very close to first-order logic (FOL).
In the Fig. 2.2 a comparison and the relationship between RDF, RDFS and OWL
languages is given. There are different approaches for building the agent knowledge
model, but the internal knowledge model of agents is left for an agent programmer
(Laclavik et al. 2012).

2.3 TBox Terminology

Knowledge representation system based on DLs consists of two components - TBox
and ABox (Obitko, 2007). TBox is a knowledge representation (KR) formalism that
represents the knowledge of an application domain (the world) by defining relevant
concepts (expressions) in that domain and then using these concepts to specify
properties of individuals occurring in the domain (the world description). Nardi and
Brachman (2003) state that TBox contains intensional knowledge in the form of a
terminology or taxonomy and is built through declarations that describe general

properties of concepts. The “terminology” denotes hierarchical structure built to
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provide an intensional representation of the domain of interest (Nardi and Brachman,

2003).
RDF RDFS OWL
* Compatible with several existing
ontology languages e.g. OIL, DAML + OIL.
* Domain * provide mechanism for defining * Extends RDF fact stating ability, and
independent. specific domain. RDFS class and property structure ability.

* States fact in

* States class and property

* Declares class and subclasses in

relation. subsumption hierarchy

triple and
establishing the
relation between
two ends.

* Classes can be logical combinations
(intersection, union, negation) of other
classes. Or as enumeration of other
specified object.

* Declares class and subclasses in
subsumption hierarchy, supports
property and subproperty, domain
and range restriction.

* Extends RDFS by declaring properties as
transitive, symmetric, functional or
inverse.

* Logical combinations beyond its
use.

* Expresses disjoint, equivalence,
individuality of object, quantification and
value restriction.

Fig.2. 2: Comparison of RDF, RDFS and OWL languages (based on Horrocks, Patel-Schneider & Van
Harmelen, 2003).

A DL system is a combination of a TBox and ABox. The term ABox and TBox which
are used to describe two-different but-related kinds of statements for ontologies
together make up a knowledge base. The Figure 2.3 is a table showing the DL syntax
notations for expressing logical axioms or statements in DL. A TBox describes the
vocabulary or the classes of objects that make up a KB in an application domain.
Basically this vocabulary are the concepts (set of individuals) plus the roles
(relationship between concepts). The Figure 2.4 is a TBox description of some
modelled axioms in a family domain (Baader & Nutt, 2003). The left hand side of the
equality sign is where the named symbol (defined concepts) known as the atomic
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concept occurs, and on the right hand side is the base symbol also known as the

primitive concepts.

Constructor DL Syntax |Example
intersectionof|Ci ... Cy|Human 1 Male
unionOf CyU...uC, |Doctor LI Lawyer
complementOf =-C' —Male

oneOf {x1...xn} |{john, mary}
allvaluesFrom vP.C “hasChild.Doctor
someValuesFrom d4r.C JhasChild.Lawyer
hasValue Irr} JcitizenOf.{USA}
minCardinality (Znr) (= 2 hasChild)
maxCardinality (<nr) (< 1 hasChild)
inverseOf T hasChild™

Fig.2. 3: OWL constructors and DL notation (Baader, Horrocks & 