
Determining spatio-temporal metrics that distinguish play outcomes in field hockey

MCINERNEY, Ciaran <http://orcid.org/0000-0001-7620-7110>

Available from the Sheffield Hallam University Research Archive (SHURA) at:

http://shura.shu.ac.uk/16599/

A Sheffield Hallam University thesis

This thesis is protected by copyright which belongs to the author.    

The content must not be changed in any way or sold commercially in any format or medium 
without the formal permission of the author.    

When referring to this work, full bibliographic details including the author, title, awarding 
institution and date of the thesis must be given.

Please visit http://shura.shu.ac.uk/16599/ and http://shura.shu.ac.uk/information.html for 
further details about copyright and re-use permissions.

http://shura.shu.ac.uk/information.html


I 
 

 
 
 
 
 
 
 
 

Determining spatio-temporal metrics that distinguish play outcomes in 
field hockey 

 
 
 
 
 
 
 

Ciarán McInerney 
 
 
 
 
 
 
 

A thesis submitted in partial fulfilment of the requirements of 
Sheffield Hallam University 

for the degree of Doctor of Philosophy 
 
 
 
 
 
 
 
 
 

April 2017 
 
 
 
 
 

Collaborating organisation: England Hockey 
 
 
 
 

 



I 
 

Abstract 

Tactical behaviour in field sports can be examined using spatio-temporal 
metrics, which are descriptions of player behaviour derived from data of player 
positions over time. Many metrics can be computed that describe the 
cooperative and adversarial interactions between players. The methods 
typically used by sports performance analysts cannot appropriately analyse the 
many possible spatio-temporal metrics and their interactions. Tantalisingly, the 
interactions between these descriptions of player behaviour could potentially 
describe tactical differences in performance. 

This thesis describes a programme of research that determined some spatio-
temporal metrics that distinguish play outcomes in field hockey. Methods 
inspired by genetic analysts were used to estimate the influence of 
combinations of spatio-temporal metrics on the outcome of field hockey plays. 
The novel application of the genetic methods to sports performance data raised 
some practical difficulties. Adjustments to the method facilitated the selection of 
distinguishing metric combinations from an initially large list of over 3,600 
metrics. 

The adjustments made to the genetic methods represent one of several 
contributions to knowledge made by this programme of research. These 
contributions will help performance analysts with the increasingly common task 
of analysing high-dimensional data. Other contributions to knowledge are a 
suite of metric combinations that distinguish play outcomes in field hockey and 
empirical support for some tactical preconceptions. 

The key finding of interest for players and coaches is that play outcomes in field 
hockey are distinguished by proximity to the goal and passing execution. The 
metrics that distinguish the several outcomes differ depending on the outcomes 
being compared. Coaches and athletes should therefore recognise the variety 
of tactics required to minimise negative outcomes and maximise positive ones. 

 

 

Keywords: Backward Dropping Algorithm, Genomic Selection, Tactics, Team 
sports 
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Chapter 1 Introduction 

The thesis herein explains and justifies a method to distinguish outcomes of 

plays in field hockey using information about the location of players. This first 

chapter explains the motivation for the research before concluding with the aim 

of the thesis. 

 

1.1 Motivation for research 

Field hockey is a fast paced field sport with worldwide popularity, boasting 88 

national Men's teams and 72 national Women's teams (FIH 2016). Although 

evidence of hockey-like games is found in many cultures worldwide, the modern 

game is said to have its origins in medieval Western Europe (Crego 2003). It 

has been an event at the Summer Olympic Games since 1908 for Men and 

1980 for Women (International Olympic Committee 2011).The purpose of the 

game is to score in the opposition's goal at the far end of the pitch (A in Figure 

1.1) by controlling the ball with a stick. 

 

 

Figure 1.1 A field hockey pitch. A: the goals. B: the Circle line. C: the 23 m line. 
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The goals at the end of the pitch lie within an approximate semi-circle, known as 

the Circle (line B in Figure 1.1). The rules of field hockey dictate that for a 

scoring shot to be declared a goal, the final touch of the ball must have been 

within the Circle (FIH 2015). The Circle is therefore an important pitch marking 

when considering the outcomes of plays. Another important pitch marking is the 

23 m line, which encloses the Circle in its quarter of the pitch (line C in Figure 

1.1). There are different rules associated with this end region of the pitch 

defined by the 23 m line. In particular, fouls and out-of-bounds events can result 

in play being restarted from the 23 m line (FIH 2015) and penalty corners being 

awarded. 

Both teams are constrained by these rules as they attempt to score and stop 

the opposition scoring. Teams’ pre-game strategy and in-game tactics dictate 

their behaviour to this end. The current work’s collaborators, England Hockey 

and Great Britain Hockey, are interested in these tactical behaviours that are 

associated with good and bad outcomes. 

The most notable investigations into the tactics of field hockey has been led by 

Elferink-Gemser and colleagues (Elferink-Gemser et al. 2011; Elferink-Gemser 

et al. 2007; Elferink-Gemser 2005). Elferink-Gemser et al. (2004) developed the 

Tactical Skills Inventory for Sports. The inventory was informed by discussions 

with national and district level coaches and validated by elite and sub-elite 

players. The inventory addresses cognitive evaluations of gameplay scenarios 

using a self-assessed questionnaire. In contrast, work by Sunderland et al. 

(2006) investigated the spatial distribution of gameplay actions to infer tactical 

tendencies of elite players. These two paradigms exemplify the two methods 

commonly used to investigate tactics in team field sports. The first takes 

advantage of knowledge from domain experts under the assumption that 

athletes and coaches are performance experts in their domain. The second 

measures player behaviour on the pitch. 

Domain experts have been used to create performance metrics (James et al. 

2005), to weight the importance of metrics (Hraste et al. 2008; Bremner et al. 

2013), and to evaluate performance models (Foretić et al. 2013). It can be 

difficult to get access to domain experts because of their busy performance 
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schedules, and access to the opposition's domain experts is unlikely for 

competitive reasons, which limits and potentially biases any findings. Initial 

attempts to engage the current work’s collaborators failed for these very 

reasons. 

The alternative is to investigate players' behaviour non-invasively and infer 

tactical intentions and methods (Sampaio and Maçãs, 2012). The rationale is 

that the cooperative and adversarial interactions between players are the 

consequence of tactical intentions (Gudmundsson and Horton, 2016). This can 

be done by obtaining information about player locations over time, which has 

only been practically possible with recent advances in technology (Kelley et al. 

2016). The number of possible metrics that makes use of this data rises sharply 

when teams, player groups and events are specified (Memmert et al. 2017). 

Different analyses also provide new metrics that add to the growing number of 

ways to describe the spatio-temporal behaviour of players  (Duarte et al. 2013; 

Moura et al. 2013; Correia et al. 2013; Bourbousson et al. 2010b; Bourbousson 

et al. 2010a). There are so many spatio-temporal metrics that teasing out the 

important ones can be difficult. It would be useful for coaches and athletes to 

know which metrics sufficiently distinguish better and worse performances. 

 

1.2 Conclusion 

The aim of the current work was, therefore, to determine which spatio-temporal 

metrics distinguish play outcomes in field hockey. A review of the relevant 

literature was required and is detailed in the next chapter. The objectives of the 

review were: 

1. To determine the appropriate method to measure player location. 

2. To compile a list of appropriate spatio-temporal metrics. 

3. To determine the appropriate method to analyse spatio-temporal metrics. 

4. To determine the spatio-temporal metrics that distinguish play outcomes.  
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Chapter 2 Literature review 

2.1 Introduction 

The aim of the current work is to determine the spatio-temporal metrics that 

distinguish play outcomes in field hockey. Before tackling this aim, several 

questions need answering: 

1. What are tactics? 

2. What is 'a play'? 

3. What is the most appropriate method to measure player location? 

4. What spatio-temporal metrics are typically used? 

5. What is the most appropriate method to analyse the metrics? 

The sections of the chapter address these questions before concluding with an 

informed set of updated objectives for achieving the work's aim. 

 

2.2 Tactics 

There are many definitions of tactics in relation to team sports but common 

themes exist. Firstly, tactics are defined in the context of strategy and should 

involve the consideration of coaches and athletes (Cordes et al. 2012). 

Gréhaigne et al.'s (1999) frequently cited work on strategy and tactics is 

summarised by Turner et al. (2001, p. 42):  

"Strategy is concerned with issues in advance of game play without 

its time constraints...Tactics, on the other hand, require immediate 

adaptation to the opposing team's players as well as team-mates, 

and operate under the constraints of time" 

From this, we gather that tactics pertain to in-the-moment decisions about 

player behaviour. Gréhaigne et al.'s (1999) definition also exemplifies another 

common theme in definitions of tactics, that is to say, that tactics are a "reaction 
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to an adversary in a game situation" (Gréhaigne and Godbout, 1995). It is 

therefore important to consider offensive and defensive perspectives when 

investigating tactics (Vogelbein et al. 2014) because sports like field hockey 

require teams to score while simultaneously preventing the opponent from 

scoring (Lames 1991).  

Additionally, tactics are often discussed with respect to player locations and 

time. Turner et al. (2001) focuses on the "constraints of time" but also cites the 

work of Gréhaigne et al. (1999), which references player positions and team 

formations. Earlier work of Gréhaigne and Godbout (1995) mentions player 

configurations and much of the research into tactics of team sports discuss  

players' spatial distributions (Moura et al. 2016) and uses metrics that describe 

the spatial behaviour of players (Memmert et al. 2017). Carling et al. (2005, p. 

129) provides a summarising definition: 

"Tactics are the individual and collective ways used by a team to try 

to best employ player skills to make the overall strategy work either 

by scoring or preventing goals" 

 

2.2.1 Tactics in field hockey 

Despite these philosophical considerations of tactics, little has been done to 

assess tactical behaviour in team sports until recently (Memmert et al. 2017). 

Podgórski and Pawlak (2011) reviewed sports performance literature relating to 

field hockey from 1960 to 2010 and found only 36 articles investigating tactics. 

Studies that investigated tactics looked at "improving players' training and 

effectiveness in matches" and "physical performance results obtained by field 

hockey players". These criteria might therefore have covered notational 

analyses of player movements, measurements of playing intensity, 

investigations into group dynamics, technical execution of skills, and other 

biomechanics analyses. If Carling et al.'s (2005) definition were used, then 

tactics would likely be further underrepresented in field hockey. 
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Elferink-Gemser et al. (2004) developed the Tactical Skills Inventory for Sports 

with the support of elite field hockey coaches. The inventory addresses 

cognitive evaluations of gameplay scenarios using a self-assessed 

questionnaire. Elferink-Gemser et al. (2004) found that elite and non-elite 

players could be distinguished based on the four factors of the inventory: 

'Positioning and Deciding', 'Knowing about Ball Actions', 'Knowing about 

Others', and 'Acting in Changing Situations'. Unfortunately, these insights were 

only obtained using questionnaires. The drawbacks of such methods are that 

they rely on participants’ self-beliefs, and do not lend themselves well to on-

going tactical evaluation because they require players to take the time to 

complete the questionnaires. Furthermore, the opposition are unlikely to 

participate in the questionnaire so comparisons between opponent’s beliefs 

cannot be made.  

In contrast, work by Sunderland et al. (2006) investigated the spatial distribution 

of gameplay actions to infer tactical tendencies of elite field hockey players. 

Sunderland et al. (2006) concluded that there was a preference for dribbled 

Circle entries from the right side and that possession was predominantly 

regained via free-hits. The advantage of discussing tactics in this way is that the 

resultant behaviour of players is analysed rather than their tactical intentions. 

Whilst tactical principles are important for guiding tactical behaviours (da Costa 

et al. 2009), spatio-temporal metrics provide a way to objectively measure 

behaviours that arise from their application. Spatio-temporal metrics might 

therefore be a more pragmatic tool to investigate field hockey tactics. 

 

2.3 Defining 'a play' 

To investigate tactical performance in team sports, it is necessary to define a 

unit of observation on which to focus. This unit of observation should describe 

tactical performance and define the boundary of interest that permits the work of 

researchers to be compared and contrasted. The term 'a play' might be a good 

candidate but is ambiguous in the performance analysis literature.  



7 
 

Generally speaking, 'play', 'gameplay', or 'match-play' describe the period that a 

sporting contest is underway. Some authors, however, will refer to 'a play' rather 

than 'play' without definition (Sainz De Baranda et al. 2008; Escalante et al. 

2011; Ito et al. 2004). The term 'a play' often implies a specific sequence of 

purposefully linked movements and actions. This term is also synonymous with 

'a possession', which often implies a portion of gameplay that begins when a 

team has control of the ball and ends when control is lost (James et al. 2004). 

To confuse matters further, some analysts mathematically define variables 

called 'Possession' to measure team quality (Kubatko et al. 2007; Crum 2013).  

Turnovers are changes in possession, conceded by the team losing possession 

and earned by the team gaining possession. The concept must be considered 

to provide a complete definition of a play because it defines an end to 

possession. Although the term ‘Turnover’ is commonly used (J. Bradley and 

O’Donoghue, 2011; Michael David Hughes and Bartlett, 2002; Lupo et al., 

2009), there are other terms like loss of possession (Amjad et al. 2013), 

dispossession (Spearritt 2013), ball recovery (Hewitt et al. 2016; Barreira, Julio 

Garganta, et al. 2013; Almeida et al. 2013) and (re)gain in/of possession 

(Bradley et al. 2013; Lupo, Condello, et al. 2012) that describe similar events. 

The choice of term depends on the perspective of the performer and turnover 

often implies a loss of possession (Carroll 2013; Lupo et al. 2011). Turnovers 

have the potential to define the start and end of possession and are therefore 

important for defining a play. 

Field hockey has some unique gameplay events that influence possession, e.g. 

Free Hits, Penalty Corners and restarts following an out-of-bounds event 

caused by a defender within the 23 m region. Free Hits are sometimes awarded 

as compensation for a foul (FIH, 2015, Section 12.2). Play is paused, the ball 

must be stationary before play is restarted and opponents cannot interfere 

within 5 m of the restart location (FIH, 2015, Section 13.2). Free Hits affect 

possession when the offensive team commit the foul because the defensive 

team are awarded the Free Hit. Gameplay is also affected when the offensive 

team are awarded the Free Hit because the ball must be stationary and the 

defence must accommodate the 5 m rule into their tactical behaviour. The 
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restarting player may pass to herself or himself to restart play and the ball need 

only be stationary "briefly" (FIH, 2015, p 7). The duration for which gameplay is 

paused varies depending on the tactical intentions of the restarting player. A 

player might continue play immediately with little effect on the trajectories and 

intentions of player. Alternatively, a player might pause and allow for more 

favourable conditions to arise before restarting play. Defining a play that is 

suitable for field hockey must incorporate the potential for Free Hits to allow 

significant changes in player arrangements and tactical intentions. 

Penalty Corners are a method of restarting play from the backline that are only 

awarded for fouls committed within the 23 m region (FIH, 2015, Section 12.3) 

(Figure 2.1).  

 

 

Figure 2.1 A field hockey pitch. A: the goals. X: the locations from which a 
penalty corner can be taken. 

 

Penalty Corner restarts in field hockey have parallels with the corner kick of 

association football. That is to say, teams adopt specialised strategies and 

spatial arrangements to take advantage of the situation (Casal et al. 2015). 

Unlike association football, the Penalty Corner constrains the defensive team by 

only allowing four outfield players to be within their half of the pitch until the ball 

is played (FIH, 2015, Section 13.3). The rules also forbid the offensive team 
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from entering the Circle until the ball is played and require the ball to be played 

out of the Circle before it can be returned for a shot. These rules create a 

gameplay scenario for which teams adopt distinct strategies.  

Laird and Sutherland (2003) found that Penalty Corners usually involve few 

touches or are an immediate shot at goal. Although less common, the ball is 

sometimes returned to normal gameplay as the defensive team return to full 

strength within the 23 m region. Studies have yet to investigate the transition of 

perceived offensive advantage in scenarios where the first shot is not 

successful. Defining a play needs to incorporate this undefined transition 

between this set-piece and open gameplay for it to be useful for field hockey 

analysts. 

The importance of the 23 m line must also be considered when defining a play 

in field hockey. As presented earlier, the rules governing fouls, and thus the 

pausing and restarting of gameplay, change when the offensive team progress 

into the 23 m region. If the ball unintentionally travels over the backline of the 

pitch from a defender, then the game is restarted by the offensive team on the 

23 m line (FIH, 2015, Section 7.4b). The rules governing this restart are the 

same as those for a Free Hit, for example, defenders cannot interfere within 5 m 

of the restart location. The umpire formally restarts gameplay once they are 

satisfied with the restarting location. The effect of these rules is that both teams 

are given time to rearrange themselves. Any offensive advantage from a long 

pass or a breakaway player might be nullified as the defence set up between 

the offence and the goal. The rearrangement associated with a 23 m restart 

defines a scenario distinct from a 23 m intrusion from open play. Any definition 

of a play must handle the different scenarios associated with these two origins 

of a 23 m intrusion. 

 

2.3.1 Theoretical and operational definitions 

The preceding discussion informs a theoretical definition of a play (Table 2.1). 

Associating a play with "purposefully linked movements and actions" reflects 
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Carling et al.'s (2005) definition of tactics that mentions of players' individual 

and collective ways of achieving their overall strategy (Section 2.2).   

 

Table 2.1 Operational definitions of gameplay, possession, and a play. 

Term Definition 

Gameplay The period that a sporting contest is underway. It is the duration 
of a game less stoppage time. 

Possession The portion of gameplay that begins when a team has control of 
the ball and ends when control is lost. 

A play A portion of a possession defined by a sequence of purposefully 
linked movements and actions. 

 

This theoretical definition still requires an associated operational definition for 

performance analysts to apply it appropriately. This section discusses some 

frameworks that could help translate the definition provided in Table 2.1 into a 

practical and applicable definition for performance analysts. Hughes and Franks 

(2005) examined styles of play by defining possessions by the number of 

completed passes in a passing sequence before a turnover. It introduces the 

idea of defining plays based on notational data and addresses some aspects of 

the theoretical definition, i.e. connection with possession and based on a 

sequence of actions. Time is not factored into the framework nor is any other 

gameplay action, which limits investigations to the effects of passing sequences 

of different length. 

James et al. (2004) concluded that the duration of possessions is an important 

factor for distinguishing game outcome and explicitly defined the start and end 

of possession using gameplay actions. This framework (Pollard and Reep, 

1997b) is very practical and allows performance analysts to define a play by 

identifying appropriate gameplay actions. The identifiable action for the start of 

a possession was "a player [gaining] sufficient control over the ball to effect [sic] 

a deliberate influence on its subsequent path" and there was a choice of ending 

actions. Although Pollard and Reep's (2013) framework is practical and 
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definitive, it lacks objectivity - what is "sufficient" control? An alternative to 

defining "sufficient" control is to use indicators with more objectivity. Ito et al. 

(2004) defined four football goalkeeper plays based on the gameplay actions 

that were involved. The kicks, dribbles and catches used by Ito et al. (2004) are 

easily identifiable. Determining easily identifiable gameplay actions might 

therefore be useful for defining a play. Based on the discussions so far, Figure 

2.2 shows a suggested framework for an operational definition of a field hockey 

play, from the perspective of the offensive team. 

 

Turnover (earned) Goal

T u r n o v e r  
( c o n c e d e d )

Positive

Negative

 

Figure 2.2 Schematic of a suggested framework to describe a play. 

 

Presenting plays in a directed graph like Figure 2.2 encourages a reductionist 

but interaction-based approach to defining gameplay performance. Using a 

similar design, Barreira, Garganta, Guimaraes, et al. (2013) used their 

'organizational model of soccer' as a foundation for investigations into ball 

recovery patterns. Barreira, Garganta, Guimaraes, et al.'s  model puts a ball 

recovery event in the bigger picture of offensive gameplay for readers to 

understand its relevance. Similarly, Figure 2.2 succinctly shows the sequences 

between gameplay events in a way that captures the variety of possible plays: 

1. Turnover (earned) - Goal 

2. Turnover (earned) - Turnover (conceded) 

3. Turnover (conceded) - Turnover (earned) 

The framework in Figure 2.2 is basic and provides only one positive outcome 

per starting event. Using a goal as the only positive outcome is not advised 
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because field hockey is a low scoring game (Van Calster et al. 2008). Pollard 

and Reep (2013) included multiple outcomes in their definition of a play 

because of the extreme inequality between plays that end in goals and those 

that do not. Such inequality between outcomes is not desired because it 

provides inadequate information for comparison (Atkinson and Nevill, 2001). 

Pollard and Reep (2013) also considered shots as an outcome event because 

they precede goals but noted that they are also very infrequent. A shot event 

would also require further definition, being described as "successful", "on-

target", "on-goal", "at goal" and "led to goal" in the literature (Abraldes et al. 

2012; Abreu et al. 2012; Alcaraz et al. 2011; Collet 2013; Vila et al. 2011). In 

most cases, insufficient definitions are provided and the reader is left to wonder 

at the difference between them. Furthermore, defining plays based only on 

gameplay events is not ideal because of possible ambiguity about when an 

event happened during a performance. This is especially relevant given James 

et al.'s (2004) conclusion that the duration of possessions is an important factor 

for distinguishing game outcome. An alternative to only using gameplay actions 

is to use spatial distinctions. 

The frameworks discussed thus far have been from the offence's perspective 

but it has already been identified that both teams must be considered when 

investigating tactical performance (Section 2.2). Suzuki and Nishijima (2004, 

2005) proposed a framework that defined defensive plays in football that made 

use of player locations. The framework has three phases: 

1. Delaying attack 

2. Forcing play in one direction 

3. Squeezing the working space of attackers 

The three phases are defined by subjective identification of player behaviour 

and are the basis for the Soccer Defending Skills Scale (Suzuki and Nishijima, 

2004, 2005, 2007). Identifying the moment at which play is forced in a direction 

might differ between observers, even if consensus could eventually be reached. 

A useful characteristic of the Soccer Defending Skills Scale is that it scores 

performance based on the spatio-temporal metrics of distances, angles and 
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tallies of players in a region. For example, the pitch-width spread of players is a 

metric used to score the final phase called 'Squeezing the working space of 

attackers'. Some value of width could objectively define the beginning of this 

phase. 

Depending on the sport, there might be other meaningful spatial measurements 

that could objectively indicate key moments of a play. For example, section 1.1 

introduced and explained the pitch markings on a field hockey pitch. The 23 m 

line and the Circle line mark regions of the pitch that are meaningfully different 

for performance (Figure 1.1). Briefly, some rules differ once players are within 

the region defined by the 23 m line, and only scoring shots from within the 

Circle can be goals. Crossing the 23 m line also means that the offensive teams 

are within the attacking quarter of the pitch. Moving gameplay into these regions 

represents distinct and meaningful progressions of an offensive play. 

Sunderland et al. (2005) took advantage of this and segmented a play into three 

phases using the Circle as a defining location: repossession of the ball, passing 

into the Circle and play within the Circle. This provides a field hockey example 

of how objective measurements of player behaviour can be used to define key 

moments in a play. 

Figure 2.3 suggests framework for an operational definition of a field hockey 

play based on the discussion so far from the perspective of the offensive team. 

The framework is based on identifiable gameplay actions and objective 

indications of player locations that are meaningful and relevant to field hockey. 

It is an improvement on the framework suggested in Figure 2.2 in part because 

it has a higher resolution of gameplay events. 

 

Turnover (earned) 23 m Intrusion Circle Entry Goal

T u r n o v e r  
( c o n c e d e d )

T u r n o v e r  
( c o n c e d e d )

T u r n o v e r  
( c o n c e d e d )

Positive

Negative

 

Figure 2.3 Schematic of a suggested framework to describe a play, based on easily identifiable 
gameplay actions and objective indications of player locations. 
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The most positive complete sequence starts with gaining possession outside 

the 23 m region ('Turnover (earned)' ), followed by an intrusion into the 

opponent's 23 m region ('23 m Intrusion'), followed by an entry into the 

opponent's scoring area ('Circle Entry'), and finishes with 'Goal'. These positive 

events are indicated by rectangles in Figure 2.3. The '23 m Intrusion' and 'Circle 

Entry' events can be defined objectively by the moment the ball crosses the 23 

m line and Circle line, respectively. Additionally, a ’23 m Intrusion’ includes 

gains of possession within the 23 m region, for example, by intercepting a pass 

or stealing the ball. 

The framework in Figure 2.3 is more complicated than the framework in Figure 

2.2 but still does not consider the variety of possible outcomes at each phase of 

a play. These other outcomes include the gameplay actions alluded to earlier 

like Free Hits, Penalty Corners and restarts of play after the ball crosses the 

backline from a defender. These gameplay events indicate a disruption in play 

but are not necessarily negative outcomes. These other outcomes are partially 

positive outcomes (Figure 2.4). Diedrick and van Rooyen (2011) used a similar 

paradigm when they divided rugby line-breaks into those that resulted in a try 

(positive), those where possession was lost (negative), and those where there 

was no try but possession was maintained (partially positive). 

 

 

Figure 2.4 Schematics of a suggested framework to describe a play, which includes positive, 
negative and partially positive outcomes. 

 

Turnover (earned) 23 m Intrusion Circle Entry Goal

T u r n o v e r  
( c o n c e d e d )

‘O ther ’

T u r n o v e r  
( c o n c e d e d )

‘O ther ’

T u r n o v e r  
( c o n c e d e d )

Positive

Negative

Partially 
positive



15 
 

Figure 2.4 suggests a schematic that could operationally define both a 

possession and a play, as per the theoretical definitions in Table 2.1. Under this 

framework, possessions start with a 'Turnover (earned)' and continue until a 

'Turnover (conceded)' or 'Goal' happen. Possessions can therefore be of four 

different lengths that distinguish the progression of the offensive team: 

1. Turnover (earned) - Turnover (conceded) 

2. Turnover (earned) - 23 m Intrusion - Turnover (conceded) 

3. Turnover (earned) - 23 m Intrusion - Circle Entry - Turnover (conceded) 

4. Turnover (earned) - 23 m Intrusion - Circle Entry - Goal 

Within these possessions, a number of plays can be defined by following the 

paths between the nodes of the graph. These plays can be defined by starting 

at any node in the schematic and following the arrows until a 'Turnover 

(conceded)' or 'Goal' are reached. The most desirable play from the offence's 

perspective is 'Turnover (earned)' - '23 m Intrusion' - 'Circle Entry' - 'Goal' but a 

real-life play might involve some cycles in and out of the 23 m region.  

Although derived from the behaviour of the offensive team, the framework 

allows defensive plays to be defined, which have had little attention in the 

literature to date (Wheeler et al. 2013). For example, analysts can investigate 

the behaviour of the defensive team during the portion of gameplay between an 

attacker intruding into the 23 m region and entering the Circle. This definition of 

a play could be represented by the second and third phases of Suzuki and 

Nishijima's (2004, 2005, 2007) defensive framework but with improved 

objectivity of the start and end events. 

 

2.3.2 Conclusion 

A play represents a unit of tactical investigation on which to focus but it is not 

well-defined in the literature. A definition appropriate for field hockey must 

account for general considerations of tactical performance and specific 
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considerations relating to the rules of the sport. The definition should also be 

operationally defined so that it can be unambiguously applied. 

Discussion informed a theoretical definition of a play as it related to field 

hockey. The theoretical definition informed further discussion about frameworks 

that help operationally define a play based on the expected events of the game 

(Figure 2.4). Error associated with the subjective identification of the events can 

be reduced by defining them using objective measurements of player locations. 

 

2.4 Measuring player location 

Kelley, Higham and Wheat (2016) reviewed methods used to determine player 

locations and grouped them under four headings: 

1. Electromagnetic tracking  

2. Inertial sensors 

3. Signal propagation sensing  

4. Vision-based systems 

Electromagnetic tracking systems are not appropriate for measuring player 

locations in field sports because they are limited range of 1.5 - 9 m. Inertial 

sensors are not accurate for location measurements because they are designed 

to measure accelerations and orientations. Errors are exacerbated by the data 

transformation procedures required to obtain location data. 

The most popular signal propagation sensing system used in sports 

performance analysis is Global Positioning System (GPS). GPS uses time-of-

flight measurements from multiple orbiting satellites to determine location by 

trilateration. GPS is not useful for large stadia or indoor sports because a line-

of-sight is required from satellite to GPS unit (Abidin 2010). Although GPS 

demonstrates good accuracy and repeatability up to moderate speeds (Coutts 

and Duffield, 2010; MacLeod et al., 2009; Wu et al., 2007), it requires players to 

wear sensors. This makes GPS and any other sensor-based systems unusable 
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in competition environments where sensors are banned. The requirement for 

sensors also makes sensor-based systems unusable if the locations of the 

opposition are of interest, unless data-sharing arrangements are made between 

opponents. Kelley, Higham and Wheat (2016) conclude that vision-based 

systems are currently the only option for non-invasive tracking of player 

location. 

 

2.4.1 Vision-based systems 

Vision-based systems track objects using one or more cameras. The location of 

the player in an image is found automatically or with user input and a mapping 

function translates the image coordinates to real-world coordinates. Some 

vision-based systems like Vicon® (Vicon 2016) and MotionAnalysis® 

(MotionAnalysis 2016) track reflective markers. The need for additional markers 

makes these systems unusable for the same reason that sensor-based systems 

are not usable. 

Both single- and multi-camera systems exist. Multi-camera systems allow for 

the three-dimensional location of objects to be measured provided the object 

can be seen in two cameras' views at the same time (Choppin et al. 2007). 

Standard single-camera systems can only provide two-dimensional, planar 

measurements of location (Walton 1981; Mauthner et al. 2008; Dunn 2014). 

The relatively new introduction of depth cameras has made it possible to 

measure three-dimensional location with one camera, but cameras have limited 

range and the method is still in its infancy (Choppin and Wheat, 2013). 

Single cameras have limited fields of view so multiple cameras can be used to 

cover a large area of interest (Bialkowski et al. 2013). Companies like 

ProZone® (ProZone 2016) and SportUV® (SportUV 2016) provide data on 

player locations and gameplay events using 8- and 6-camera systems, 

respectively. These systems require permanent installations in large or covered 

stadia. Field hockey stadia are neither large nor covered and have not attracted 

sufficient commercial attention for investment in these kinds of permanent 

installations. The solution for single-camera systems is to use a wide-angle lens 
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(see Konarski (2010) for example in field hockey). These lenses increase the 

angle of view but require the image to be undistorted through post-processing. 

 

2.4.2 Measuring player location 

Once images of player performance are collected, the next concern is 

appropriately selecting the location of a player in an image. Obtaining location 

data from vision-based systems can be automated, semi-automated or manual. 

Automated and semi-automated methods use image-processing algorithms to 

track an object of interest but current vision-based systems are not reliable 

enough to provide fully automated tracking in multi-person sporting 

environments (Bialkowski et al., 2013). Semi-automated systems, like SAGIT 

(Perš et al. 2002), require a user to initialise tracking and supervise the tracking 

process. 

Manual systems require the user to specify the location of the player in every 

frame of the video. Low-resolution estimates 'tag' players in regions of the pitch 

(Sunderland et al. 2005; Barreira, Júlio Garganta, et al. 2013; Clemente et al. 

2013). Higher-resolution methods reconstruct player locations in metres based 

on coordinates of players in an image (Clemente et al. 2012; Ricardo Duarte et 

al. 2010). To do this, a distribution of known locations in the field of view are 

chosen and their corresponding locations in a video image are selected (Figure 

2.5). The known locations define a plane upon which future points of interest lie. 

A planar Direct Linear Transformation (Abdel-Aziz and Karara, 1971; Walton, 

1981) models a mapping function that reconstructs the selected image 

coordinates onto the real-world plane. Using this mapping function, any 

subsequent points from the image's (𝑢, 𝑣)-coordinate system can be mapped to 

the pitch's (𝑥, 𝑦)-coordinate system. 
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Figure 2.5 Top: Schematic of known locations in the pitch's (𝑥, 𝑦)-coordinate system. 

Bottom: Selection of locations in the image's (𝑢, 𝑣)-coordinate system 

 

The points of interest are the locations of the players and ball. Many studies do 

not define the digitised point that is used to represent the player (Konarski 2010; 

Clemente et al. 2012; Folgado et al. 2012) but the gold standard for 

representing a person as a single point is the player's centre of mass (Sewell et 

al. 2013). Calculating a person's centre of mass is non-trivial and requires 

special equipment to measure the inertial parameters of body segments 

(Eames et al. 1999). Therefore, the centre of mass is typically estimated from 

the video image.  

Image removed due to copyright 
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The issue that arises is that a player’s centre of mass is above the pitch surface 

but player locations are considered as if they are on the pitch surface. A 

projection of the centre of mass to the pitch surface is therefore required. 

Unless the centre of mass is estimated from a bird’s-eye view, the projection is 

likely to cause error in the pitch surface location of the player. This is known as 

out-of-plane error (Mauthner et al. 2008). 

 

2.4.3 Out-of-plane error 

Out-of-plane error is an error in a location measurement caused by the 

projection of a point to a calibrated plane. An analogy is to consider your 

shadow as the sun varies its position in the sky. Your shadow represents your 

location best when the sun is directly above because your shadow is directly 

beneath you. At any other angle, only your feet will still represent your location 

well because they are on the ground. Any portion of your body above the 

ground will cast a shadow that projects away from your location. 

Figure 2.6 illustrates how a point digitised out-of-plane leads to an error in the 

reconstructed location, where out-of-plane means some non-zero value for the 

height coordinate. This error is exacerbated with non-perpendicular camera 

angles, just like the analogy with the sun and the shadow (Hinrichs et al. 2005).  

 

 

Figure 2.6 Reconstruction error. The digitised point (red dot) does not lie on the calibrated 

plane, 𝑎𝑏𝑐𝑑. Point (𝑥1, 𝑦1) is the actual location of the player. Point (𝑥2, 𝑦2) is the erroneously 
reconstructed location of the player. 
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Dunn (2014) used an elevated plane to reduce out-of-plane error in automatic 

tracking of tennis players (Figure 2.7). Dunn (2014) assumed that players' 

centre of mass would be at net height for the majority of gameplay. Creating a 

calibrated plane at this height minimises projection errors, under this 

assumption. Elevating the plane required access to the tennis court to collect 

images of a calibration object at the appropriate height. Access to the playing 

surface is not always possible and the height of players' centre of mass might 

have large variance. An alternative method is to translate the point of interest 

perpendicularly to the calibrated plane (Figure 2.8). 

 

 

 

Figure 2.7 Elevating the calibrated plane to mitigate against out-of-plane error. The blue dot is 
the player's estimated centre of mass. The red dot is the resulting estimate of player location. 
The calibrated plane is elevated to a height that will minimise the average projection error. The 
dotted-red line represents the projection of the centre of mass to the elevated pitch surface, 
𝑒𝑓𝑔ℎ. 
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Figure 2.8 Translating the estimated centre of mass to the calibrated plane to mitigate against 
out-of-plane error. The blue dot is the player's estimated centre of mass. The red dot is the 
resulting estimate of player location. The dotted-red line represents the subjective translation of 
the centre of mass to the pitch surface, 𝑎𝑏𝑐𝑑. 

 

Translating the point of interest perpendicularly to the calibrated plane requires 

subjective estimation, which is subject to random error (Glazier and Irwin, 

2001). It is common to use the mid-point between the feet of the player as a 

representation of the translation of the player's centre of mass onto the ground 

(Ricardo Duarte et al. 2010; R Duarte et al. 2010; Headrick et al. 2012). This 

rationale is only valid when the player's mass is evenly distributed between their 

feet (which is only likely during quiet standing). During locomotion the mid-point 

between the feet only represents the translation of the centre of mass onto the 

ground for a fraction of the stance phase. Serrano, Shahidian and Fernandes 

(2014) quoted a mean absolute difference of 0.70±0.29 m when compared with 

a GPS worn on a player's back during a 273 m course. The 1 m accuracy of this 

definition is practically useful given the radius of influence around a player. 

Manually digitising the point between a player's feet might therefore be a 

sufficiently accurate and practical method. 
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2.4.4 Conclusion 

The field hockey environment limits the methods of obtaining player location 

data. Vision-based methods are the only option to non-invasively obtain location 

data of players from both teams (Kelley et al. 2016). A single-camera system 

with a wide-angle lens provides an adequate solution that minimises equipment 

demands and disruption to the running of competitive events. 

Single-camera systems can only estimate planar location of players and suffer 

from out-of-plane error. Where an elevated plane cannot be used, the errors 

can be reduced by subjectively estimating the point at which the downward 

projection of the player's centre of mass intersects the calibrated plane. This 

manual digitisation is the industry standard for obtaining player location from 

video of sporting performances. Automatic and semi-automatic methods have 

been developed but are not always available or sufficiently accurate (Bialkowski 

et al. 2013). Manual methods are practical and demonstrate sufficient accuracy. 

 

2.5 Spatio-temporal metrics 

Spatio-temporal metrics use information about player locations through time 

(Gudmundsson and Horton, 2016) to investigate tactical performance 

(Memmert et al. 2017). Spatio-temporal metrics use this data to define 

locations, distances, angles, areas, speeds, player distributions, and timings of 

and durations of events. These metrics are thought to capture the individual and 

collective behaviour of teams, but are seldom used to investigate tactical 

performance in field hockey (Section 1.1). Spatio-temporal metrics are widely 

used in sports like field hockey. Insights into potentially appropriate metrics can 

be gained by reviewing the metrics used in the literature associated with these 

similar sports. Therefore, a definition of what constitutes a similar sport is 

required. 
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2.5.1 Invasion game sports 

Many taxonomies can be used to classify sports and the choice of taxonomy will 

depend on the interest of the analyst. If the intensity of gameplay is the focus of 

investigations then Mitchell, Haskell, Snell and Van Camp (2005) provide a 

scheme for classifying sports based on the physiological demands of sports' 

static and dynamic components. In comparison, Read and Edwards' (1997) 

taxonomy group sports according to tactical concepts and gameplay skills.  

In Read and Edwards' (1997) taxonomy, a group called ‘invasion games’ 

includes sports characterised by two teams attempting to score against their 

opponent by invading their opponent's territory. This level of grouping deals with 

tactical similarities. Invasion games can be further divided based on gameplay 

skills, specifically, their method of scoring (Figure 2.9). The spatio-temporal 

metrics used by an invasion game sport are likely to be relevant for 

investigating tactical performance in other invasion game sports because they 

are tactically similar.  

 

Invasion Games

Try-scoring 
games

Goal-striking 
games

Goal-throwing 
games

· Basketball
· Handball
· Lacrosse
· Netball

· Rugby union
· Rugby league
· American football

· Hockey sports
· Football sports

 

Figure 2.9 Invasion game sports with examples, as per Read and Edwards' (1997) taxonomy 
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2.5.2 Metric types 

There are thousands of spatio-temporal metrics that could be defined 

depending on the spatio-temporal data that is available. The following 

paragraphs group them into eight types and provide a brief description. Table 

2.2 provides a generalised summary of the spatio-temporal metrics typically 

used to analyse tactical performance in invasion game sports. 
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Table 2.2 Spatio-temporal metrics found in the literature relating to invasion game sports. 

Type Definition Examples metrics Example study 

Location The pitch/court location of players, 
player groups, the playing object or 
points of interest. 

Location of turnover (i.e. where possession was 
gained/lost) 

(Stöckl and Morgan, 2013) 

 Location of gameplay action, e.g. shot, pass. (Albinsson and Andersson, 2008) 
 Location of group / Centroid (Sampaio et al. 2014) 
 Location of player (Duarte et al. 2012) 
 Location of the playing object (Bruno Travassos et al. 2012) 
 Location of predicted interception point (Vilar et al. 2013) 

Time A moment during gameplay when an 
event occurred, or a period between 
events. 

Timestamp of gameplay event (Nevo and Ritov, 2013) 
 Duration of gameplay action (Platanou 2004) 
 Duration between gameplay events (Meyer et al. 2006) 
 Duration of gameplay spent in-play (James et al. 2004) 
 Duration of gameplay spent out-of-play (Ito et al. 2004) 
 Duration of possession (Kan et al. 2004) 
 Duration of attacking plays (Platanou 2004) 
 Time to ball contact (B. Travassos et al. 2012) 
 Time to ball interception (B. Travassos et al. 2012) 
  Time to player collision (Davids et al. 2013) 

Distance The difference between location 
metrics. 

Inter-player distance (B. Travassos et al. 2012) 
 Inter-group distance / Centroid distance (Folgado et al. 2012) 
 Pass distance (Travassos et al. 2013) 

Speed The rate of change of location metrics. Speed of players (Kan et al. 2004) 
 Speed of the playing object (Kan et al. 2004) 
  Predicted speed for successful intercept (Vilar et al. 2013) 

Angle The angle between three locations or 
two vectors. 

Angle between player-goal centre vector and the baseline (Dawson et al. 2004) 
 Angle between attacker-defender vector and backline (Passos et al. 2013) 
 Angle between group centroid, goal centre and mid-line of 

the pitch/court 
(Bruno Travassos et al. 2012) 
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Table 2.2 continued Spatio-temporal metrics found in the literature relating to invasion game sports. 

Type Definition Examples metrics Example study 

Angle The angle between three locations or 
two vectors. 

Angle between the ball, goal centre and mild-line of the 
pitch/court 

(Bruno Travassos et al. 2012) 

  Angle between a player, goal centre and mid-line of the 
pitch/court 

(Vilar, Araújo, Davids and Travassos, 2012) 

 Angle between attack, defender and goal centre (Vilar, Araújo, Davids and Button, 2012) 
 Angle between the player vectors before and after an 

evasive manoeuvre  
(Wheeler et al. 2010) 

 Angle between the player vector after an evasive 
manoeuvre and the mid-line of the pitch/court 

(Wheeler et al. 2010) 

Spread The dispersion of groups of players. Stretch index (Bartlett et al. 2012) 
 Frobenius norm (Moura et al. 2012) 
 Group length (Castellano et al. 2013) 
 Group width (Castellano et al. 2013) 
 Major range (Yue et al. 2008) 
 Compactness / Playing area (Okihara et al. 2004) 

Area Portions of the pitch/court associated 
with a player or group of players. 

Surface area / Convex hull (Frencken et al. 2011) 
 Effective Area of Play (Clemente et al. 2012) 
 Individual playing area (Zubillaga et al. 2013) 
 Dominant region (Taki and Hasegawa, 2000) 
 Voronoi area (Fonseca et al. 2012) 

Context Descriptions of gameplay scenarios 
based on player distributions. 

Procrustes fit (Jäger and Schöllhorn, 2012) 
 Player density (Clemente et al. 2012) 
 Player distribution (Couceiro et al. 2014) 
 Field side changes (Pratas et al. 2012) 
 Penetration principle metric (Clemente et al., 2014) 
  Offensive unit metric (Clemente et al., 2014) 
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Location 

Location-type metrics refer to the location of players on the pitch. They are the 

simplest metric type and form the basis for more complex metrics. Individual 

player locations inform group centroids, which are the average location of 

players (Frencken et al. 2011). Figure 2.10 shows a team centroid but a group 

can be any collection of two or more players (Gonçalves et al. 2014). The 

locations of gameplay actions like shots (Abdel-Hakim 2014; Abreu et al. 2012; 

Alcaraz et al. 2012; Connelly 2013) and passes (Albinsson and Andersson, 

2008; Barros et al., 2006; Cotta et al., 2013) are often measured and teams 

have been distinguished by the locations that their plays begin and end 

(Gómez, Prieto, et al. 2013). 

 

 

Figure 2.10 Example location-type metrics: Location (𝑥𝑏 , 𝑦𝑏) indicates the location of the ball 

(black filled circle); Location (𝑥𝑝 , 𝑦𝑝) indicates the location of a player; Location (𝑥𝑐𝑒𝑛𝑡 , 𝑦𝑐𝑒𝑛𝑡) 

indicates the location of the red team's centroid (red cross). 

 

Time 

Time type metrics refer to a moment during gameplay when an event occurred 

or refer to a period between events. Like location type metrics, they are 

fundamental to metrics that are more complex. Time is often considered as a 

categorical variable to partition data, for example, metrics are presented as 

summaries over the duration of a game period (Kan et al. 2004). Nevo and 
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Ritov (2013) are an example of a rare case when the time of the event is used 

as a continuous, interval variable. Nevo and Ritov (2013) used survival analysis 

to inform a time-dependent model to estimate the likelihood of a second goal 

when the time of the first goal is known. Stevenson & Brewer (2017) also show 

an example of using survival analysis to model the progress of batting ability 

through a cricket Test Match. Survival analysis has similarly been used to 

investigate the relationship between subsequent substitutions (Del Corral et al. 

2008). Such methods lend themselves to modelling the time-dependent 

relationship between the gameplay events of a play. 

Durations are commonly used when investigating playing intensities (Lago et al. 

2010). The duration of gameplay actions are rarely investigated (Platanou 

2004), presumably because many gameplay actions are momentary, e.g. kick, 

block or score. Where gameplay actions do take appreciable time, like a pass, 

other metric types are preferred. In the case of passes, distances are measured 

most often (Michael David Hughes and Bartlett, 2002; Bruno Travassos et al., 

2013). 

Durations of possessions and periods of gameplay are of tactical interest 

(Escalante et al., 2011; Mike D Hughes and Churchill, 2004; Jones et al., 2004). 

Investigations have characterised playing styles and modelled player 

behaviours using durations of in-play gameplay (James et al. 2004; Nevill et al. 

2008), out-of-play gameplay (Eaves and Evers, 2007; Ito et al., 2004), attacking 

plays (Janković et al. 2011; Lupo et al. 2009; Platanou 2004; Pratas et al. 

2012), and periods in between specific gameplay events (Meyer et al. 2006). 

Time has also been an outcome metric for studies into player coordination, e.g. 

duration spent in and out of phase (Folgado et al. 2014). These studies inform 

tactical actions by relating player locations to predictions, e.g. the time until 

defender-attacker collision (Davids et al. 2013), time to ball contact and 

defender's interception (B. Travassos et al. 2012; Vilar et al. 2013). 

 

Distance 
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Distance type metrics refer to the difference in locations (Figure 2.11). They are 

often specified as pitch-width, pitch-length and Euclidean distances. Metrics like 

the distance from the goal have been associated with the chances of scoring 

(Ensum et al. 2004). Vilar et al. (2014) analysed relative phases of inter-player 

distances to support previously held defensive ideas of marking and closing 

space. 

 

 

Figure 2.11 Example distance metrics: Euclidean inter-player distance, 𝑑𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛, and axial 

inter-player distance, {𝑑𝑥 , 𝑑𝑦}. 

 

Speed 

Speed type metrics refer to the rate of change of locations. They are more 

frequently used as measures of playing intensity to inform training (Lidor and 

Ziv, 2015). Velocities required of a player to successfully intercept a have been 

associated with the outcomes of plays. (Vilar et al. 2013). 

 

Angle 

Angle type metrics refer to the angle between two vectors that share a point 

(Figure 2.12). The advantage of angles is that they incorporate information 

about player location in both axes. While investigating synchrony of attacker-
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defender interactions in basketball, Esteves et al. (2012) linked the angle of an 

attacker to baseline with their handedness. Different player coordination modes 

were attributed to the attacker’s proximity to the baseline and each side of the 

court. It was suggested that the angle metric indicated the constraints of 

defender pressure and dribbling with preferred and non-preferred hands. 

 

 

Figure 2.12 Example angle metrics: 𝜃1 is a Goal line-Goal centre-Player angle; 𝜃2 is a Goal-
Nearest Opponent-Player angle for the red player. 

 

Spread 

Spread type metrics refer to how dispersed or spread-out groups of players are 

(Figure 2.13). Like distance type metrics, they are often specified as pitch-width, 

pitch-length and Euclidean distances. The court-length dispersion of basketball 

teams has shown an attraction to in-phase modes with no such attraction for the 

court-width dispersion (Bourbousson et al. 2010a), suggesting that teams seek 

to match longitudinal spread but in a variety of latitudinal formations. 
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Figure 2.13 Example spread metric, the Radial Stretch Index is the arithmetic mean of the 
distances (black lines) between players and their centroid (red cross). 

 

Area 

Area type metrics refer to portions of the pitch associated with a player or group 

of players (Figure 2.14). They include the surface area of a group of players 

(Bourbousson et al. 2010a) and Voronoi areas (Fonseca et al. 2012). Voronoi 

areas segment the pitch into cells that contain the space closest to a given 

player. Dominant regions are a version of Voronoi areas that replace the 

distance function with a time function based on the instantaneous velocity of a 

player (Taki and Hasegawa, 2000). 
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Figure 2.14 Example area metric: the blue team's Voronoi areas. 

 

Context 

Context type metrics refer to variables that describe a gameplay scenario. 

Some of these metrics describe the entire play while others describe the context 

of specific gameplay events. For example, the chances of scoring are inversely 

proportional to the number of players between the shooter and the goal (Ensum 

et al. 2004) and this can be measured by counting the number of players in the 

region. A whole-play example is the offensive unit metric (Clemente, Martins, et 

al. 2014b). This metric compares the locations of players at the start and end of 

a play to indicate whether at least half of the team moved in synchrony with the 

ball. The metric was one of three developed to measure tactical principles 

suggested by da Costa et al. (2009). 

 

2.5.3 Metric specifications 

Teams 

The behaviour of both teams is of interest when investigating tactics because of 

the inherent cooperative and adversarial interactions (Section 2.2). Almost all 

metrics can be specified to a team, e.g. the number of attacking and defending 

players within the Circle. 



34 
 

Specifying the team has important implications for how some metrics are 

computed. The most noteworthy effect relates to a team centroid, which is the 

arithmetic mean location of a team's players. Before Clemente et al. (2013), 

team centroids tended not to include the goalkeeper in the calculations. 

Including the goalkeeper would draw the centroid back towards the goalkeeper 

because they tend to stay at their end of the pitch. This effect would be 

particularly noticeable in field hockey because the rules dictate that the 

goalkeeper cannot travel farther than 23 m from their goal line. When 

considering the computation of defensive team centroids, however, Clemente et 

al. (2013) argues that the goalkeeper should be included because of their 

implicit role in the defensive phases of gameplay. Including the offensive team's 

goalkeeper in centroid calculations would unrepresentatively pull the offensive 

team centroid back because team's often move forward together. Not including 

the defensive team's goalkeeper in centroid calculations would ignore their 

important role during intrusions. It might therefore be advisable to consider the 

goalkeeper for the defensive centroid only. 

 

Player groups 

Some metrics require the players be grouped into roles, specifically, defenders, 

midfielders and forwards. Exemplar metrics are the Defensive Play Area metrics 

(Clemente et al., 2015). The Defensive Play Area is composed of four regions 

defined by the roles of the players. For example, the backward region is defined 

by the space between defenders and the goalkeeper, while the first-half-middle 

region is defined by the space between the defenders and the midfielders. 

Several methods have been suggested for assigning these required player 

roles.  

Roles can be assigned based on prior information about players' expected 

tactical function. Abdelkrim et al. (2007) took advantage of the traditional roles 

that players assume in basketball. From an offensive perspective, a 

characteristic of basketball is the use of set plays that traditionally involve 

guards, forwards and a centre based on their relative distance from the net 

(Krause and Pim, 2002). Basketball players will often categorise themselves 
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with a specific role and will train for that role. An extreme example of such role 

specificity is in American football where players are assigned a specific role and 

assigned to either the offensive or the defensive team (American Football 

Coaches Association 2000b; American Football Coaches Association 2000a). In 

contrast, association football has a more open-play style so teams tend to use 

formations to assign roles to players. Players can be assigned pitch-length 

labels such as defenders, midfielders or forwards/strikers and pitch-width labels 

such as centre or left and right wing (Orejan 2011). 

Abdelkrim et al. (2007) assumes that the behaviour of a player will stay true to 

their assigned role throughout the game. In a study investigating physiological 

demands of specific player positions in associated football, Gonçalves et al. 

(2014) state that they asked players to assume the standard behaviour of their 

positional role. This request is perhaps indicative of an understanding that 

player behaviour is indeed dynamic and not faithfully reflected by pre-defined 

tactical roles. Clemente et al. (2015) suggest that the demands placed upon a 

player will change throughout the game and proposed the idea of a tactical 

location or tactical mission (Clemente et al., 2014). A player's tactical location 

should reflect the momentary tactical role of a player based on their absolute 

location on the pitch and relative location to other players. 

Lucey et al. (2013) supplemented prior information of team formation with 

Clemente et al.'s (2015) idea of the tactical location. Based on players' relative 

location to teammates, players were assigned a role from a set list that was 

based on a pre-determined team formation. This assignment method allowed 

for players who might momentarily assume a tactical role that they typically 

would not, e.g. a defensive wing player assuming a central role because the 

defensive centre player has been pulled wide.  

The drawback of all methods listed so far is that they assume a team formation 

and that the team endeavours to be true to the formation. Using team 

formations is a style of play along with many others, which teams may or may 

not use. An alternative is to base the assignment of player roles purely on the 

location of the players. Two methods stand out in the literature based on 

players' absolute or relative location on the pitch. The first, based on absolute 

location, assigns player roles according to the region of the pitch where that 
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player conducted most of their actions during a game (Di Salvo et al. 2007). 

This method can be interpreted as a typical tactical location under Clemente et 

al. (2015). This might be appropriate if the scale of investigation is games or 

tournaments but it does not allow for play-by-play differences in players' 

performance. It also assumes that the entire pitch is in use by the team, which 

might not be true if, for example, the team strategy is to press high up the pitch. 

In this scenario, many players might be assigned roles that are more forward 

than expected because the majority of gameplay is biased to one end of the 

pitch. 

Clemente et al. (2015) propose a method based on the relative location of 

players on the pitch. Arising from the notion of a tactical location, players are 

assigned roles based on their relative distance from the rearmost player to the 

foremost player, also known as team length (Figure 2.15). Defenders are any 

outfield players that lie within 50% of the team length from the rearmost player, 

midfielders lie within 50% and 75% of the team length from the rearmost player, 

and forwards lie within 75% to 100% of the team length from the rearmost 

player. Like Lucey et al. (2013), this method allows player roles to be dynamic 

throughout the game. To its advantage, it does not require prior information 

about a team formation but it does lack the pitch-width information about the 

player that Lucey et al.'s (2013) method provides, i.e. centre or wing player. 

Other advantages of Clemente et al.'s (2015) method are that it does not 

assume players have only one role, as in Abdelkrim et al. (2007) and Gonçalves 

et al. (2014) methods, and although bounded by the rearmost player, it does not 

assume that the entire pitch is in use at all times, as in Di Salvo et al.'s (2007) 

method.  
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Figure 2.15 Clemente et al.'s (2015, Figure 2) schematic indicating the assignment of roles 
based on relative player location. 

 

It is important to note that using the Clemente et al. (2015) method can result in 

there being no members of a specific player group. For example, if all attacking 

outfield players are near the defensive team's end of the pitch, then it is 

possible that all are classified as forwards because the goalkeeper is 

considered when deciding the rearmost player. Although the rearmost of the 

outfield players will have the responsibility to defend should the ball change 

possession, Clemente et al. (2015) argue that all players are behaving as 

forwards in this case so the assignment is valid. 

 

Pitch dimensions 

Many metrics can be specified as pitch-width, pitch-length, Euclidean or radial. 

The stretch index metric provides a good example. The radial stretch index is 

the arithmetic mean of Euclidean distances from each player to centroid of 

those players. These Euclidean distances radiate out from the centroid location 

providing a radial measure of spread (Figure 2.13). The Euclidean distances 

can also be decomposed into their axial components to provide pitch-width and 

pitch-length measures of spread (Figure 2.16). 

 

Image removed due to copyright 
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Figure 2.16 Illustration of the pitch-width Axial Stretch Index. The red cross is the team's 
centroid. Solid vertical lines indicate the pitch-width components of the team's Axial Stretch 
Index.  

 

Weighting to ball proximity 

It was previously noted that goalkeepers can adversely affect team centroids 

because they tend to stay around their end of the pitch. One solution posed by 

Clemente et al. (2013) was to only include goalkeepers in the computation of 

the defensive team's centroid. Another solution by Clemente et al. (2013) was to 

weight the centroid location according to players' proximity to the ball. The 

rationale behind this idea is that the ball represents the locus of play and 

players further from the ball have less of an effect on the game than those that 

are closer. Clemente et al.'s (2013) player weights, 𝑤𝑖, are calculated as 

 

𝑤𝑖 = 1 −
√(𝑥𝑖 − 𝑥𝑏)2 + (𝑦𝑖 − 𝑦𝑏)2

𝑑𝑚𝑎𝑥
 [2.1] 

 

where (𝑥𝑖, 𝑦𝑖) describes the location of a player, (𝑥𝑏 , 𝑦𝑏) describes the location 

of the ball and 𝑑𝑚𝑎𝑥 is the maximum Euclidean distance from a player to the 

ball. These weights are only applied to centroids and stretch indices (Clemente 

et al. 2013) but centroids  and stretch indices are the foundations for many 

metrics, e.g. differences between group centroids (Frencken et al. 2012). 
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Summary statistics 

Summary statistics are used to describe groups of data succinctly. For every 

metric that refers to a player, an average, maximum and minimum can be 

computed. Sometimes the summary statistic version of a metric would be of the 

same metric type, e.g. median and arithmetic mean distances of players to the 

ball are both distance type metrics. Other times, the summary statistic versions 

of a metric could be a different metric type, e.g. distances between pairs of 

players on a team are distance type metrics but the arithmetic mean inter-player 

distance for a team is a spread type metric. 

 

2.5.4 Constraints on the use of some spatio-temporal metrics 

Not all of the metrics found in the review can be applied in all cases. Collecting 

player locations continuously or discretely constrains options. For example, 

relative phase metrics can indicate coordination by measuring the degree to 

which two signals are in-phase (Stergiou 2004). The analysis requires a 

continuous stream of data. Authors have applied this and other coordination 

analyses to investigate how teams coordinate their relative expansion and 

contraction (Sampaio and Maçãs, 2012) and how players’ locations coordinate 

with the location of the ball (Travassos et al. 2011). Similarly, entropy based 

metrics measure the variability within a time-series and require portions of time-

series data to be compared.  

Another constraint of some metrics is the unit of performance. Section 2.3 

suggested a play as the unit of performance. Metrics like the coefficient of 

determination and the coefficient of variation (Duarte et al. 2013) are the result 

of analyses that would summarise the dataset and represent all plays rather 

than individual plays. 
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2.5.5 Conclusion 

There are potentially thousands of spatio-temporal metrics than can be 

computed. For example, consider a tactical investigation using the stretch index 

metric. The number of metrics doubles if both teams are considered, triples 

again if player groups are considered, triples again if radial and axial variations 

are used, and is multiplied proportionally to the number of events of interest if a 

discrete analysis is conducted. It is easy to see how the number of spatio-

temporal metrics increases as more players and perspectives are considered. 

Without prior knowledge of the useful variants of metrics, all must be considered 

as inputs in an analysis because all metrics have the potential to distinguish 

outcomes. Several analysis methods can help to indicate the importance of the 

inputs, and some are specifically designed for the task. The following section 

reviews some of these methods with respect to the current project. 

 

2.6 Analysing spatio-temporal metrics 

The previous section presented the multitude of spatio-temporal metrics that 

can describe tactical behaviour in sports similar to field hockey. Some measure 

the collective behaviour of player groups. These metrics of collective behaviour 

include, for example, the total area covered by a team and the pitch-width 

spread of midfielders. Most, however, measure momentary behaviour of 

individuals, like instantaneous location, distance to nearest opponent and angle 

to the goal line. Performance analysts’ resources are limited so they want to 

determine which metrics relate to the outcomes of plays most strongly. The 

choice of metrics will focus the evaluation and monitoring of performance. 

There are a wide variety of methods available to performance analysts to 

investigate the relationship between the metrics and performance outcome 

(Gudmundsson and Horton, 2016; Gudmundsson and Wolle, 2014). This 

section reviews some of the methods already used in sports performance 

analysis as well as others that might be applicable. 

The methods are designed to evaluate the importance of inputs based on their 

relationship with an outcome variable. Most methods are designed to 
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accommodate only a small number of inputs. The methods discussed toward 

the end of the section are particularly well suited to the situation where there are 

many inputs. 

It is assumed in the following discussions that the outcome variable of interest is 

categorical with at least two categories. This is to focus discussions on methods 

that can be applied the operational definition of a play provided in Section 2.3. 

An outcome variable with at least two categories can accommodate pair-wise 

comparisons, if not a comparison between all categories. 

 

2.6.1 Univariate methods 

The simplest relationship to investigate is between a single input and the 

outcome variable. Hereafter, the term ‘univariate’ is used when referring to 

methods that consider a single input, also known as an independent variable. 

Users of these methods are interested in finding individual ‘key performance 

indicators’ to guide training and competitive performance. Univariate methods 

focus on individual variables at the expense of not controlling for covariates in 

the model or during interpretation. They are therefore better suited to inputs that 

consider information about many factors of interest. The spatio-temporal metrics 

of collective behaviour, like average distance to goal or area of defenders, are 

good candidates because they summarise information about multiple players 

(Clemente et al., 2014; Gréhaigne and Godbout, 2013; Yue et al., 2008). 

Tests of statistical significance ask whether zero is contained within the 

uncertainty in the true value of a difference between groups (Hopkins et al. 

2009). They provide a probabilistic indication that groups differ with respect to 

some input. Important inputs can be selected based on this indication, usually 

when the level of significance is 𝛼 = 0.05. For example, Student’s paired and 

unpaired t-test have been used to indicate important inputs in futsal (Abdel-

Hakim 2014), basketball (Gómez et al. 2006) and association football 

(Rampinini et al. 2009). 

A statistically significant variable is not necessarily a good predictive variable 

(Lo et al. 2015). The assignment of significance based on a harsh threshold is 
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often criticised because it is a rarely critiqued, persistent, arbitrary value (Kirk 

1996) that can be achieved simply by careful research design and lacks a 

robust theoretical capacity to indicate a meaningful difference (Johnson 1999; 

Hopkins et al. 2009). There is also concern that the type 1 error will increase 

when multiple univariate comparisons are made. This is only relevant if the 

user’s interpretation is that the outcome groups are distinguished by a 

combination of statistically significant inputs (Perneger 1998). The user must 

remember that each statistical comparison is independent so the results from 

each must be interpreted independently. Univariate inferential statistical tests 

only concern an individual metric so their inferences cannot be combined with 

other univariate tests. 

Parametric inferential statistical methods require knowledge of the distribution of 

variables' values. What's more, they often require them to be a specific 

distribution. For example, Student's t-test and analysis-of-variance all require 

the data to be normally distributed (Field 2009). Unfortunately, sports 

performance variables can have many different distributions like Poisson and 

Negative Binomial distributions (Brillinger, 2007; Casals and Martinez, 2013; 

Chan, 2011; Hirotsu et al., 2006; Pollard, 1985). This makes parametric 

inferential statistical methods inappropriate in many cases. Distribution-free or 

non-parametric tests provide an alternative (Ortega et al. 2009) but they lack 

power and cannot adjust for covariates (Hopkins et al. 2009). 

Magnitude-based methods are suggested (Batterham and Hopkins, 2006; Liu et 

al., 2015) as an alternative to the theoretical shortcomings of significance 

testing (Kirk 1996; Johnson 1999). These magnitude-based methods have their 

own shortcomings (Welsh and Knight, 2015) prompting the inclusion of both 

tools to help interpret findings. In magnitude-based testing, inferences are 

based on whether the difference in groups’ measurements are greater than 

some appropriate measure of variance (Hopkins et al. 2009). They have been 

used to infer the importance of notational analysis variables in football (Liu et al. 

2015) and rugby (Higham et al. 2014). 

Regardless of whether statistical significance or magnitude-based methods are 

used, investigating metrics individually does not account for the possibility of 

interaction effects. Univariate methods have performed well for identifying 
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important inputs (Haws et al. 2015) but considering metrics' interactions might 

be more informative (Escalante et al., 2011; Graham and Mayberry, 2014). 

Tactical performance is multifactorial with respect to players and their 

behaviour. Some spatio-temporal metrics try to capture this collective behaviour 

in individual metrics (Clemente et al. 2014; Yue et al. 2008). An alternative is to 

use analysis methods that attempt to account for the interactions between 

inputs. In doing so, they evaluate tactical performance from multiple 

perspectives. These are known as multivariate methods. 

 

2.6.2 Multivariate methods - few variables 

Multivariate methods of analysis use multiple inputs and/or outcome variables 

(Tabachnick and Fidell, 2001). Only methods that use multiple inputs are 

discussed in this section, particularly those that can be used to reduce an initial 

set of inputs. Some of these methods use magnitude-based and significance 

testing to score combinations of inputs or to score individual inputs conditional 

on others. Other methods use regression or association approaches to score 

inputs. 

 

Logistic regression 

Logistic regression models the relationship between inputs and a categorical 

outcome variable that is usually binary (Hosmer et al. 2013). An optimisation 

process determines a multivariate linear model that predicts the outcome 

category: 

 

𝑌 = 𝑏1𝑋1 + 𝑏2𝑋2 + ⋯ + 𝑏𝑖𝑋𝑖 + 𝑐 [2.2] 

 

where 𝑌 is the outcome category, 𝑏∗ are beta coefficients, 𝑋∗ are the inputs, and 

𝑐 is a constant. This model is called a logit model and informs the probability of 

an outcome category via 
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𝑃(𝑌) =
𝑒𝑌

1 + 𝑒𝑌
 

[2.3] 

 

where 𝑃(𝑌) is the probability of outcome category 𝑌, given the values of the 

inputs. 

A unique model is created for every combination of inputs. Models can be 

compared using goodness-of-fit statistics and classification accuracy (Hosmer 

et al. 2013). Exhaustively building models, using best-subset or stepwise 

methods, provides a ranked list of models, whose combination of inputs might 

represent an elite selection or “parsimonious solution” (Atkinson and Nevill, 

2001). This process is computationally expensive and impractical, especially 

when there are many possible combinations. 

An alternative approach is to consider statistics that indicate the contribution of 

individual inputs within a given model. The beta coefficients, 𝑏, represent the 

rate of change of the inputs per unit change in the outcome variable, controlling 

for other inputs (Hosmer et al. 2013). On their own, 𝑏 coefficients give some 

indication of the contribution of the input to the outcome classification. However, 

it is recommended that odds ratios are used instead. The odds ratio of an event 

is the ratio of the probability of that event occurring and the probability that the 

event does not occur. The odds ratio can sometimes be confused with 

probability alone, which represents a difficulty with interpreting the output of 

logistic regression. 

Logistic regression is very common in sports performance analysis. It has been 

used to evaluate variables in association football (Ensum et al., 2004; Pollard 

and Reep, 1997a; Tenga et al., 2010), ice-hockey (Gramacy et al. 2013), 

handball (Massuça et al. 2014), basketball (Gómez, Lorenzo, et al., 2013; 

Teramoto and Cross, 2010), field hockey (Vinson et al. 2013) and rugby union 

(Bremner et al. 2013).  
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The assumptions of logistic regression are (Field 2009): 

· No multicollinearity (no inputs can be correlated); 

· Linearity (there is a linear relationship between the inputs and the logit of 

the outcome variable); 

· Independence of error. 

Other expectations are that the inputs are not extraneous, that the data from the 

inputs is complete, and that outcome categories cannot be perfectly predicted 

by the inputs (Field 2009). These assumptions and expectations are easy to 

uphold in comparison to other methods, which makes it an attractive option for 

analysis. Logistic regression is also advantageous because it can incorporate 

both continuous and categorical inputs. The expectation that the inputs are not 

extraneous, however, poses a problem when an exploratory approach is being 

used to determine important variables. The expectation is a precaution based 

on logistic regressions tendency to over-fit models when there are many inputs. 

Discrete inputs are also a problem for logistic regression. They are accounted 

for using dummy variables, which are binary variables representing each of the 

possible categories of the discrete input. For example, if the variable 'colour' 

had three categories, {red, green, blue}, then three binary variables could be 

included in the model to indicate the category. To indicate 'red', the values of 

the variables would be {1, 0, 0}. To indicate 'blue', the values would be {0, 0, 1}. 

This method can substantially increase the number of variables in the model 

when there are many discrete inputs or when they have many categories. 

As mentioned earlier, logistic regression is susceptible to over-fitting and 

inaccuracy when there are many inputs. Shrinkage techniques attempt to 

mitigate this effect (Steyerberg et al. 2001) but do not overcome the expectation 

of few inputs (Dreiseitl and Ohno-Machado, 2002). To make matters worse, 

new inputs must be introduced if interaction effects are included in a model. 

That is to say, the interaction of 𝑋1 and 𝑋2 is accounted for by creating a 

variable 𝑋1𝑋2, which is added to the model and requires another beta coefficient 

to be estimated. The extent to which logistic regression can otherwise account 
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for interactions between variables is limited to controlling for other inputs when 

evaluating a specific variable's contribution to the classification. 

 

Discriminant analysis 

Discriminant analysis is a regression method that can accommodate more than 

two categories in the outcome variable (Burns and Burns, 2008). Rather than 

being an extension of logistic regression, discriminant analysis relates to 

multivariate analysis of variance and is often used as a follow-up procedure. 

Linear discriminant analysis is used most often but quadratic discriminant 

analysis is possible. Like logistic regression, linear discriminant analysis 

determines a multivariate model, called the discriminant function, that predicts 

the outcome category: 

 

𝐷 = 𝑣1𝑋1 + 𝑣2𝑋2 + ⋯ + 𝑣𝑖𝑋𝑖 + 𝑐 [2.4] 

 

where 𝐷 is a linear discriminant function, 𝑣∗ are the unstandardized discriminant 

coefficients, 𝑋∗ are the inputs, and 𝑐 is a constant. Important inputs will tend to 

have large unstandardized discriminant coefficients, analogous to logistic 

regression's 𝑏 coefficients. 

The analysis models discriminant functions that maximise the distinction 

between outcome categories. The number of discriminant functions is one less 

than the number of outcome categories or the number of inputs, whichever is 

smaller. Subsequent discriminant functions attempt to maximise the distinction 

between outcome categories with models that are uncorrelated with previous 

discriminant functions. It is advisable to standardise inputs beforehand to 

eliminate scale differences between them that might skew the estimation of 

coefficients. 

There are three ways to estimate the importance of inputs using discriminant 

analysis. Firstly, inputs can be dropped during the modelling of discriminant 

functions, leaving only those inputs that maximise the distinction between 
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outcome categories. The combination of the remaining inputs are considered 

important discriminators of the outcome variable (Peinado et al. 2011).  

The second way to estimate the importance of inputs is to score the variables 

based on the magnitude of the standardised coefficients of the discriminant 

function. Similar to multivariate regression, the magnitude of the coefficients 

indicates its contribution to the classification, controlling for the other variables. 

This method is not appropriate for assessing the contribution of categorical 

inputs (Burns and Burns, 2008). 

The third way to estimate the importance of inputs is to score variables based 

on their Pearson correlation with the discriminant functions. These are called 

structure coefficients and are considered more accurate than the standardised 

coefficients (Burns and Burns, 2008). Any inputs exceeding a given threshold 

are considered important (Escalante et al. 2011; Sampaio et al. 2006; Lorenzo 

et al. 2010; Ortega et al. 2009). The typically quoted threshold is ≥0.3, based on 

Tabachnick and Fidell (2001). Inferential statistics are sometimes used to assist 

in making conclusions based on structure coefficients (Lorenzo et al. 2010; 

Ortega et al. 2009; Saavedra et al. 2010). 

The benefit of discriminant analysis is that inputs can be ranked after poorly 

contributing variables have been dropped during the modelling process. The 

discriminant functions also allow the combination of remaining inputs to be 

evaluated for classification accuracy using an unseen dataset. This is like 

logistic regression, which is sometimes preferred because it is less restrictive 

and has fewer strict assumptions. The assumptions for discriminant analysis 

are: 

· No multicollinearity (no inputs can be correlated); 

· Univariate normality (each input is normally distributed); 

· Multivariate normality (any linear combination of inputs must have a 
normal distribution); 

· Homoscedasticity (variances among groups of inputs must be the same 
across the range of values); 

· Inputs are continuous or binary. 
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Other requirements are that sample sizes for each outcome category are equal 

and that the sample size is at least five times the number of inputs (Burns and 

Burns, 2008). This latter point makes discriminant analysis unsuitable for 

scenarios in sports performance analysis where many variables are being 

considered and data is difficult to collect. Recent advances have made it 

possible to use discriminant analysis with higher-dimensional datasets (Kolar 

and Liu, 2013). 

 

Principal Component Analysis 

Principal component analysis is a non-parametric method that transforms inputs 

into a set of uncorrelated linear combinations (Pearson 1901; Hotelling 1933). It 

can be used to determine a combination of inputs that explains the greatest 

portion of variance in the outcome (Choi et al. 2008; O’Donoghue 2008). These 

linear combinations are called principal components. It can also be used as a 

dimension-reduction method for problems with many inputs, by selecting the 

variable in a combination that correlates strongest with the outcome variable 

(Hawkins 2011). For example, Moura et al. (2014) used principal component 

analysis to reduce an initial set of inputs for use in a clustering process that 

distinguished winners and losers. 

Principal components are linear regression models of input combinations, 

ranked according to the variance in the outcome that they explain. Each 

subsequent principal component has no correlation to the previous principal 

component. This ensures that subsequent principal components account for as 

much of the remaining variance as possible, given the higher ranked principal 

component(s) (Semmlow 2004). 

The correlations between the original variables and the principal components 

indicate how the variables vary together. The principal component would be 

said to represent the combined association of the variables with the outcome. 

Principal component analysis therefore has the potential to indicate metric 

combinations that are associated with specific outcomes. 
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Principal component analysis assumes that all inputs are equally important, 

which is not likely for very large numbers of variables and is analogous to 

logistic regression’s expectation of non-extraneous variables. It also expects no 

outliers and prefers normally distributed inputs (this can be accounted for in the 

less-often used independent component analysis (Semmlow 2004)). 

Principal component analysis is the first of the methods discussed whose 

primary purpose is to provide variable combinations. Potentially important 

variable combinations can be extracted using logistic regression and 

discriminant analysis but this is a welcome consequence rather than an 

intention. Also, principal component analysis might better account for variable 

interactions than discriminant analysis’s structure coefficients by allowing for 

inputs to be correlated (Burns and Burns, 2008). These correlations can be 

viewed positively or negatively: positively, the correlations might indicate 

interactions between the variables and can also be used for dimension-

reduction; negatively, the correlations might indicate redundancy in the variable 

combination. 

Often cited disadvantages of principal component analysis are that it assumes a 

linear problem (Saxen and Pettersen 2006), that the principal components 

might be difficult for coaches and athletes to interpret (O’Donoghue 2008) and 

that requiring orthogonal principal components is too restrictive. Principal 

component analysis might be too conservative by providing only the best-of-the-

best uncorrelated input combinations. This might be at the expense of similar 

scoring combinations that might be easier to interpret and implement. This is 

particularly relevant in the applied domain of sports performance analysis.  

 

2.6.3 Multivariate methods - many variables 

The current work is concerned with spatio-temporal metrics of which there are 

thousands to consider (Section 2.5). All methods discussed so far prefer the 

number of inputs to be minimised before analysis. This might not be possible or 

valid if there is no prior information to guide the minimisation. These previously 

discussed methods are insufficiently equipped to determine important spatio-

temporal metrics from the large set suggested in section 2.5. Additional 
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shortcomings of previous methods are their inability to model non-linear 

relationships or to consider interaction effects in a convenient manner. There 

are, however, methods that have been specifically designed to consider large 

numbers of inputs and their interaction effects. Some of these methods can also 

indicate the importance of variables and variable combinations.  

 

Neural networks 

Neural networks can be conceptualised as a network of regression models, in 

series and parallel, where the output of some models become the input for 

others (non-linear regression models are typically used). Although the 

parameters of the individual regression models can be adjusted, neural 

networks are considered non-parametric because the data informs the overall 

model estimates during the learning process (Bishop 1995). Therefore, no prior 

knowledge of the data distribution is required.  

Neural networks are often depicted as undirected graphs, where nodes 

represent the regression models and edges represent the transfer of model 

outputs from one node to another (Figure 2.17). The information passed 

between nodes is adjusted by connection weights. 

 

 

Figure 2.17 Classic depiction of a neural network where nodes (circles) represent regression 
models and edges (lines) represent the transfer of model outputs from one node to another to 
be used as input. 
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Neural networks have been used in sports performance analysis since the 

1990s (Nevill et al. 2008; Dutt-Mazumder et al. 2011) for prediction and 

classification (Condon et al. 1999; Silva et al. 2007; Maszczyk et al. 2010). For 

example, self-organising maps are unsupervised neural networks used for 

pattern recognition (Kohonen 1997). The method consolidates similar input 

trajectories on a neural network architecture to provide a representative output 

trajectory. Self-organising maps recognise similarities rather than exact 

matches. This makes them useful for sports performance analysis because of 

the inherent variability of player behaviour that yields similar outcomes. Self-

organising maps have been shown to recognise tactical patterns of play with 

84 % accuracy (Perl et al. 2013) and successfully distinguish teams’ tactical 

preferences (Pfeiffer and Perl, 2006). 

Neural networks are criticised for being 'black boxes', i.e. a computational 

mechanism whose parameters are not well understood. This is not so much of 

an issue for classification tasks because model accuracy is more important than 

understanding how the model is structured. Nevertheless, several methods 

have recently been devised to understand the parameters of neural networks to 

help determine the importance of inputs (Olden and Jackson, 2002). 

Satizábal and Pérez-Uribe (2007) discuss three approaches to determine the 

relevance of inputs to neural networks. There approaches are 'filter', 

'embedded' and 'wrapper', and represent pre-, during- and post-training foci. 

Filter methods are applied before the network training stage, embedded 

methods make modifications to the learning algorithm, and wrapper methods 

evaluate the performance of input combinations. Satizábal and Pérez-Uribe 

(2007) note that all of these approaches discard inputs with low relevance 

rather than indicate inputs of high relevance. This means that inputs and 

combinations of inputs cannot be ranked. 

Olden, Joy and Death (2004) conducted a review and concluded that the 

Connection Weight statistic was best. This statistic was used by Kingston, Maier 

and Lambert (2006) with a Markov chain Monte Carlo method to create 

distributions of possible weight vectors to provide probabilistic estimates of input 



52 
 

relevance. The rationale is that nodes whose outputs have large weights are 

contributing most to the model and are therefore important. The Connection 

Weight statistic is the sum of the products of weights in the portion of the 

network from the input node of interest to the output layer (black connections in 

Figure 2.18). 

None of these methods can indicate whether the remaining 'relevant' inputs are 

of predictive or causal importance (Sarle 2000). Furthermore, because of the 

potential complexity of the neural network model, there are many different 

relationships that might result in similar fits of inputs to outputs (Kingston et al. 

2006). Therefore, selected inputs might only be relevant to a model’s training 

and input-reduction history (Saxén and Pettersson, 2006). 

Neural networks are also very susceptible to over-fitting due to their often 

complex architecture (Sarle 2007). Some methods to mitigate against over-

fitting are stopping the learning process early (Sarle 1995), Bayesian learning 

(Buntine and Weigend, 1991; Neal, 1995), regularisation (Zou 2005), and 

weight decay (Moody 1992). These mitigations have unresolved shortcomings 

that maintain concern about over-fitting. For example, after how many training 

cases does early-stopping optimise learning (Prechelt 2012)? What should the 

weight reduction factor be (Dreiseitl and Ohno-Machado, 2002)? 

For any model, too little data increases bias and does not allow for sufficient 

'learning'. There is no accepted rule about how many observations are required 

to build an optimal neural network and any answer will depend on the network 

architecture and any methods used to mitigate against over-fitting (Sarle 2007). 

Suggestions relate to the number of inputs and the number of edges in the 

network. Examples range from 10-times the number of inputs (Sarle 2007) to 

30-times the number of edges in the network (Amari et al. 1995). This is not a 

problem for typical applications of neural networks like image processing 

because billions of images can easily be obtained directly or second-hand. 

These data demands, however, make neural networks impractical for sports 

performance analysis of many variables where observations can be difficult to 

collect. The size of the network could be reduced to reduce data demands but 

only at the risk of under-fitting and subsequently high bias and generalisation 

error (Geman et al. 1992; Sarle 2007). 
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Genomic selection 

Genomic selection refers to a group of methods that take a genome-wide 

approach to selecting indicators of an expressed trait (Nakaya and Isobe, 

2012). As the term suggests, these methods relate to the study of genetic 

inheritance, where the identification of predictive genes have many direct and 

indirect influences on the development of an organism. Because genomic 

selection methods take a genome-wide approach, they deal with many 

variables, i.e. genes. 

Genomic selection problems differ from the traditional statistics and machine 

learning domains because the number of observations are drastically smaller 

than the number of variables (Haws et al. 2015). This is known as the ‘large p-

small n’ problem (Loh 2012), caused by the large quantity of information 

gathered from infrequent collection of genetic data. Genomic selection methods 

assume that variables have small effects and that there are few ‘influential’ 

variables in the large set provided. These are more realistic assumptions than 

principal component analysis’s assumption that variables have equal 

importance and logistic regression’s expectation that there are no extraneous 

variables. 

Genomic selection methods include linear methods, like varieties of ridge 

regression (Whittaker et al. 2000), and non-linear methods like some support 

vector machines (Smola and Schölkopf, 2004). There are also univariate 

selection methods, like minimum Redundancy-Maximum Relevance (Peng et al. 

2005). The minimal redundancy criterion is similar to neural network relevance 

metrics in that it penalises variables that show a small contribution to 

classification. The improvement is to concurrently reward variables based on 

their mutual information with the classification, hence maximum relevance. 

A general disadvantage of genomic selection methods is the computational 

demand of algorithms. This is mostly attributed to the large set of inputs rather 

than poor performance. Actions can nevertheless be taken to mitigate against 

impractical runtimes. For example, almost all multivariate genomic selection 

methods have either a forward or backward heuristic to their algorithm. These 
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are similar to stepwise regression, where variables are added to less 

complicated models (forward) or removed from an initial all-encompassing 

model (backward). Backward elimination is computationally costly because the 

process must start with all the largest possible models. Conversely, the 

shortcoming of forward selection is that variables are only added based on large 

marginal contributions or interaction effects with the limited set of variables 

already in the model. This biases marginal contributions of individual variables 

and makes it difficult for variables that might strongly contribute via interactions.  

The Backward Dropping Algorithm is a genomic selection method that 

addresses the concern for variable interactions well. It is an efficient but 

computationally expensive algorithm that searches for the 'best' subset of 

variables from a given set (Wang et al. 2012). It was originally introduced by Lo 

and Zheng (2002) as the backward haplotype-transmission association 

algorithm, where 'haplotype' refers to a set of genes that tend to be inherited 

together. It is assumed that these genes might express an interaction effect by 

virtue of their apparent connection. Lo and Zheng (2002) wanted to develop a 

genomic selection method that considered these interactions but did not need 

the genes to be closely located. The parallel with spatio-temporal metrics is to 

consider combinations of metrics that together distinguish performance but 

which are not explicitly inter-dependent. 

The algorithm is “backward” because it uses stepwise elimination to determine 

the 'best' subset. The algorithm works as follows: 

1. Consider a collection of discrete inputs and a binary response variable. 

2. Randomly select a set of inputs of length 𝑘. 

3. Score this variable set according to its association with the response 

variable. 

4. Tentatively drop one variable from the variable set and score the 

remaining subset of variables. 

5. Reinstate the dropped variable and tentatively drop the next. Repeat the 

tentative dropping until all 𝑘-1 subsets have been scored. 
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6. Consider all 𝑘-1 scores and carry forward the best scoring subset. 

7. Repeat the tentative dropping procedure until only individual variables 

remain. 

8. Consider all variable sets and choose the one with the highest score, 

regardless of the size of the set. This set is called the return set and 

represents the ‘best’ combination of variables from the initially selected 

set. 

If no input is influential then the variable set scores will not change much in the 

dropping process (Wang et al. 2012). If some of the inputs are influential then 

their absence will be noticed in the scoring. 

Each iteration of the Backward Dropping Algorithm randomly selects a small set 

of variables from the large collection of inputs. It is therefore applied many times 

to gain coverage over all variables. In doing so, it provides a ranked list of 

metric combinations from which the contribution of individual metrics can be 

computed, if desired (Chernoff et al. 2009). 

The Backward Dropping Algorithm can consider interactions by measuring 

association with combinations of variables. This is better than regression-based 

methods that require new variables to represent interactions, adding to the size 

of the problem. When there are many variables, regression-based approaches 

become impractical (Wang et al. 2012). The Backward Dropping Algorithm can 

also handle a modular effect of variables, i.e. an effect associated with a 

combination of variables, which methods like Sure Independence Screening 

cannot (Haws et al. 2015; Wang et al. 2012). The Backward Dropping Algorithm 

is used as part of larger algorithms that, for example, assess association at 

different orders of interaction (Wang et al. 2012). The order of the interaction 

refers to the number of possible interactions given a set of variables. A small set 

of variables only demonstrates a low order of interaction while a larger set 

demonstrates a high order of interaction. Other algorithms associated with the 

Backward Dropping Algorithm try to mitigate against conservative filtering by 

‘resuscitating’ variables that are underrepresented (Chernoff et al. 2009). These 

methods are relatively new as far as the author is aware, have not been applied 

outside of genomic selection problems. 
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2.6.4 Conclusion 

Choosing an appropriate method to identify important metrics must consider the 

characteristics of the data. It is expected that the spatio-temporal metrics will be 

a mixture of continuous and discrete data, so linear discriminant analysis is 

inappropriate. Previous studies suggest that some metrics might be non-normal 

distributed (Gonzaga et al., 2014; Harrop and Nevill, 2014; James et al., 2005; 

Sullivan et al., 2014) and thus require non-parametric analysis or 

transformation. This makes logistic regression a manageable but awkward 

option. Principal component analysis is not a good choice because there is no 

prior information to suggest that metrics and metric combinations will be linearly 

related to the outcome. 

The overwhelming concern is the capacity of the method to analyse a large set 

of metrics because section 2.5 identified so many. The only candidates 

therefore are neural networks and a genomic selection method like the 

Backward Dropping Algorithm. The two main disadvantages of neural networks 

are: 

· they require many observations to train the model; 

· non-binary categorical variables would require a new variable for every 

category, thereby increasing the number of inputs further. 

The advantages of the Backward Dropping Algorithm over neural networks are: 

· few observations are needed; 

· variable combinations are provided as output; 

· variable and variable combinations are ranked; 

It has also been shown to out-perform linear discriminant analysis, support 

vector machines, random forests and variations of logistic regression in a 

benchmark test for classification error (Wang et al. 2012). The disadvantage of 

the Backward Dropping Algorithm is that the input data must be discrete with as 

few categories as possible but greater than one. Using this method would 
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require the discretisation of continuous metrics, leading to a loss in information. 

Wang et al. (2012) suggest that the discriminatory capacity of the method 

outweighs the potential loss of information. Furthermore, although not strictly a 

univariate method, the algorithm is using marginal effects to inform its choice of 

variable combinations (Chernoff et al. 2009). The algorithm does not compare 

all possible combinations of variables in a 𝑘-variable subset so it might not 

present the truly-best combination. 

Given these considerations, the Backward Dropping Algorithm is an appropriate 

method to identify spatio-temporal metrics and metric combinations that 

distinguish play outcomes in field hockey. Appendix A discusses considerations 

relating to the algorithm's parameters. 

To the author’s knowledge, genomic selection methods have never been 

applied to problems in sports performance analysis. The univariate and 

multivariate methods discussed in this section have often been insufficient or 

misused (Hopkins et al. 2009). The context of the current work is also atypical, 

asking what variables we should use rather than what these variables tell us. 

The latter question is often the result of investigators delimiting the number of 

variables based on familiarity or expert opinion (Hraste et al. 2008; Bremner et 

al. 2013). Without guidance from domain experts, the current work takes a data-

driven, exploratory approach to determining ‘important’ variables. There are 

clear parallels between the ‘large p-small n’ structure of genomic selection 

problems and the current work’s ratio of spatio-temporal metrics and likely 

number of observations. 
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2.7 Aim and objectives 

The aim of the current work was to determine the spatio-temporal metrics that 

distinguish play outcomes in field hockey.  

The objectives to achieve this aim were: 

1. To determine the repeatability of player location measurements. 

2. To prepare data for analysis. 

3. To reduce the number of metrics based on performance in low-order 

interactions. 

4. To select metrics based on performance in higher-order interactions. 

5. To select metrics based on performance in higher-order interactions with 

previously unselected metrics. 

Objectives 3 and 4 follow the Wang et al.'s (2012) algorithm and objective 5 

follows an adjunct algorithm by Chernoff et al. (2009). 

 

2.8 Thesis structure 

Chapter 3 explains the data collection and data processing methods, and 

presents a study that investigated the repeatability of player location 

measurements. 

Chapter 4 demonstrates how the data were prepared for subsequent analysis. 

The chapter explains how the process raised concerns about data integrity and 

describes how those concerns were handled. 

Chapter 5 explains the first stage of the analysis, which reduces the number of 

metrics to be considered. This first stage involves a two-phase process that 

evaluates a metric's performance in two-way interactions.  

Chapter 6 explains the second stage of the analysis, which measures the 

influence of metrics based on their performance in higher-order interactions. 
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This three-phase process also reduces redundancy and removes false 

positives. The chapter includes details of an adjustment to the originally 

published method that was required for the current work. 

Chapter 7 explains the third stage of the analysis, which assesses the 

robustness of the previous analysis and gives a second chance to metrics that 

had not performed well thus far.  

Chapter 8 takes a closer look at the best metrics and metric-combinations and 

describes them in more detail. The thesis concludes with practical implications 

of the study’s findings. 

Chapter 9 concludes the thesis with a summary of the work, insights gained, 

and discussions on limitations and future work. 



60 
 

Chapter 3 Data collection and assessment of repeatability 

3.1 Introduction 

This chapter describes how data for the current work was collected. Inclusion-

exclusion criteria and the working definition of player location are described. 

This chapter also addresses the first of the project's objectives: to determine the 

repeatability of player location measurements. Repeatability of measurements 

refers to the variation in repeat measurements made on the same subject under 

identical conditions (J. W. Bartlett and Frost, 2008; Taylor and Kuyatt, 2001). It 

is an important consideration in sport performance analysis (O’Donoghue 2010) 

and general sport sciences (Hopkins 2000). For the current work, intra-operator 

repeatability of digitising is defined as the estimate of variation in spatial data 

created from the digitising process. An acceptable range of repeatability is 

stated for spatial and temporal measurements and used in a test-retest design. 

The results are discussed with respect to maximum and expected errors and 

possible sources of the errors are provided. 

 

3.2 Method 

3.2.1 Data collection 

Gameplay footage 

With institutional ethical approval, England Hockey provided footage of games 

from the Men's tournament of the EuroHockey Championships 2015 (Appendix 

B). Only games played between the four teams that reached the medal stages 

were used. This provided six games: both medal games, two semi-final games 

and two games from the pool stage of the tournament. One semi-final game 

was excluded because the footage was corrupted. 

Two sources of footage were provided; one from which player locations were 

extracted and another that provided an alternative perspective to help locate 

players on the pitch (Figure 3.1). The first source of footage was collected using 

a 4K camera (resolution: 3840 x 2160 pixels; Sony FDR-AX1, Japan) positioned 

approximately at the halfway line (camera 1 in Figure 3.2). This camera was 

stationary and equipped with a 0.3x fisheye lens (Digital Nc - Optics Nc, USA) 
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capturing at 25 Hz progressive scan. Camera settings like focal length and 

aperture were optimised using the camera’s auto-adjust functionality at the start 

of each recording. The initial settings were fixed for the duration of the recording 

because of their effects on the calibration used to convert player locations from 

image to pitch coordinates (Abdel-Aziz and Karara, 1971). 

 

 

 

Figure 3.1 Sample views from each camera. Top: 4K camera from halfway line, used for 
manual digitisation. Bottom: High-definition camera from behind a goal, used as alternative view 
to see players. 

 

Image removed due to copyright 

Image removed due to copyright 
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Figure 3.2 Schematic of camera locations. Camera 1 is a 4K camera with 0.3x fisheye lens. 
Camera 2 is a high-definition camera with a standard lens. 

 

The second source of footage was collected using a high-definition camera 

(resolution: 1920 x 1080; JVC GY-HM650E, Japan) positioned behind a goal in 

a viewing tower (camera 2 in Figure 3.2). This camera captured at 25 Hz 

interlace scan and was free to pan, tilt and zoom to follow the events of the 

game. 

 

Player location 

Player locations were digitised using an in-house software tool developed in 

Microsoft Visual Studio using the .NET framework. The digitised player location 

was defined as the point at which the downward translation of the player's 

estimated centre of mass intersected with the estimated surface of the pitch. 

This is a common definition used in sports performance analysis (Section 

2.4.3).  

Figure 3.3 shows the process by which the digitised point was determined when 

a player was airborne. Briefly, the last frame when the player was in contact 

with the pitch is considered and the location of the foot that is in contact with the 

pitch is noted (1 in Figure 3.3). This is called the ‘foot-off’. The first frame when 
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the player re-contacts the pitch is considered and the location of the foot that is 

in contact with the pitch is noted (2 in Figure 3.3). This is called the ‘foot-on’. 

The frame of interest is considered and a line is estimated between the 

locations of the ‘foot-off’ and ‘foot-on’ to provide an estimate of the pitch surface 

(4 in Figure 3.3). An estimate of the player’s centre of mass is translated 

downward until it intersects with the estimated pitch surface (5 in Figure 3.3). 

The point of intersection of these lines is the digitised location of the player (6 in 

Figure 3.3). 

 

1) 

 
frame: -3 

2) 

 
frame: +5 

3) 

 
frame: 0 

4) 

 
frame: 0 

5) 

 
frame: 0 

6) 

 
frame: 0 

Figure 3.3 The six steps to defining player location (red dot) when the player is airborne. 
Frame 0 is the frame of interest. 

 

Footage from the 4K camera was used for the digitisation. Footage from the 

high-definition camera assisted the digitisation process by providing an 

alternative perspective of gameplay. The high-definition footage was viewed on 

a separate screen using VLC media player (VideoLAN 2015) because of its 

advanced zoom and playback functions. All digitisation was completed by the 

Image removed 

due to copyright 

Image removed 

due to copyright 

Image removed 

due to copyright 

Image removed 

due to copyright 

Image removed 

due to copyright 

Image removed 

due to copyright 
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same operator. To avoid operator errors due to fatigue, mandatory breaks were 

taken every hour and the operator was provided with an adjustable workstation 

to reduce sedentariness and improve comfort. The operator was also 

encouraged to keep hydrated and was provided with a large HD screen to 

reduce eyestrain. 

 

Dataset of interest 

The locations of the ball and all players were digitised at the start and end of 

plays. The definition of a play was informed by general and sport-specific 

considerations discussed in chapter 2 (Section 2.3). The start of a play was 

defined by a 23 m intrusion and ended with a 'Circle Entry', a 'Turnover 

(conceded)' or an 'Other' outcome (Figure 3.3). These outcomes represent 

positive, negative and partially positive outcomes, from the offensive 

perspective. Operational definitions are shown in Table 3.1 and 3.2. 

 

23 m Intrusion Circle Entry

‘O the r ’

T u r n o v e r  
( c o n c e d e d )

Positive

Negative

Partially 
positive

 

Figure 3.3 Schematic summarising three possible plays (excluding 'Other'-to-23 
m intrusion). The defining events are easily identifiable and some are objectively 
indicated using player location data. 

 

Only plays that occurred during standard 11-v-11 gameplay were included in 

the dataset. This scenario was predominant in the tournament from which the 

footage was collected (89.9% of gameplay duration).  
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Table 3.1 Operational definitions of the positive gameplay events that define the start and end 
of plays in Figure 3.3. 

Positive  

Outcome: Circle Entry 
Definition: The ball enters the Circle. 
Requirements: Dribble: The moment the ball crosses the Circle line. 

 
Pass: The ball is passed into the Circle and received within the 
Circle, under control or deflected. The moment the ball crosses 
the Circle line. 

  
Outcome: 23 m Intrusion 
Definition: The ball enters the 23 m region. 
Requirements: Dribble: The moment the ball crosses the 23 m line. 

 
Pass: The ball is passed into the 23 m region and received 
within the 23 m region, under control or deflected. The moment 
the ball crosses the 23 m line. 
 
Interception or steal: Within the 23 m region, the moment the 
intercepting or stealing player contacts the ball for the action 
that relieves the opponent of possession. A 23 m Intrusion is 
not applied if an intercepting or stealing player only deflects a 
pass or shot and the ball is subsequently controlled by an 
opponent. 
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Table 3.2 Operational definitions of the partially positive and negative gameplay events that 
define the start and end of plays in Figure 3.3. 

Partially positive  

Outcome: 'Other' 
Definition: Any event where the play ends but does not result in a Circle 

Entry and possession is maintained by the attacking team. 
Requirements: Penalty corner awarded: The moment when the umpire blows 

the whistle to award the penalty corner OR the moment when 
the awarding team calls the umpire to request a video replay 
and the umpire agrees  (FIH, 2015, Section 12.3). 
 
23 m exit: The moment the attacking team dribble or pass the 
ball back over the 23 m.  
 
Free hit (FIH, 2015, Section 12.2): The moment when the 
offending event appeared to occur. 
 
Backline by defender (FIH, 2015, Section 7.4b): The earliest 
moment the ball is known to be going over the backline off a 
defender's stick. 

Negative  

Outcome: Turnover 
Definition: Any event where the rules of the game stipulate a change in 

possession. 
Requirements: Out-of-bounds: The earliest moment that the ball is known to 

be going out of bounds. This is also applied to goal attempts 
shot from outside the Circle. 
 
Foul committed: The moment when the offending event 
appeared to occur. 
 
Interception or steal: The moment the defending player 
contacts the ball for the action that relieves the attacker of 
possession. A Turnover Conceded is not applied if a defender 
only deflects a pass or shot and the ball is subsequently 
controlled by an attacker. 

 

3.2.2 Data processing 

The digitised locations of players and the ball were defined within images’ (𝑢, 𝑣) 

coordinate systems (Figure 3.4, Top). These (𝑢, 𝑣) coordinates needed 

converting into real-world (𝑥, 𝑦) coordinates to have meaningful discussions 

about player locations on the pitch (Figure 3.4, Bottom). The fisheye lens used 
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to record the 4K footage also distorted the images (Figure 3.1, Top), which 

required correcting. 

 

 

 

Figure 3.4 Top: The (𝑢, 𝑣) coordinate system of the 4K camera image. Bottom: 
The (𝑥, 𝑦, 𝑧) coordinate system of the field hockey pitch. 

 

Digitised locations were converted into undistorted, real-world coordinates using 

the process shown in Figure 3.5.   

Image removed due to copyright 
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Extract (u,v) coordinates of known 
locations from the image

Planar Direct Linear Transformation
and

Distortion correction

(x,y) coordinates of known 
locations from the real-world

Mapping function for
(u,v) to (x,y)

Digitised (u,v) coordinates of 
player and ball locations

Reconstruct (u,v) to (x,y)

Real-world (x,y) locations of 
players and ball

 

Figure 3.5 Flow diagram showing how digitised locations of players and the ball were 
converted in undistorted, real-world coordinates. 

 

A real-world plane was defined using 14 known points where pitch lines 

intersect, in a real-world (𝑥, 𝑦) coordinate system (Figure 3.6, Top). The 

locations of these known points within images’ (𝑢, 𝑣) coordinate systems were 

obtained using Photoshop CS6 (Adobe 2013) (Figure 3.6, Bottom). The (𝑥, 𝑦) 

and (𝑢, 𝑣) coordinates of these 14 known locations informed a planar Direct 

Linear Transformation (Abdel-Aziz and Karara, 1971; Walton, 1981) that could 

reconstruct images’ (𝑢, 𝑣) coordinates into real-world coordinates. As part of the 

reconstruction, the distortion caused by the fisheye lens was corrected using 

Bouguet's (2010) MATLAB calibration toolbox. The combined process provided 

a function that reconstructs distorted, digitised coordinates into undistorted, 

real-world coordinates. This function was applied to the digitised locations of 

players and the ball to provide coordinates of players and the ball on the pitch’s 

surface. 

 



69 
 

 

 

Figure 3.6 Top: The 14 known locations as they appear on an undistorted, real-world 
plane. Bottom: The 14 known locations as they appear in the distorted footage. 

 

Further processing was required to reorient player and ball locations. The 

dataset contained plays travelling toward both goals depending on which team 

had possession. Player locations were reoriented such that all plays travelled in 

the same direction (Figure 3.7). To do this, the attacking team's goal was set at 

zero pitch-length and the defending goal was at the maximum pitch length. This 

meant that all plays attack toward larger values of pitch length. All figures 

presented in this chapter use a left-to-right convention of increasing pitch 

length. 

  

Image removed due to copyright 
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No rotation required 

 

180° rotation required  

 

  

Figure 3.7 Reorienting player locations to align the direction of offensive play. 

 

3.2.3 Data analysis 

A test-retest design with one operator was used. This design requires a test 

dataset against which a retest dataset is compared. The test set contained all 

digitised plays and the retest set was a sample of the plays that were digitised 

again. The 94 variables constituted the timestamp of the 23 m intrusion and 

outcome event, and the reconstructed pitch-width and pitch-length locations of 

all players and the ball. For each observation in the retest set, the intrusion 

timestamp was paired with the closest match in the test set. The closest match 

was assumed to be the appropriate partner in the test set. 

There was a period of three months between digitisation of the test and retest 

sets to minimise familiarisation. All digitising was done by one operator with the 

same software on the same machine in the same room.  
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Acceptable range of repeatability 

The acceptable ranges for each data type were decided before digitisation 

(O’Donoghue 2007). The acceptable range for spatial data was ±0.5 m for the 

pitch-length and pitch-width reconstructed locations. The rationale for this range 

is that the expected estimated location of the player should lie within the 

'footprint' of the player and a ±0.5 m range was considered a reasonable 

estimate considering the observed movements of standing, jumping, shuffling, 

jogging, sprinting and lunging. Pitch-length and pitch-width location components 

were considered separately because the effects of perspective and lens 

distortion differ between the axes. 

The acceptable range for temporal data was 1 frame, which equated to ±0.04 s. 

The rationale is based on maximum expected distance that a player could travel 

in 0.04 s. Lidor and Ziv's (2015) review of elite field hockey performance 

demands suggested a maximum player speed of 9 m∙s-1 = 32.5 km∙h-1 

(Konarski 2010). At this speed, a player could travel 0.36 m in 0.04 s, which lies 

within the ±0.5 m spatial window. Any more than a one-frame difference could 

indicate a maximum potential difference greater than 0.5 m. 

 

Number of retest trials 

Three plays from each of the 20 quarters were selected (𝑛𝑟𝑒𝑡𝑒𝑠𝑡 = 60 = 9.1% of 

𝑛𝑝𝑙𝑎𝑦𝑠). It was assumed that selecting three plays from each quarter would 

sufficiently cover the sources of variance in image quality arising different 

camera settings and lighting conditions between and during games and 

quarters. The duration of each quarter was normalised between 0 and 1 and 

timestamps at 0.33 and 0.66 were computed. The soonest occurring play from 

the start of the quarter, from the 0.33 timestamp and from the 0.66 timestamp 

were digitised. If the timestamp was in the middle of a play, then that play would 

be digitised. If the same play was indicated for two selections, then the 

subsequent play was used for one of the digitisations. Only the locations and 

times of the intrusion and outcome events were digitised, i.e. passing events 

surrounding intrusions and outcomes were not considered.  
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Statistical analyses 

Temporal data and spatial data were assessed separately using the median 

absolute error and the standard error of measurement (Brown 1999; Weir 

2005). The median absolute error (MdAE) provides an indication of absolute 

consistency specific to the dataset used. It is more robust than the arithmetic 

mean absolute error and especially more representative for skewed 

distributions. The MdAE is the (
𝑛𝑑𝑖𝑔𝑖+1

2
)

𝑡ℎ

 absolute error in an ordered list of 

absolute errors, where 𝑛𝑑𝑖𝑔𝑖 is the number of locations digitised. Absolute error 

is: 

 

Absolute error = |𝑥𝑡𝑒𝑠𝑡𝑖
− 𝑥𝑟𝑒𝑡𝑒𝑠𝑡𝑖

| [3.1] 

 

For a test-retest design, the standard error of measurement (SEMt) can be 

calculated by: 

 

SEMt = √∑(𝑥𝑡𝑒𝑠𝑡𝑖
− 𝑥𝑟𝑒𝑡𝑒𝑠𝑡𝑖

)
2

2𝑛
 [3.2] 

 

where 𝑥𝑡𝑒𝑠𝑡𝑖
 and 𝑥𝑟𝑒𝑡𝑒𝑠𝑡𝑖

 are the paired observations in the test and retest set, 

respectively (Bland and Altman, 1996), and 𝑛 is the number observations being 

compared. The SEMt is also known as the within-subject standard deviation. It 

represents the standard deviation of observed scores around the unknown true 

score (Weir 2005). As such, it provides an indication of the absolute error that 

could be generalised to similar data digitised by this operator under similar 

conditions. Other statistics such as the intra-class correlation coefficient (Müller 

and Büttner, 1994; Shrout and Fleiss, 1979) and the coefficient of repeatability 

(Vaz et al. 2013; Beckerman et al. 2001) were not used because data were not 

normally distributed.  



73 
 

3.3 Results 

Table 3.3 summarises the number of plays observed in the current work. For 

the 5 games included in the dataset, the median proportion of gameplay 

duration involving the standard complement of players was 83.3%. All three 

outcomes were similarly represented. 

 

Table 3.3 Number of plays, 𝑛, observed in the current work. 

 
𝑛 

Number of plays observed 755 

Number of 11-v-11 plays observed 660 

Number of plays ending in a Circle Entry 238 

Number of plays ending in an ‘Other’ outcome 211 

Number of plays ending in a Turnover (conceded) 211 

 

Table 3.4 presents the values of the repeatability statistics for all data types. 

Table 3.5 shows that spatial pitch-length data were consistently more 

repeatable than pitch-width for the ball or player locations. 

 

Table 3.4 Summary of repeatability statistics. MdAE = median 
absolute error, SEMt = standard error of the measurement. 

Data type MdAE SEMt 

Temporal (s [# of frames]) 0.04 [1.0] 0.40 [9.9] 

Spatialpitch-width (m) 0.14 0.28 

Spatialpitch-length (m) 0.10 0.26 
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Table 3.5 Repeatability of digitisation of the ball and players. MdAE = 
median absolute error, SEMt = standard error of the measurement. 

Metric type 
MdAE (m) SEMt (m) 

width length width length 

Ball location 0.10 0.09 0.30 0.19 

Player location 0.14 0.10 0.28 0.26 

 

3.4 Discussion 

As mentioned in the literature review, the similar number of plays in all three 

outcome groups will provide balanced support for comparisons between the 

groups (Atkinson and Nevill, 2001). The effect of only considering plays with the 

standard, 11-v-11 complement of players is unknown. Situations where one 

team has more players than the other are sometimes called ‘power plays’. 

Goals have been shown to be more likely during power play situations in ice-

hockey (Thomas 2007) but not in water polo (Lupo, Minganti, et al. 2012) so it is 

unclear how including power plays might have affected the number of Circle 

Entry outcomes. At over 87%, the number of plays involving the standard, 11-v-

11 complement of players well-represents the total number of plays observed in 

the current work. 

Both the median absolute error and the standard error of measurement of 

spatial data were within the desired threshold of repeatability for both pitch-

width and pitch-length data. These results support the repeatability of digitising 

and reconstructing player locations. The trend for pitch-length values to be more 

repeatable than pitch-width values is likely because of the video camera's 

shallow-angle view of the pitch (26° at the near side and 6° at the far side). This 

meant that there were fewer pixels per unit area for the pitch-width when 

compared to the pitch-length. Any digitisation errors therefore carry a greater 

cost for the pitch-width, especially at the far-side of the pitch. Table 3.5 also 

shows that digitising the ball was more repeatable than digitising players, 

possibly because the ball presents a smaller range of pixels to choose from. 

For temporal data, the median absolute error statistic suggested that 

observations were repeatable by 0.04 s [1 frame]. This equates to a 0.36 m 
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maximum potential difference in player location assuming Konarski's (2010) 

maximum player speed of 9 m∙s-1. This represents an estimated worst-case 

scenario because players spend most of their time at low- and moderate-

intensity at speeds of < 3 m∙s-1 (Lidor and Ziv 2015). At these lower speeds, the 

expected potential difference in player location would be closer to 0.12 m. The 

maximum and typical potential differences are below the predetermined 

threshold for repeatability of ±0.5 m, and therefore suggest good repeatability of 

the timing of gameplay events. 

The standard error of measurement for temporal data was much larger than the 

predetermined threshold, equating to maximum potential difference in player 

location of 3.6 m. The typical potential differences based on Lidor and Ziv's 

(2015) estimate of < 3 m∙s-1 is 1.2 m. These values are unacceptably large but 

this statistics' values are expected to be larger because of its generalisation. 

The sources of these results were two large differences where the assigned 

outcome differed between the test and retest set, i.e. different events were 

digitised in each case. This meant that the difference in the timing of the 

digitisations were abnormally large. With these outliers removed, the maximum 

and typical potential differences in player location are reduced to 0.63 m. The 

errors in temporal data are likely due to the difficulty in locating the ball. 

Examples of images that were difficult to digitise are shown in Figure 3.8. 

 

   

Figure 3.8 Instances where the ball is not easily identifiable in a group of players. 

 

Image removed 

due to copyright 

Image removed 

due to copyright 

Image removed 

due to copyright 
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3.5 Summary and Conclusion 

A total of 775 plays were observed in 5 games of an elite, international, men’s 

field hockey tournament. Only 660 plays were carried forward because they 

involved the standard, 11-v-11 complement of players. Player and ball locations 

were measured by manual digitisation using in-house software. Locations were 

only digitised at the start and end of plays. Definitions of player locations and 

plays were provided.  

Sixty plays were re-digitised for comparison with the initial dataset in a test-

retest design to assess repeatability. An acceptable error range of ±0.5 m was 

suggested based on players' expected 'footprint' during gameplay actions and 

the expected speed of players during gameplay. Both spatial and temporal data 

were deemed repeatable. The conflicting result of the standard error of 

measurement for the temporal data was attributed to atypical errors. The first 

objective of the current work was met. The next chapter will discuss the spatio-

temporal metrics that make use of the player location measurements.  
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Chapter 4 Preparing metric data for analysis 

4.1 Introduction 

The literature review identified the many spatio-temporal metrics that can 

describe players’ behaviour (Section 2.5). The spatio-temporal data collected in 

the previous chapter constrained the possible number of metrics that could be 

computed because it only measured locations at the start and end of a play. 

Table 4.1 shows the number of metrics used in the current work and how many 

were associated with each of the eight metric types identified in section 2.5.2. 

For metrics that required information about player roles, player roles were 

determined using Clemente et al.'s (2015) method that was discussed in the 

literature review (Section 2.5.3 Player groups). Individual metrics will be 

discussed in the following chapters whenever appropriate. 

 

Table 4.1 Number of metrics used in the current work. 

Metric type Number of metrics 

Location 132 

Time 7 

Distance 2,260 

Speed 8 

Angle 156 

Spread 746 

Area 300 

Context 43 

  Total 3,652 

 

The literature review also identified the Backward Dropping Algorithm (Wang et 

al. 2012) as an appropriate method to determine which of these metrics and 

metric combinations distinguish play outcomes (Section 2.6.4). Two 

requirements of the method needed to be addressed before analysis: a binary 

outcome variable and discrete inputs. 

The Backward Dropping Algorithm was designed to handle a binary outcome 

variable. This is in part due to its use in genetic analytics, where the presence 
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or absence of a trait is of interest (S.-H. Lo and Zheng, 2004). There are three 

outcomes of interest in the current work: a Circle Entry, a Turnover (conceded) 

and an 'Other' outcome (Section 2.3.1). For the outcome of the algorithm to be 

binary, it was necessary to pair the outcomes as three comparisons: 

1. Circle Entry and Turnover (conceded) 

2. Circle Entry and 'Other' 

3. 'Other' and Turnover (conceded) 

The first named outcome in the comparisons is the preferred outcome based on 

the 'positive'-'partially positive'-'negative' paradigm discussed in the literature 

review (Section 2.3.1). Each of these independent comparisons will be 

investigated in the current work partly because there is no evidence to suggest 

that the same metrics will distinguish each pair of outcomes. 

The Backward Dropping Algorithm also requires discrete input data, i.e. data 

values are one of a fixed set. Unfortunately, the variety of spatio-temporal 

metrics computed were mostly continuous, i.e. values that are measured along 

a continuum. For example, a player's pitch-length location is not restricted to 

being 1 m or 2 m from the end of the pitch. Instead, it can be at any infinitely 

fine location between the ends of the pitch and limited only by the precision of 

the measurement tool.  

Metrics' data therefore had to be transformed into discrete values. Two 

approaches were considered for this task. The first was to consider each metric 

individually and logically determine appropriate categories for discretisation. For 

example, when considering a player's pitch-length location, data could be 

assigned to one of four values representing each quarter of the pitch. 

Unfortunately, not all metrics lend themselves to such logical discretisation. For 

example, how should one discretise the range of values for the surface area of 

a team? Furthermore, discretising the pitch-length location of a player into the 

four quarters of the pitch is only useful if players have an equal likelihood of 

being in any quarter. Consider the goalkeeper: since the goalkeeper is not 

permitted to leave their quarter of the pitch (FIH, 2015, Section 10.1), it would 

be useless to consider the other quarters of the pitch to describe their location. 

All values would relate to their quarter of the pitch and the goalkeeper's pitch-
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length location would be uninformative. Furthermore, discretising each of the 

3,652 metrics individually would also be prohibitively time consuming.  

An alternative approach was to apply an automatic data-partitioning algorithm to 

discretise each metric's data. This empirical approach could take the actual 

distribution of the metric’s data into account rather than assuming any 

distribution.  

This chapter address the second of the project's objectives: to prepare the 

spatio-temporal metric data for analysis. The following sections explain how 

continuous metrics were discretised using the k-means++ algorithm and how 

already-discrete metrics with too many categories were handled. Although all 

data and processing scripts were checked for accuracy, some errors were 

evident following the discretisation. These errors are discussed alongside the 

solutions applied to correct them. 

 

4.2 Method 

4.2.1 Continuous metrics 

Each continuous metric was discretised using a k-means++ algorithm that used 

the squared Euclidean distance statistic. Data from all 𝑛𝑝𝑙𝑎𝑦𝑠 = 660 plays were 

used. The algorithm used two or three clusters based on the best results from 

20 iterations of a silhouette analysis. In this section, the k-means++ algorithm 

and silhouette analysis will be explained briefly. 

The k-means++ algorithm is an unsupervised clustering algorithm that assigns 

observations to one of k clusters, where each cluster is defined by a centroid 

(Arthur and Vassilvitskii, 2007). The user inputs a k number of 'seeds' as initial 

cluster centroids, which are then iteratively updated to optimise some cost 

function. The squared Euclidean distance from observation to centroid was 

used as the cost function, in the current work. The k-means++ algorithm betters 

the original k-means algorithm by improving the seeding of clusters. Whereas k-

means seeds by uniformly randomly sampling k observations, k-means++ only 

uniformly samples for the first seed, at random. All remaining seeds are 

randomly sampled from the set of observations with a probability proportional to 
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an observation's squared distance from its closest seed. This difference 

improves convergence time and final error because centroids are expected to 

be as dispersed as possible. 

The number of seeds was constrained to be either two or three, for two 

reasons. Firstly, the greater the number of discrete values that inputs take, the 

more computationally expensive the forthcoming analysis method is. Therefore, 

fewer discrete values are preferred. Secondly, the current work has been 

conducted in collaboration with England Hockey and communication of findings 

has always been an important consideration. It was decided that discussing 

metric values in terms of {Large, Small} or {Large, Moderate, Small} would be 

useful. The clustering algorithm will provide such discretisation for each metric 

specifically. Whether two or three clusters were used was determined by a 

silhouette analysis. 

A silhouette analysis indicates how well a data point is suited to its cluster rather 

than other clusters (Rousseeuw 1987). The arithmetic mean of data points' 

silhouette scores indicates how distinct the suggested clusters are, with larger 

values being preferred. The chosen discretisation was the best of 20 iterations 

of a silhouette analysis for two and three seed initialisations (40 silhouette 

analyses in total). Both the k-means++ and the silhouette analysis were 

performed using MATLAB R2015b (MathWorks 2015). 

For some metrics, it was meaningful to say that a value did not exist rather than 

assign a value of zero. For example, the length of pass was only measured if a 

pass was associated with an event. For situations where the outcome was not a 

pass, a pass length of zero would imply that a very small pass was used, given 

the metric's margin of error. An additional discrete value was used to represent 

these situations when it was meaningful for a value to be non-existent. This 

would mean, for example, that the clusters of pass length could be Large, 

Moderate, Small or Null. 
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4.2.2 Discrete metrics 

Some metrics were already of a discrete level of measurement and thus 

suitable for the main analysis. The complexity and runtime of the main analysis 

increases with the number of categories that the input variables take (Wang et 

al. 2012). It is preferred that variables have as small a range of categories as 

possible but at least two. Practically, it is the range of values expressed in the 

data that will affect the analysis. If a metric had a possible range of six 

categories but only three were expressed in the dataset, then the effective 

range of categories would only be three. Most metrics expressed two categories 

with three and four categories ranking next most frequent. Only the lateral pitch 

transition type metric expressed more than four categories. 

The lateral pitch transition type is a nominal variable indicating how the play 

transitioned between corridors on the pitch, from intrusion to outcome. The 

corridors are left-of-pitch, centre and right-of-pitch. The possible options are 

shown in Figure 4.1. 

 

  End of play 

Start of 
play 

 
Left Centre Right 

Left 
Left stay 

Left 
Left to 
Centre 

Left to 
Right 

Centre 
Centre to 

Left 
Centre stay 

Centre 
Centre to 

Right 

Right 
Right to 

Left 
Right to 
Centre 

Right stay 
Right 

 

Figure 4.1 All nine, possible lateral pitch-transition types. 

 

There are 9 values but only a range of 8 were observed in outcome 

comparisons. To reduce the number of categories, the values were grouped 

according to the colour scheme seen in the Figure 4.1. The white values are 

instances where there was no transition. The light grey values are instances 

where play transitioned to an adjacent corridor. The dark grey values are 

instances where play transitioned from one side of the pitch to the other. This 

reduced the range of categories to three. 
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4.3 Results 

For a given comparison’s data, most metrics were discretised into two clusters 

(Table 4.2). Metrics with four clusters included a null value to represent 

situations when it was meaningful for a value to be non-existent. A small 

number of metrics presented with only one cluster. 

 

Table 4.2 The tally of metrics having 1, 2, 3 or 4 clusters per comparison. 

Comparison 
Number of 

clusters 
Tally of 
metrics 

Proportion 
of metrics 

Circle Entry-Turnover 1 21 0.01 
 2 2,829 0.77 
 3 711 0.20 
 4 91 0.03 
    
Circle Entry-Other 1 39 0.01 
 2 2,863 0.78 
 3 665 0.18 
 4 85 0.02 
    
Other-Turnover 1 36 0.01 
 2 2,772 0.76 
 3 744 0.20 
 4 100 0.03 

 

4.4 Discussion 

The trend for fewer clusters was beneficial for the forthcoming analysis because 

the number of computations increases with the number of values that inputs can 

take. The presence of metrics that have only one cluster in a comparison's 

dataset is problematic because they could be outliers or legitimately single-

clustered metrics. The discretisation forced either two or three clusters upon 

each metric's data. If there was an outlier, then the k-means++ algorithm might 

assign it to one cluster and all remaining data to a single other cluster (Figure 

4.2). Given that the outlier can only belong to one outcome group, the metric 

would be minimally informative because both groups would be identical except 

for the one observation.  
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Figure 4.2 Scatter plot of data relating to the Euclidean distance between the centroid location 
of the offensive forwards and defensive backs at the start of the play. The black circle data point 
at the bottom of the plot is an outlier that formed its own cluster during the discretisation 
process. 

 

This data are categorised very differently when the outlier is corrected (Figure 

4.3). 

 

 

Figure 4.3 Scatter plot of data relating to the Euclidean distance between the centroid location 
of the offensive forwards and defensive backs at the start of the play. The outlier from Figure 
4.2 has been corrected. 
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The previous example of spurious data was indicated by a metric having only 

one cluster. This occurred for 58 metrics, which was suspicious because even 

metrics with very low variance would still be expected to have a more balanced 

discretisation. Having only one cluster within a comparison's dataset might not 

be because of errors in the data. A metric could be legitimately single-clustered 

for the dataset used in the current work. Such metrics can be removed because 

they are uninformative. The 58 metrics that presented one cluster within a 

comparison's dataset were investigated and four possible explanations were 

concluded.  

The first explanation for unbalanced discretisation is an extreme value in the 

dataset that has formed its own cluster during discretisation. This was the case 

in the previous example and was seen in four of the 58 metrics. A review of 

player location data revealed digitisation errors that were corrected. 

A second explanation is that some observations formed a distinct outlying 

cluster away from the majority of data points. A metric that was a candidate for 

this explanation was the arithmetic mean of the defensive team's Euclidean 

distance to the ball at the start of a play. Figure 4.4 shows that three 

observations are outliers of the main dataset but they are all within a small 

range. 

 

 

Figure 4.4 Scatter plot of data relating to the arithmetic mean of the defensive team's 
Euclidean distance to the ball at the start of a play. The grey square data points at the top 
of the plot possibly belong to a distinct outlying cluster. 
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It is possible that this outlying cluster has been correctly discretised into its own 

cluster. It might also be the case that these observations are all errors that fall 

within a small range. These same three observations were responsible for 18 of 

the 58 metrics that had only one cluster within a comparison's dataset. A review 

of player location data revealed digitisation errors that accounted for these 

outlying observations. These were subsequently corrected. 

The third explanation for a metric having only one cluster is that there were 

errors in the MATLAB scripts that calculated the metric's value. This was the 

case for Offensive Numerical Superiority, also known as Territorial Dominance 

(Clemente et al., 2014). The metric can have three values that indicate the ratio 

of offensive and defensive players in 12 regions of the pitch. Comparisons 

between the computed values and illustrations of player locations suggested 

that the calculations might be incorrect. Inspection of the MATLAB script 

revealed an error. The error was corrected, which accounted for 26 of the 58 

spurious metrics. 

The final explanation for a metric having only one cluster is that all the metric's 

data were legitimately single-clustered. This was common for those metrics that 

did not need discretisation because they were nominal variables to begin with. 

Their design was such that, for the given set of observations, most cases were 

only one nominal value. 

An exemplar metric would be Tenga's (2010) Defensive Pressure, which was 

inspired by Olsen et al. (1994). It indicates the ratio of defenders within and 

outside a 1.5 m radius around the possessing player. For all observations, 

Defensive Pressure at the start of plays had a value of 2, indicating that more 

players were outside of a 1.5 m radius of the possessing player than within it. It 

is for metrics like this that a legitimate single cluster is not considered spurious. 

The rationale is that an offensive player would be unlikely to have had 

possession if five or more defenders were within 1.5 m of them, given the reach 

afforded to the defenders by their sticks. Tenga's (2010) Defensive Pressure 

was developed for association football where a defensive player's radius of 

influence would only be as far as their body could reach, which suggests that 
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adjustments might need to be made to this metric to appropriately apply it to 

other sports. This was not done in the current work. 

Legitimate single clusters were also found for continuous metrics, such as the 

proportion of overlap between the rear regions of both teams (see Defensive 

Back Region, Clemente et al., 2015). The rear regions of each team are, by 

definition, on opposite ends of the pitch. Player locations were visualised using 

illustrations similar to those used in chapter 2. These illustrations confirmed that 

there were no observations for which the rear regions of the teams overlapped, 

thus the metric's values were always zero.  

Metrics like these, whose data is entirely and legitimately single-clustered, were 

removed from the dataset because they provide no information for 

distinguishing outcome groups. Table 4.3 shows which metrics were removed 

from each comparison dataset.  
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Table 4.3 Metrics removed because they were legitimately single clustered and therefore 
uninformative for distinguishing between outcomes. 

 
Comparisons 

Metrics CEvTOc CEvOther OthervTOc 

Defensive Pressure at the intrusion x x x 

Defensive Pressure at the outcome x x x 

Defensive Back-Up at the intrusion x x x 

Defensive Back-Up at the outcome x x x 

Defensive Cover at the intrusion x x x 

Defensive Cover at the outcome x x x 

Proportion of the Offensive Back Region 
overlapped by the Defensive Back Region, at the 
intrusion 

x x x 

Proportion of the Offensive Back Region 
overlapped by the Defensive Back Region, at the 
outcome 

x x x 

Proportion of the Defensive Back Region 
overlapped by the Offensive Back Region, at the 
intrusion 

x x x 

Proportion of the Defensive Back Region 
overlapped by the Offensive Back Region, at the 
outcome 

x x x 

Proportion of the Defensive 1st Half Middle Region 
overlapped by the Offensive Back Region, at the 
outcome 

- x - 

Numerical superiority of the front-centre region, at 
the outcome 

x - - 

Numerical superiority of the back-left region, at 
the intrusion 

- - x 

Numerical superiority of the back-left region, at 
the outcome 

- - x 

Numerical superiority of the back-centre region, at 
the intrusion 

- - x 

CEvTOc = Circle Entry-Turnover comparison. 
CEvOther = Circle Entry-Other comparison. 
OthervTOc = Other -Turnover comparison. 

 

Table 4.4 is an updated version of Table 4.3 that considers the corrections 

made and the metrics that were removed. 
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Table 4.4 The tally of metrics having 2, 3 or 4 clusters per comparison. 

Comparison 
Number of 

clusters 
Tally of 
metrics 

Proportion 
of metrics 

Circle Entry-Turnover 2 2,936 0.81 
 3 633 0.17 

 4 72 0.02 
    
Circle Entry-Other 2 2,889 0.79 
 3 675 0.19 
 4 77 0.02 
    
Other-Turnover 2 2,886 0.79 
 3 675 0.19 
 4 78 0.02 

 

The minimum number of clusters became two but the relative proportion of 

metrics with each range of clusters remained the same. The removal of 

legitimately single-clustered metrics also meant that 3,641 metrics were carried 

forward for the Circle Entry-Turnover comparison and Circle Entry-Other 

comparison. Only 3,639 metrics were carried forward for the Other-Turnover 

comparison. 

 

4.4 Summary and conclusion 

The purpose of this chapter was to prepare the spatio-temporal metric data for 

the subsequent analysis. Datasets associated with the three outcome groups 

were paired to suit the Backward Dropping Algorithm's structure for two-group 

comparisons. The Backward Dropping Algorithm also requires discrete inputs. 

The k-means++ algorithm was used to discretise continuous metrics. Metrics 

were discretised mostly with a range of two clusters, which was four times more 

likely than a range of three clusters and over 37 times more likely than a range 

of four clusters. The predominance of the two-cluster range was beneficial 

because smaller cluster ranges reduce the number of processes required in the 

subsequent analysis. 

The discretisation process flagged possibly spurious data for 58 metrics. An 

investigation revealed four explanations for the possibly spurious data. Errors 
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were corrected and some metrics were removed from comparisons' datasets 

because they were uninformative. Table 4.5 shows the updated count of metrics 

associated with each comparison after uninformative metrics were removed. 

These remaining metrics were carried forward to the first stage of the Backward 

Dropping Algorithm, which is presented in the next chapter. 

 

Table 4.5 Number of metrics used in the current work after uninformative metrics were 
removed. 

 Number of metrics 

Metric type Initial total CEvTOc CEvOther OthervTOc 

Location 132 132 132 132 

Time 7 7 7 7 

Distance 2,260 2,260 2,260 2,260 

Speed 8 8 8 8 

Angle 156 156 156 156 

Spread 746 746 746 746 

Area 300 296 295 296 

Context 43 36 37 34 

 

 

 
  

Total 3,652 3,641 3,641 3,639 

CEvTOc = Circle Entry-Turnover comparison. 
CEvOther = Circle Entry-Other comparison. 
OthervTOc = Other-Turnover comparison. 
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Chapter 5 Selecting metrics and metric combinations. Stage 1: 

The I-score and metric pre-selection 

5.1 Introduction 

This chapter addresses the third of the current work's objectives: to reduce the 

number of metrics based on performance in low-order interactions. The order of 

the interaction refers to the possible number of interactions between a given set 

of inputs. A small set of inputs only demonstrates a low order of interaction 

while a larger set demonstrates a higher order of interaction. The objective to 

reduce the number of metrics is the first of two stages of Wang et al.'s (2012) 

analysis that uses the Backward Dropping Algorithm. This first stage reduces 

the initially large number of metrics to a more manageable amount based on 

performance in pairs.  

The first phase of this metric pre-selection procedure uses the I-score to rank 

metric pairs. The I-score measures the association of an input or set of inputs 

with the outcome variable (Chernoff et al. 2009). It is the squared-sum of 

deviations between the count of actual and expected outcomes (more detail is 

available in Appendix A). The I-score is the cornerstone of the Backward 

Dropping Algorithm because its expected value does not change with the 

number of inputs being considered (Wang et al. 2012). In other words, it is not 

affected by the degrees of freedom of the problem. The I-score for combinations 

of inputs of different sizes can therefore be compared. 

Another advantage of the I-score is that it measures the association between an 

outcome variable and one or more inputs. This is superior to a Pearson’s 

correlation that can only measure the association between an outcome variable 

and one input. Ideally, every possible combination of inputs would be scored 

using the I-score to determine which is best. Unfortunately, the number of 

possible combinations is prohibitively large when the number of inputs is 

already large. For example, a set of 1,000 inputs has 499,500 possible pairs 

and 166,167,000 possible triplets.  

Wang et al. (2012) suggest that an indication of an input’s combinatory 

influence can be estimated by evaluating a sample of the possible interactions - 

preferably low-order interactions so as not to stress computational resources. 
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This was based on the assumption that those inputs that score well at low-order 

interactions, like pairs and triplets, are likely to score well at higher-order 

interactions. Practically, low-order interactions might also be preferred over 

complex combinations that might be difficult to interpret and apply. Once all low-

order combinations of inputs have been scored, only a portion are carried 

forward to the next phase of the pre-selection procedure. To do this, a threshold 

is applied to the pairs’ I-scores. 

The second phase of the pre-selection procedure ranks inputs based on how 

often they occur in the combinations selected from the first phase. This statistic 

is known as the retention frequency, 𝑓𝑟. The rationale is that frequently retained 

inputs from the top-ranked, low-order combinations are likely to form influential, 

higher-order combinations because they frequently yield large I-scores when 

combined with other inputs (Wang et al., 2012). Only a portion of these 

frequently retained inputs are carried forward for subsequent analyses by 

applying a threshold to the retention frequencies. The following sections present 

the application of this metric pre-selection procedure to the spatio-temporal 

metrics collected in the current work. 

 

5.2 Method 

The variable pre-selection procedure of Wang et al. (2012) was applied to each 

of the three outcome group comparisons using metric pairs. The Other-

Turnover comparison had 3,639 metrics and so produced 6,619,341 metric 

pairs. The Circle Entry-Other and Other-Turnover comparisons had 3,641 

metrics, producing 6,626,620 metric pairs. To select which metrics would be 

carried forward, a threshold I-score was determined using the 2nd difference 

method (Wang et al. 2012). The protocol for the 2nd difference method is as 

follows: 

1. Sort all 𝑁-number of variable combinations in descending order of I-

score. 

2. Select every 𝑝𝑡ℎ I-score, where 𝑝 is some fraction of 𝑁 so that the trend 

of 𝑝𝑡ℎ ordered I-scores is representative of the entire list (No guidance is 



92 
 

provided for choosing an appropriate value for 𝑝. A value of 𝑝 = 1,000 

was used in the current work.) 

3. Calculate the 1st differences, 𝑑1 𝑖 ∶  𝑖 ∈ {1, … , 𝑁 − 1}, between every 𝑝𝑡ℎ 

value by calculating the difference between successive 𝑝𝑡ℎ values: 

{𝑑1 1, 𝑑1 2, … , 𝑑
1  

𝑁
𝑝

−1
} = {𝑝1 − 𝑝2, 𝑝2 − 𝑝3, … , 𝑝𝑁

𝑝
−1

− 𝑝𝑁
𝑝

} 

where 𝑝𝑗 is the 𝑝𝑡ℎ I-score for 𝑗 ∈ {1, … ,
𝑁

𝑝
}. 

4. Calculate the 2nd differences, 𝑑2 𝑘 ∶  𝑘 ∈ {1, … ,
𝑁

𝑝
− 2}, by calculating the 

difference between every successive 1st difference:  

{𝑑2 1, 𝑑2 2, … , 𝑑
2  

𝑁
𝑝

−2
} = {𝑑1 1 − 𝑑1 2, 𝑑1 2 − 𝑑1 3, … , 𝑑

1  
𝑁
𝑝

−2
− 𝑑

1  
𝑁
𝑝

−1
} 

5. Plot the 2nd differences with respect to the 𝑝𝑡ℎ value, which is expected to 

follow an 'L-shape' curve (Figure 5.1). 

 

Figure 5.1 The 2nd difference plot for the comparison between plays that ended 
with a Circle Entry and those that ended with a Turnover Conceded. 
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6. Select a cut-off threshold, 𝑡0, where the 2nd difference is near zero for the 

first time as the plot settles. (the first 2nd difference that was ≤1 was used 

- see Figure 5.1). Record the associated 𝑝𝑡ℎ value. 

7. Select the top 𝑡0 − 1 variable combinations from the ordered list. In 

Figure 5.1, 𝑡0 = 8,001 so the top 8,000 metric pairs are carried forward. 

 

Metrics in the metric pairs that satisfied the threshold were ranked according to 

retention frequency. Thresholds for the 1st difference method were applied to 

select the metrics to be carried forward to the next stage of analysis. A 

threshold is determined using the 1st difference method (Wang et al. 2012): 

1. Sort all, 𝑁, variables in descending order of retention frequency, 𝑓𝑟 𝑖  , 𝑖 ∈

{1, … ,
𝑁

𝑝
}. 

2. Calculate the 1st differences, 𝐷1 𝑗 ∶  𝑗 ∈ {1, … ,
𝑁

𝑝
− 1}, by calculating the 

difference between successive retention frequencies: 

{𝐷1 1, 𝐷1 2, … , 𝐷
1  

𝑁
𝑝

−1
} = {𝑓𝑟 1 − 𝑓𝑟 2, 𝑓𝑟 2 − 𝑓𝑟 3, … , 𝑓

𝑟  
𝑁
𝑝

−1
− 𝑓

𝑟  
𝑁
𝑝

} 

3. Plot the 1st differences, which is expected to follow an 'L-shape' curve 

(Figure 5.2). 
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Figure 5.2 The 1st difference plot for the comparison between plays that ended 
with a Circle Entry and those that ended with a Turnover Conceded. 

 

4. Select a cut-off threshold where the 1st differences "differ little... [and]... 

retention frequency ties (1st-difference zeros) occur much more 

frequently" (Wang et al., 2012). Record the associated threshold number 

of metrics, 𝑡0
′ . 

5. Select the top 𝑡0
′  variable tuples from the ordered list. In Figure 5.2, 𝑡0

′ = 

32 so the top 32 metrics are carried forward. 

 

Communications with the authors of Wang et al. (2012) revealed that "rigorous 

theoretical justification of the [1st difference and] 2nd difference method is still 

an open issue" (Appendix C). The method is only supported by "empirical and 

heuristic evidence" from the authors' experiences, with no supporting data. 

Similar to Wang et al. (2012), the effect of both threshold choices on the final list 

of surviving metrics was therefore assessed. Datasets representing ±10% of the 

metric-pair threshold, 𝑡0, were selected:  

· the dataset based on the initial value of 𝑡0 was called Initial;  

· the dataset based on +10% of 𝑡0 was called Plus;  

· the dataset based on -10% of 𝑡0 was called Minus.  



95 
 

For each of these metric-pair datasets, the ±10% method was applied to the 

retention-frequency thresholds. This provided the nine datasets shown in Table 

5.1  

 

Table 5.1 The nine datasets created during the metric pre-selection procedure. 

  
Retention-frequency threshold, 𝒕′ 

  
Initial (𝒕𝟎

′ ) Plus (𝒕+𝟏𝟎%
′ ) Minus (𝒕−𝟏𝟎%

′ ) 

Metric-pair 
threshold, 𝒕 

Initial (𝒕𝟎) 
Initial Initial 

(𝑡0 𝑡0
′ ) 

Initial Plus 
(𝑡0 𝑡+10%

′ ) 
Initial Minus 

(𝑡0 𝑡−10%
′ ) 

Plus (𝒕+𝟏𝟎%) 
Plus Initial 
(𝑡+10% 𝑡0

′ ) 
Plus Plus 

(𝑡+10% 𝑡+10%
′ ) 

Plus Minus 
(𝑡+10% 𝑡−10%

′ ) 

Minus (𝒕−𝟏𝟎%) 
Minus Initial 

(𝑡−10% 𝑡0
′ ) 

Minus Plus 
(𝑡−10% 𝑡+10%

′ ) 
Minus Minus 
(𝑡−10% 𝑡−10%

′ ) 

 

The effect of the threshold will only be understood when the full analysis is 

complete. Differences in the datasets after this stage will affect the metrics and 

metric combinations that constitute the final output. Datasets that differ must 

therefore be carried forward through the full analysis to estimate the effect of 

threshold choices. 

 

5.3 Results 

The highest- and lowest-scoring pair had I-scores of 9,817.4 and 0.6, 

respectively. Table 5.2 summarises the results of applying the nine thresholds. 
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Table 5.2 The results of the two stages of metric pre-selection. Rows indicate the 
effect of applying the metric-pair threshold. The rightmost three columns show the 
effect of applying the retention-frequency threshold. 

Comparison 
Metric-pair 
thresholds 

Number of metric 
pairs selected 

Number of metrics selected 

Initial Plus Minus 

CEvTOc 
Initial 8,000 32 35 29 

Plus 8,800 32 35 29 

Minus 7,200 31 34 28 

      

CEvOther 
Initial 11,000 12 13 11 

Plus 12,100 12 13 11 

Minus 9,900 12 13 11 

      

OthervTOc 

Initial 13,000 27 30 24 

Plus 14,300 37 41 33 

Minus 11,700 35 39 31 

CEvTOc = Circle Entry-Turnover comparison. 
CEvOther = Circle Entry-Other comparison. 
OthervTOc = Other-Turnover comparison. 

 

For all comparisons, the metric selections included less than 1.2% of the 

original metrics (Table 5.3, 5.4, 5.5). Some metric types are no longer 

represented in comparisons' selections. For example, there are no longer any 

Time type or Angle type metrics associated with the Circle Entry-Turnover 

comparison. Distance type metrics maintain their rank with the largest 

representation even after suffering the largest loss. Although not evident from 

the tables provided, metrics relating to the difference between teams 

demonstrated the largest drop in representation; those selected referred to the 

offence or defence alone. Metrics relating to the outcome event now dominate 

the selection with the defensive team being completely unrepresented.  
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Table 5.3 Number of metrics selected across all Circle Entry-Turnover datasets, per 
metric type. 

Metric type 
Initial no. of 

metrics 
No. of metrics 

selected 
Percentage of possible 

metrics selected (%) 

Location 132 6 4.5 

Time 7 0 0.0 

Distance 2,260 14 0.6 

Speed 8 1 12.5 

Angle 156 0 0.0 

Spread 746 14 1.9 

Area 296 3 1.0 

Context 36 4 11.1 

    Total 3,641 42 1.2 

 

 

Table 5.4 Number of metrics selected across all Circle Entry-Other datasets, per 
metric type. 

Metric type 
Initial no. of 

metrics 
No. of metrics 

selected 
Percentage of possible 

metrics selected (%) 

Location 132 4 3.0 

Time 7 0 0.0 

Distance 2,260 8 0.4 

Speed 8 0 0.0 

Angle 156 1 0.6 

Spread 746 0 0.0 

Area 295 0 0.0 

Context 37 0 0.0 

    Total 3,641 13 0.4 
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Table 5.5 Number of metrics selected across all Other-Turnover datasets, per 
metric type. 

Metric type 
Initial no. of 

metrics 
No. of metrics 

selected 
Percentage of possible 

metrics selected (%) 

Location 132 5 3.8 

Time 7 0 0.0 

Distance 2,260 27 1.2 

Speed 8 1 12.5 

Angle 156 6 3.8 

Spread 746 0 0.0 

Area 296 2 0.7 

Context 34 0 0.0 

    Total 3,639 42 1.1 

 

5.4 Discussion 

The application of the metric-pair and retention-frequency thresholds 

substantially reduced the number of metrics, in line with the expectations of 

Wang et al. (2012). The substantial > 98% reduction could be for three reasons. 

Firstly, it could be a legitimate reduction because many of the metrics truly are 

not influential for the given dataset of field hockey performance. This might not 

be surprising given that the original list of metrics covered a large variety of 

simple and complex measurements. The current work took a naïve approach by 

not assuming that any metric was more or less likely to be influential. Instead, 

the initial list of metrics contained all those that have been used to investigate 

sports similar to field hockey (Section 2.5.1). But, as the sociologist William 

Bruce Cameron once said, "not everything that can be counted counts, and not 

everything that counts can be counted" (Cameron, 1963, p 13).  

Secondly, the substantial reduction could be because there are, actually, many 

influential metrics. This would violate an assumption of the method, which 

expects there to be only a small number of influential variables (Wang et al., 

2012). The 1st difference and 2nd difference methods depend on the I-scores 

and retention frequencies following an 'L-shaped' curve similar to an 

exponential distribution, i.e. a small set of high-scores followed by a precipitous 

drop to many low-scores. Because the 1st difference and 2nd difference methods 
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look at differences between successive scores, the chosen thresholds are 

expected to represent the beginning of a flat-lining of the many low-scores. If, 

on the other hand, there are many high-scores, then the 1st difference and 2nd 

difference methods might indicate a threshold that represents the beginning of a 

plateau of high-scores. This scenario would result in a conservative selection of 

only the highest of high-scores and/or an arbitrary portion of equally high 

scores. The I-scores for the metric pairs and the retention frequencies of the 

constituent metrics both followed the expected 'L-shape' (Figure 5.3). It is 

therefore not likely that there were many influential variables and, hence, the 

substantial reduction is likely to be legitimate. 

 

  

Figure 5.3 Left: The I-score of the top 30,000 metric pairs. Right: The retention frequencies of 

the top 200 metrics. 

 

A third reason for the substantial reduction in metrics might be that a metric-pair 

interaction was too low an order of interaction to give metrics a chance of 

scoring well. This could cause metrics to be illegitimately selected because this 

stage of the analysis assumes that a metric's performance in low-order 

interactions is indicative of the metric's performance in higher-order interactions. 

This assumption cannot be checked without assessing the deselected metrics 

in higher-order interactions. Some of these metrics might strongly contribute to 

metric combinations that score well in higher-order interactions. While in the 

next chapter, the selected metrics will be assessed in higher-order interactions, 

the deselected metrics will be given a second chance during a later stage of the 

analysis. 
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A closer look at the three comparisons shows the effect of applying the 

thresholds to the metric pairs’ I-scores and the retention frequency. The reader 

is reminded that only unique sets of metrics need to be carried forward for 

further analysis. First, we consider the Circle Entry-Turnover comparison. The 

effect of applying the metric-pair threshold was examined by comparing the 

metrics found in the three datasets that it created (Initial-Initial, Plus-Initial and 

Minus-Initial in Table 5.2). The uniqueness of these meant that they were all 

carried forward to investigate the effect of applying the retention-frequency 

threshold. The effect of applying the retention-frequency threshold was 

examined by comparing all nine datasets. All nine datasets were unique so they 

all were carried forward for subsequent analysis. For the Circle Entry-Other 

comparison, all datasets arising from the metric-pair threshold were identical. 

Applying the retention-frequency threshold produced unique datasets so all 

three were carried forward for subsequent analyses. For the Other-Turnover 

comparison, the datasets arising from the metric-pair threshold were all different 

and further differences were apparent after considering the effect of the 

retention-frequency threshold. All nine datasets were carried forward for 

subsequent analyses. 

The procedure overwhelmingly selected metrics describing intra-team distances 

of the offence at the outcome. This is despite attempts to include descriptions of 

defensive behaviour to counter its underrepresentation in the literature (Wheeler 

et al. 2013) and because of the defences integral contribution to tactics in 

gameplay (Gréhaigne and Godbout, 1995). Unlike the metric types, which were 

unevenly represented, both teams had a similar number of metrics. 

Nevertheless, the results suggest that the spatio-temporal behaviour of the 

offence is a better distinguisher of play outcome.  

It might be that the initially suggested metrics capture offensive behaviour well 

but not defensive behaviour. As mentioned previously, the metrics used were 

taken from or inspired by the sports performance analysis literature and 

defensive performance is rarely investigated. Some metrics used in the current 

work were adaptations of offensive metrics to defensive performance, and vice 

versa. For example, the Effective Area of Play is the combined area of offensive 

triangles that are not overlapped by defensive triangles with sides greater than 

12 m (Clemente et al. 2013; Clemente et al. 2013); In this definition, a triangle is 
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the region of the pitch defined by three teammates. A defensive version of this 

metric was included in the current work, which measured the combined area of 

defensive triangles that are not overlapped by offensive triangles. These 

adapted metrics might not have captured the essence of defensive behaviour 

as well as they do offensive behaviour. The alternative is to suggest that the 

offensive team truly have more influence on the outcome of a play. Future work 

could develop more relevant defensive spatio-temporal metrics. 

The preference for metrics describing the outcome also has some practical 

implications. One could hypothesise that the spatio-temporal behaviour of 

players at the beginning of an intrusion does not distinguish the result of the 

play. For both teams, this implies that seemingly difficult scenarios at the 

intrusion are not indicative of the conclusion. Given that the outcome of the play 

is certain at the end, future work could try to describe the developing certainty 

associated with progress from intrusion to outcome. Similar work has been 

done in soccer using survival analysis (Nevo and Ritov, 2013). 

 

5.5 Summary and conclusion 

The purpose of this chapter was to address the third objective of the current 

work by reducing the number of initially suggested metrics. Wang et al.'s (2012) 

variable pre-selection procedure was used with the I-score statistic. The first 

phase of the variable pre-selection procedure scored metric pairs using the I-

score statistic. In the second phase, metrics were scored according to how 

often they appeared in a top portion of the metric pairs. The third objective was 

considered to have been met because the number of metrics was reduced from 

thousands to tens. These results substantially reduced the potential number of 

processes required in later stages of analyses. 

Metrics relating to the offensive team at the outcome dominated the selections 

across all comparisons. Possible explanations included a lack of metrics 

relevant to defensive behaviour and the legitimately superior influence of the 

offensive team on the outcome of plays. 
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The robustness of the procedure's threshold choices was assessed because 

communication with the method's authors revealed that "rigorous theoretical 

justification" is still outstanding (Appendix C). Table 5.6 indicates the datasets 

were carried forward to the next stage of the analysis, detailed in the following 

chapter. 

 

Table 5.6 The datasets carried forward for subsequent analyses. 

Comparison 
Metric-pair 

threshold, 𝒕 

Retention-frequency threshold, 𝒕′ 

Initial (𝒕𝟎
′ ) Plus (𝒕+𝟏𝟎%

′ ) Minus (𝒕−𝟏𝟎%
′ ) 

CEvTOc 
Initial (𝒕𝟎) Yes Yes Yes 

Plus (𝒕+𝟏𝟎%) Yes Yes Yes 

Minus (𝒕−𝟏𝟎%) Yes Yes Yes 

     

CEvOther 

Initial (𝒕𝟎) Yes Yes Yes 

Plus (𝒕+𝟏𝟎%) No No No 

Minus (𝒕−𝟏𝟎%) No No No 

     

OthervTOc 

Initial (𝒕𝟎) Yes Yes Yes 
Plus (𝒕+𝟏𝟎%) Yes Yes Yes 

Minus (𝒕−𝟏𝟎%) Yes Yes Yes 

CEvTOc = Circle Entry-Turnover comparison. 
CEvOther = Circle Entry-Other comparison. 
OthervTOc = Other-Turnover comparison. 
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Chapter 6 Selecting metrics and metric combinations. Stage 2: 

The Backward Dropping Algorithm 

6.1 Introduction 

The previous chapter detailed how the initial number of metrics was reduced 

using Wang et al.'s (2012) variable pre-selection procedure. The procedure 

required the application of two thresholds, which substantially reduced the initial 

number of metrics by > 98%. Twenty-one unique sets of metrics were created 

from the pre-selection procedure but their ability to distinguish the outcome 

groups is still unknown. 

This chapter begins to address the fourth of the project's objectives: to measure 

the association of metrics with the outcome based on performance in higher-

order interactions. The order of the interaction refers to the possible number of 

interactions between a given set of inputs. In the previous chapter, low-order 

interactions were considered to be interactions between combinations of two 

and three inputs. In this chapter, high-order interactions are interactions 

between a combination of greater than three inputs. The association between 

metrics and the outcome was measured using Wang et al.'s (2012) Backward 

Dropping Algorithm. Appendix A explains the fundamentals of the Backward 

Dropping Algorithm and how its parameters are estimated. A brief description is 

given in the following paragraphs. 

The previous chapter introduced the I-score, which is the cornerstone of the 

Backward Dropping Algorithm. It is a measure of association of an input or set 

of inputs with an outcome variable. It does this by evaluating the interaction 

between an outcome variable and inputs’ partition elements, where a partition 

element is a unique expression of inputs’ values. For example, a set of three 

binary inputs has 23 = 8 partition elements because there are eight possible 

combinations of their values (Table 6.1). 
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Table 6.1 Every partition element for a set of three binary inputs. 

 
Input values 

Partition element Input 1 Input 2 Input 3 

1 0 0 0 
2 0 0 1 
3 0 1 0 
4 1 0 0 
5 0 1 1 
6 1 1 0 
7 1 0 1 
8 1 1 1 

 

Each partition element represents a specific interaction between the variables. 

The [0, 0, 0] partition element represents the all-zero interaction and [0, 1, 0] the 

partition element represents one of the two-zero interactions. Each of these 

partition elements is exclusively associated with a portion of observations, i.e. 

some observations were [0, 0, 0] and some were [0, 1, 0]. Not all possible 

partition elements might be expressed in a dataset. For example, there might 

not be any case were all three inputs recorded a zero value for the same 

observation. The number of partition elements affects some parameters of the 

Backward Dropping Algorithm 

The steps of the Backward Dropping Algorithm were presented toward the end 

of section 2.6.3. The algorithm requires a random selection of 𝑘 inputs from all 

possible inputs. This random selection is known as the metric sample set. The 

algorithm determines the best subset from the metric sample set, known as the 

return set. The process of selecting a metric sample set and determining a 

return set must be repeated many times to cover the many possible 

combinations of inputs. The number of required iterations, 2𝐵̂, depends on the 

total number of inputs, the size of the metric sample set and the size of the 

return set that is almost-completely covered. 

The size of the return set that is almost-completely covered, 𝑟, represents the 

maximum order of interaction to be assessed thoroughly during the algorithm. 

For example, if 𝑟 = 3, then the algorithm would need to be repeated enough 

times so that every possible triplet of inputs would likely have been sampled in a 

metric sample set. The return set is only ‘almost-completely covered’ because 
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the coverage of 𝑟 is probabilistic. The number of expected iterations is 

increased to improve the chances of actually covering the desired order of 

interaction. 

The following sections present the application of the Backward Dropping 

Algorithm to score metrics based on their performance in high-order 

interactions. Two additional processes are applied to reduce redundancy and 

remove false positives. An adjustment is made to the originally published 

method to account for unexpected behaviour of the current work's data. 

 

6.2 Method 

6.2.1 Backward Dropping Algorithm 

The Backward Dropping Algorithm was applied to all 21 datasets created in the 

previous chapter. All processing was done using MATLAB R2016a (MathWorks 

2016). For all comparisons, the size of the metric sample set was 𝑘 = 6 and the 

size of return set that is almost-completely covered was 𝑟 = 3. The number of 

iterations, 2𝐵̂, depended on the number of metrics being considered (Table 

6.2). Explanations of parameter values are detailed in Appendix A. The metric 

combinations outputted from the Backward Dropping Algorithm were subjected 

to two further processes: reduction in between-return set correlation and 

removal of false positives. 
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Table 6.2 The number of Backward Dropping Algorithm iterations, 2𝐵̂, for 

every dataset, based on the upper bounds suggested by Wang et al. 

(2012) for 𝑟 = 3 and 𝑘 = 6. 

Comparison 
Metric-pair 
threshold 

Retention-frequency threshold 

Initial Plus Minus 

Circle Entry-Turnover 
Initial 4,221 5,751 2,998 
Plus 4,221 5,751 2,998 
Minus 3,781 5,204 2,652 

 
Circle Entry-Other Initial 119 162 84 

 

Other-Turnover 

Initial 957 1,325 666 
Plus 1,325 1,780 957 
Minus 666 957 444 

 

6.2.2 Reducing between-return set correlation 

Return sets are the best subset of the metric sample set, as determined by the 

Backward Dropping Algorithm. Two return sets were correlated if they contained 

a common metric. Between-return set correlation was reduced by removing 

lower-scoring return sets that had metrics in common with higher-scoring return 

sets. Wang et al. (2012) used this method because they used their final sets of 

variables to build classifiers for genetic traits and uncorrelated classifiers were 

desirable to minimise redundancy. 

Each metric combination in the current work has the potential to describe a 

tactic but not reducing between-return set correlation produced many highly-

correlated metric combinations. For example, a series of metric combinations 

like {{𝑎, 𝑏, 𝑐}, {𝑎, 𝑏, 𝑑}, {𝑎, 𝑏, 𝑒}} often had lower or identical scores to their {𝑎, 𝑏} 

subset. The implication is that the lower-scoring metric combinations were at 

best introducing uninfluential metrics or were at worst producing a less 

influential metric combination. To reduce between-set correlation, all return sets 

were ordered from largest to smallest I-score. If a return set had metrics in 

common with higher-scoring return sets, then it was removed. This resulted in a 

list of return sets containing unique metric combinations. 
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6.2.3 Removing false positives 

The number of iterations used during the Backward Dropping Algorithm will not 

completely cover all possible metric sample sets. It is possible that some return 

sets from the Backward Dropping Algorithm are false positives, i.e. they are not 

the truly-best return set for the given metric sample set. Wang et al. (2012, 

Suppl. 3.2.3) suggested the following method to remove false positive return 

sets: 

1. Consider all ordered return sets. These sets are referred to as 𝑅ℎ ∶ ℎ =

{1, … , 𝐻}, where 𝐻 is the number of return sets. 

2. For a given return set, 𝑅ℎ, make a list of all variables that are not in it. 

There will be 𝑆 − |𝑅ℎ| of these variables, where 𝑆 is the total number of 

variables and |𝑅ℎ| is the number of variables in 𝑅ℎ. 

3. Append each of the remaining variables to a copy of 𝑅ℎ to make all 

possible |𝑅ℎ| + 1 sets. There will be 𝑆 − |𝑅ℎ| of these |𝑅ℎ| + 1 sets. 

4. Perform the Backward Dropping Algorithm on each of the |𝑅ℎ| + 1 sets 

and retain the metric sample set with the highest I-score. Call these 

metric sample sets the (|𝑅ℎ| + 1)𝐵𝐷𝐴 sets. 

5. Keep all (|𝑅ℎ| + 1)𝐵𝐷𝐴 sets that have a higher I-score than their 

respective 𝑅ℎ set. These retained (|𝑅ℎ| + 1)𝐵𝐷𝐴 sets are called forward-

one sets. 

6. Count the number of forward-one sets for the given return set. This count 

is 𝐴ℎ. 

7. Repeat the steps for all other return sets, 𝑅ℎ, for ℎ = {1, … , 𝐻}. 

8. Plot a histogram of 𝐴ℎ. It is expected that there will be an obvious 

threshold for outliers indicated by "the first big gap after the main body of 

the histogram" (Figure 6.1). 
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Figure 6.1 An example histogram of 𝐴ℎ given in Wang et al. 

(2012, Suppl. 3.2.3). In this case, the threshold would be 𝑡𝐹𝑃𝑅 =
7, where the first gap is seen in the histogram. 

 

9. For any 𝑅ℎ whose 𝐴ℎ is above the threshold, replace the 𝑅ℎ with the 

highest-scoring forward-one set. 

10. Keep only unique return sets. 

 

The procedure gives metrics a second chance to improve the return sets. If a 

return set has few forward-one sets, then it is likely to be a good estimate of the 

unknown, truly-best return set because there are few better alternatives. If a 

return set has many forward-one sets, then it is likely to be a bad estimate of 

the unknown truly-best return set because there are many better alternatives. 

But, some of the forward-one sets might themselves be false positives. The 

purpose of the threshold is to balance the risk of the return set being a false 

positive with the risk of the highest-scoring forward-one set being a false 

positive. 

 

6.2.4 Adjustment to Wang et al.’s false positive removal procedure 

Communications with the authors of Wang et al. (2012) revealed that there is no 

rigorous theoretical underpinning for choosing the appropriate threshold for the 

forward-one set histogram. Like the thresholds used during the metric pre-
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selection procedures, the method is only supported by "empirical and heuristic 

evidence" from the authors' experiences (Appendix C). In the previous chapter, 

the robustness of the metric pre-selection thresholds was assessed by 

examining the effect of ±10% of the threshold on the number of metric pairs and 

number of metrics carried forward (Section 5.2). It was not possible to apply this 

method to the forward-one threshold because an initial threshold could not be 

determined based on the guidance provided by the method's authors. For 

example, where is the main body of the histogram of forward-one sets for the 

Initial-Plus dataset of the Circle Entry-Turnover comparison (Figure 6.2)? 

 

 

Figure 6.2 The histogram of 𝐴ℎ for the Initial-Plus dataset. 

 

A different method was developed to assess the effect of threshold choice 

experimentally. Ten equally spaced thresholds were chosen and the differences 

in the outputted number of unique return sets and the number of unique metrics 

were examined. The thresholds were rounded-up values of 0%, 10%, 20%, 

30%, ..., 90% of the maximum 𝐴ℎ, where 𝐴ℎ is the number of forward-one sets 

associated with a return set. For example, the maximum 𝐴ℎ for the Initial-Initial 

dataset was 𝐴ℎ = 33 (see Figure 6.2). Thresholds were set 0, 4, 7, 10, 14, 17, 

20, 24, 27, 30 (Figure 6.3). 
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Figure 6.3 The histogram of 𝐴ℎ for the Initial-Plus dataset showing the ten 
thresholds. 

 

The first threshold represents a case where we are completely confident that 

the original return set is a false positive and must be replaced by a forward-one 

set. Increasing the threshold indicates that we are increasingly more confident 

that the original return set is actually a good estimate of the unknown truly-best 

return set. At the last threshold, we are indicating that only return sets with the 

most forward-one sets should be replaced. A hypothetical 11th threshold would 

be at maximum 𝐴ℎ and would result in no return sets being replaced. This is 

equivalent to keeping the original return sets and represents the case where we 

are completely confident that they are not false positives. It can be seen in 

Figure 6.3 that some thresholds will have the same effect, e.g. both the 9th and 

10th threshold mean that only return sets with 33 forward-one sets will adopt 

their best forward-one set. 

 

6.3 Results 

Removing between-return set correlation substantially reduced the number of 

unique metric combinations (Table 6.3; 6.4; 6.5). 
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Table 6.3 The number of unique metric combinations produced by each 
step in the analysis for the Circle Entry-Turnover comparison. 

Dataset 
Backward Dropping 

Algorithm 
Between-return set 

correlation reduction 

Initial 
Initial 497 11 
Minus 324 10 
Plus 1043 13 

Minus 
Initial 419 11 
Minus 285 10 
Plus 714 13 

Plus 
Initial 438 12 

Minus 313 11 
Plus 521 12 

 

 

Table 6.4 The number of unique metric combinations produced by each 
step in the analysis for the Circle Entry-Other comparison. 

Dataset 
Backward Dropping 

Algorithm 
Between-return set 

correlation reduction 

Initial 
Initial 21 4 
Minus 15 3 
Plus 32 4 

 

 

Table 6.5 The number of unique metric combinations produced by each 
step in the analysis for the Other -Turnover comparison 

Dataset 
Backward Dropping 

Algorithm 
Between-return set 

correlation reduction 

Initial 
Initial 184 10 
Minus 123 9 
Plus 301 10 

Minus 
Initial 753 11 
Minus 344 10 
Plus 911 13 

Plus 
Initial 836 11 
Minus 514 11 
Plus 1056 14 
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Applying the adjusted false positive removal procedure created 10 more 

datasets for each of the 21 brought forward from the previous chapter. Each of 

the resulting 210 datasets was a unique list of metric combinations. Although 

each list of combinations was unique, some lists were made of the same set of 

metrics. For example, a specific set of metrics might make 15 different 

combinations, ten of which might appear in one list and the remaining five in 

another. Only unique sets of metrics needed to be carried forward so common 

sets of metrics created by the application of thresholds were removed. Of the 

ten possible sets of metrics that could have arisen from applying the ten 

thresholds, only two to eight unique sets were ever seen. The initially possible 

90 unique sets of metrics for the Circle Entry-Turnover comparison were 

reduced to a more manageable 63. The 30 possible sets of metrics for the 

Circle Entry-Other comparison were reduced to six and there were 51 unique 

sets of metrics associated with the Other-Turnover comparison. 

 

6.4 Discussion 

The analysis detailed in this chapter selected sets of metrics based on their 

interactive association with play outcomes. It was noted in the previous chapter 

that threshold choice during the metric pre-selection procedure affected metric 

combinations and their constituent metrics. Metric combinations and their 

constituents were similarly affected by the choice of false positive removal 

threshold. At this stage of their analysis, the original authors of the method 

concluded that the variable pre-selection thresholds had no effect on their final 

set of metrics (Wang et al. 2012). This conclusion was drawn because all of 

Wang et al.'s (2012) nine datasets from the variable pre-selection produced the 

same set of final metrics after the application of Backward Dropping Algorithm, 

between-set correlation removal and the false positive removal procedure. This 

contrasts with the presence of 63, 6 and 51 unique sets of metrics found for 

comparisons in the current work. 

The contrast is not so surprising because the output of the analysis depends on 

how the inputs interact. Wang et al. (2012) investigated genes associated with 
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relapse of metastatic breast cancer while the current work investigates spatio-

temporal metrics associated with play outcomes in field hockey. There is no 

expectation that these two sets of inputs should have the same characteristics 

and interact in similar ways. The results suggest that spatio-temporal metrics 

associated with play outcomes interact in a more varied manner than genes 

associated with breast cancer, or that there are more truly-influential metrics in 

the current work. These differences might have been accounted for by sampling 

more metrics in each iteration of the Backward Dropping Algorithm or removing 

fewer metric combinations when reducing between-return set correlation.  

The choice of 𝑘 and reducing between-return set correlations in the manner 

described in section 6.2.2 might have made the analysis too conservative. 

Wang et al. (2012) used a metric sample set of size 𝑘 = 11 and the size of the 

return set that is almost-completely covered was 𝑟 = 4. These parameter values 

covered a higher order of metric interaction than in the current work. Wang et al. 

(2012) had this better coverage because their input variables were all binary. 

The current work had to adjust for the possibility of combinations with metrics 

that have a range of four values. The range of values that inputs can take 

affects the number partition elements (Section 6.1) and hence the number of 

observations per partition element, i.e. the amount of data supporting each 

possible combination of metrics' values (Appendix A). The increased resolution 

of metrics' values in the current work was at the expense of covering higher-

order interactions. In the next chapter, Chernoff et al.'s (2009) resuscitation 

analysis is introduced, which can give a second chance to metrics that haven't 

performed well thus far. 

The procedure to reduce between-return set correlation was also very 

conservative, reducing the number of return sets by 96 - 99%. The one example 

provided by Wang et al. (2012) expressed a similar reduction in the number of 

return sets. If the unique datasets that have been outputted are truly 

representative, then they should be robust to resuscitation analysis detailed in 

the next chapter. 

Finally, the application of multiple thresholds during the false positive removal 

procedure has not provided any insights into an improved or objective way to 

choose a threshold. Comparing the unique sets of metrics with the histograms 
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of forward-one sets did not show any obvious relationship. It might have been 

possible to correlate features of the histograms with watersheds between the 

unique sets of metrics but no such features were found. Further work is required 

to inform the choice of a threshold. Work by Chernoff et al. (2009) and Wang et 

al. (2012) has used simulations of datasets whose response variables are 

mathematically dependent on a selection of input variables. Applying such 

methods to the choice of false positive removal threshold might be insightful. 

 

6.5 Summary and conclusions 

The fourth objective of the current work was to select metrics and metric 

combinations that distinguish play outcomes. The purpose of this chapter was 

to begin this process with the second of three stages of the current work's 

analysis. The Backward Dropping Algorithm of Wang et al. (2012) was applied 

to the 21 datasets from the previous chapter. 

The metric combinations that were outputted were subject to a false positive 

removal procedure in accordance with the originally published method. 

Communications with the authors of the original publication revealed that there 

is no rigorous theoretical underpinning for choosing a required threshold. The 

effect of threshold choice was therefore assessed by applying ten equally 

distributed thresholds. The application of multiple thresholds during the false 

positive removal procedure did not provided any insights into an improved or 

objective way to choose a threshold. The assessment produced ten times the 

number of datasets. The metrics used in each dataset were extracted to create 

corresponding sets of metrics. 

Only unique sets of metrics were carried forward to the final stage of analysis. 

All comparisons saw a reduction in the number of metric sets because 

thresholds yielded lists of metric combinations made from common sets of 

metrics. These 120 unique sets of metrics were carried forward to the 

resuscitation analysis that is detailed in the next chapter. 
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Chapter 7 Selecting metrics and metric combinations. Stage 3: 

Resuscitation analysis 

7.1 Introduction 

It was discussed in the previous chapter that the pre- and post- filtering 

methods used by  Wang et al. (2012) might be too conservative and 

prematurely remove metrics and metric combinations. Conservative filtering 

might therefore reduce the chances of discovering potentially useful tactics. The 

Backward Dropping Algorithm also does not guarantee complete coverage of all 

metric combinations. The resuscitation method described in Chernoff et al. 

(2009) gives a second chance to the metrics that did not pass the metric pre-

selection stage or perform well in the Backward Dropping Algorithm.  

The resuscitation algorithm requires a small adjustment to the Backward 

Dropping Algorithm (Appendix A). It differs in the way that the 𝑘-number of 

metrics are selected for each iteration (cf. Appendix D). The standard Backward 

Dropping Algorithm randomly selects a 𝑘-number of metrics from the set of 

metrics that passed the metric pre-selection.  For the resuscitation algorithm, 

the 𝑘-number of metrics are selected by taking a small portion from the highly-

ranked metrics determined in the previous chapter and a larger portion from the 

set of all metrics initially suggested. These latter metrics are known as 

resuscitation candidates. The method is biased towards the highly-ranked 

metrics because of their already apparent, strong influence. This is despite 

more metrics coming from the set of resuscitation candidates.  

The resuscitation analysis is designed so that the metrics that were highly 

ranked are more likely to stay highly ranked while allowing some undiscovered 

but possibly influential metrics to come to the fore. The resuscitation algorithm 

differs from the false positive removal procedure (Section 6.2.3) in two ways: 

1. The false positive removal procedure selects 'second chance' metrics 

from the set of metrics already used in the Backward Dropping Algorithm. 

The resuscitation analysis selects its resuscitation candidates from the 

set of metrics not used in the Backward Dropping Algorithm. For 

example, 32 metrics were used in the Backward Dropping Algorithm for 
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the Initial-Initial dataset of the Circle Entry-Turnover comparison. The 

false positive removal procedure used only these 32 metrics to discover 

better alternative combinations. The resuscitation analysis will be able to 

use up to the 3,641 – 32 = 3,609 metrics that never made it past the 

metric pre-selection stage. 

2. The false positive removal procedure appends 'second chance' metrics 

to existing metrics combinations to test their ability to improve metric 

combinations. The resuscitation analysis includes the resuscitation 

candidates in a re-run of the Backward Dropping Algorithm analysis. 

 

There are four special sets of metrics used in the resuscitation analysis: 

1. The remaining list 

2. The final list 

3. The reduced list 

4. The resuscitation list 

The remaining list is a list of resuscitation candidates. It gets its name because 

it is the portion of the original set of metrics that were left behind after the metric 

pre-selection procedure. The final list is the list of metrics that the user wants to 

come away with from the resuscitation analysis. The actual number of metrics 

might end up being less than the desired length of this list (Appendix D). This 

final list is made of the reduced list and the resuscitated list. The reduced list is 

the portion of the final list that the user wants to be made of metrics from the 

highly-ranked metrics determined in the previous chapter. The resuscitated list 

is the portion of the final list that the user wants to be made of resuscitation 

candidates. Deciding how to portion the final list is based on how much 

confidence there is in the first application of the Backward Dropping Algorithm. 

The more confident we are that the Backward Dropping Algorithm performed 

well, the longer the reduced list and the smaller the resuscitated list. 
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The following sections present the application of the resuscitation analysis to 

score metrics based on their performance in higher-order interactions. The 

necessary adjustments to the Backward Dropping Algorithm and new 

parameters are also explained. 

 

7.2 Method 

The resuscitation algorithm was applied to all sets of unique metrics brought 

forward from the previous analysis, 𝑛𝑠𝑒𝑡𝑠 = 120. All processing was done using 

MATLAB R2016a (MathWorks 2016). The Backward Dropping Algorithm 

parameters were the same for all comparisons: 𝑘 = 6, 𝑟 = 3, 2𝐵̂ = 193,935 

(Appendix A). The size of metric sample set, 𝑘, and the size of the return set 

that is almost-completely covered, 𝑟, remain the same as in the previous 

application of the Backward Dropping Algorithm. The number of iterations, 2𝐵̂, 

was increased to account for the greater number of metrics being considered in 

the resuscitation analysis. The values of additional parameters are discussed in 

the following paragraphs 

The size of a comparison’s final list was determined by the median length of the 

comparison’s metric sets that were brought forward from the previous chapter. 

As such, it was an estimate of the expected number of unique metrics outputted 

from applying the Backward Dropping Algorithm.  

It was not feasible to include all resuscitation candidates in the remaining list 

because of resource constraints. For example, with eleven metrics in the 

reduced list for the Circle Entry-Turnover comparison, there would 3,630 

resuscitation candidates (cf. Table 4.5 for number of metrics associated with 

each comparison). With this many resuscitation candidates to choose from, the 

number of Backward Dropping Algorithm iterations required would be in the 

order of billions and beyond the capacity of available resources. A similar 

problem was addressed with the metric pre-selection procedures in chapter 5. 

The following method was used to reduce the number of possible resuscitation 

candidates and create a remaining list specific to each of the datasets brought 

forward from the previous analysis. 
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Each of the 120 datasets brought forward from the previous chapter derives 

from a set of metric pairs that surpassed a threshold applied during metric pre-

selection (Section 5.2). The metrics used in these metric pairs were ranked 

using the retention frequency method, i.e. according to how often they occurred 

in the pairs. This ranked list of metrics was compared with the associated 

reduced list and any duplicates were removed. The highest-ranking 𝐿𝑟𝑒𝑚𝑎𝑖𝑛-

number of the non-duplicate metrics were used as the remaining list such that 

the total number of metrics submitted to the Backward Dropping Algorithm was 

always 100. For the Circle Entry-Turnover comparison, the remaining list 

therefore contained 90 metrics for the first application of the Backward Dropping 

Algorithm because the reduced list contained 10 metrics. A 100 metrics were 

chosen to accommodate computing resource constraints. 

The intention was for the size of reduced and remaining lists to be the same 

because there was no reason to favour the initial run of the Backward Dropping 

Algorithm or the resuscitation analysis. However, the resuscitation algorithm 

constrained 
𝐿𝑟𝑒𝑠𝑢𝑠

2
 to be a whole number, where 𝐿𝑟𝑒𝑠𝑢𝑠 is the size of the 

resuscitated list. The size of the resuscitated list therefore represented the 

largest, even, whole-number value less than or equal to half of the size of the 

final list. The sample set proportion was set at 𝑝 = 0.33̅̅̅̅  so that the number of 

metrics selected from the reduced list was the largest possible smaller portion 

of a 𝑘-size metric sample set, i.e. 
2

𝑘
=

2

6
= 0. 33̅̅̅̅ .  

The values of these parameters relating to the resuscitation analysis are 

summarised in Table 7.1.  

 

Table 7.1 The parameter values used in the resuscitation analysis for each comparison. 

Parameter name 

Parameter value 

CEvTOc CEvOther OthervTOc 

Length of final list 21 5 17 
Length of reduced list 11 3 9 
Length of resuscitated list 10 2 8 

CEvTOc = Circle Entry-Turnover comparison. 
CEvOther = Circle Entry-Other comparison. 
OthervTOc = Other-Turnover comparison. 
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The resuscitation analysis produced a final list for each of the 120 metric 

datasets brought forward from the previous chapter. A set of unique metrics 

were collated and ranked according to their prevalence across final lists. 

 

 

7.3 Results 

The resuscitation analysis added between 7 and 15 new metrics that were not 

seen in any reduced lists (Table 7.2). Between 14% and 19% of unique final-list 

metrics appeared in all of a comparison’s final lists.  

 

Table 7.2 Count of unique metrics found in the resuscitation analysis. Values for 𝑛 
indicate the number of datasets associated with a comparison. 

Unique metrics CEvTOc 

(𝒏 = 63) 

CEvOther 

(𝒏 = 6) 

OthervTOc 

(𝒏 = 51) 

Input datasets (min-median-max) 15-21-31 4-5.5-7 10-18-32 

Common across all reduced lists 21 4 25 
Common across all final lists 36 11 32 
Appearing in all final lists 5 2 6 

CEvTOc = Circle Entry-Turnover comparison. 
CEvOther = Circle Entry-Other comparison. 
OthervTOc = Other-Turnover comparison. 

 

Tables 7.3, 7.4 and 7.5 show the top three metrics across all final lists. The 

metrics are ordered, firstly according to the proportion of final lists in which they 

were found and secondly according the I-score of their best combination. 

Almost all metrics came from reduced lists and were found in all final lists. The 

first exception was the 3rd-rank metric for the Circle Entry-Other comparison: the 

pitch-length distance between the ball and the offensive goalkeeper, at the 

outcome. This metric was found in only 83% of final lists. The other exception 

was the 3rd-rank metric for the Other-Turnover comparison: pitch-length 

distance between the offensive midfielders’ centroid and the defensive team’s 

centroid, at the intrusion. This metric did not come from a reduced list. 
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Table 7.3 Top three metrics across all final lists from the resuscitation analysis for the Circle Entry-Turnover comparison.  

 
Metric Other metrics in best combination 

1 Pitch-length distance between the goal centre 
and the possessing player, at the outcome. 

Proportion of the Offensive 1st-Half-Middle 
Region that is overlapped by the Defensive 
Forward Region, at the intrusion. 

 
Proportion of the Defensive Back Region that 
is overlapped by the Offensive 1st-Half-Middle 
Region, at the intrusion. 

 

Numerical superiority of the offensive team 
in the region of the pitch where the ball is, 
at the outcome. 

 
Offensive Unit Principle statistic. 

2 Pitch-length location of the pass receiver when 
the pass is received, if the method of outcome 
was a pass. 
 

Proportion of the Defensive 1st-Half-Middle 
Region that is overlapped by the Offensive 
Back Region, at the outcome. 
 
Euclidean distance between the leftmost and 
the rightmost offensive player, at the 
outcome. 

Numerical superiority of the offensive team 
in the rear-right region of the pitch, at the 
intrusion. 
 
Pitch-length location of the pass sender 
when the pass is sent, if the method of 
outcome was a pass. 
 

3 Pitch-length location of the pass sender when the 
pass is sent, if the method of outcome was a 
pass. 
 

Proportion of the Defensive 1st-Half-Middle 
Region that is overlapped by the Offensive 
Back Region, at the outcome. 
 
Euclidean distance between the leftmost and 
the rightmost offensive player, at the 
outcome. 

Numerical superiority of the offensive team 
in the rear-right region of the pitch, at the 
intrusion. 
 
Pitch-length location of the pass receiver 
when the pass is received, if the method of 
outcome was a pass. 
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Table 7.4 Top three metrics across all final lists from the resuscitation analysis for the Circle Entry-Other comparison.  

 
Metric Other metrics in best combination 

1 Pitch-length distance between the player who is 
in possession of the ball and the defender’s goal 
centre, at the outcome. 

Proportion of the Defensive 1st-Half-Middle 
Region that is overlapped by the Offensive 
Back Region, at the intrusion. 

 
Numerical superiority of the offensive team in 
the rear-centre region of the pitch, at the 
intrusion. 

 

Euclidean distance between the 
defender’s goal centre and the 
defensive goalkeeper, at the intrusion. 

2 Pitch-length location of the outcome event. Numerical superiority of the offensive team in the front-centre region of the pitch, at the 
intrusion. 

 

3 Pitch-length distance between the ball and the 
offensive goalkeeper, at the outcome. 

Pitch-length distance between the player who is in possession of the ball and the 
defender’s goal centre, at the outcome. 
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Table 7.5 Top three metrics across all final lists from the resuscitation analysis for the Other-Turnover comparison. Metrics marked with an asterisk, *, are those 
whose individual I-scores were < 10% of their best combination’s. 

 
Metric Other metrics in best combination 

1 Median pitch-length distance between the ball 
and players of the defensive team, at the 
outcome. 

 

Proportion of the Defensive 1st-Half-Middle Region that is overlapped by the Offensive 
Back Region, at the intrusion. 
 

2 *Pitch-length distance between the offensive 
midfielders’ weighted centroid and the offensive 
backs' weighted centroid, at the intrusion. 

 

Median pitch-length distance between the ball and players of the defensive team, at the 
outcome. 

3 *Pitch-length distance between the offensive 
midfielders’ centroid and the defensive team’s 
centroid, at the intrusion. 

Median pitch-length distance between the ball and players of the defensive team, at the 
outcome. 
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7.4 Discussion 

The purpose of the resuscitation algorithm was to improve the chances of 

finding important variables by giving a second chance to those that have not 

performed well thus far in the current work. Each comparison responded 

differently to the resuscitation algorithm. The following paragraphs provide a 

general discussion of the method's performance while the next chapter 

describes the metrics and combinations in more depth. 

 

7.4.1 False positives 

Two metrics shown in Table 7.5 had individual I-scores that were < 10% of their 

best combination's. If all other metrics in the combination also had low I-scores, 

then the metrics must demonstrate substantial interaction effects. If the other 

metrics in the combination had very high individual I-scores, then the low-

scoring metric is probably contributing very little to the combination’s 

performance. As an example, the 7th and 8th ranked metrics from the Circle 

Entry-Other comparison were, respectively: 

· The pitch-length distance between the offensive midfielders’ weighted 

centroid and the offensive backs' weighted centroid, at the intrusion; and 

· The pitch-length distance between the offensive midfielders’ centroid and 

the defensive team’s centroid, at the intrusion. 

Both these metrics formed their best combinations with the metric describing 

the pitch-length location of the outcome event. These metrics' individual I-

scores are almost 10,000 times less than that of pitch-length location of the 

outcome event metric. This suggests that they do not contribute to the 

performance of their combinations, which score worse than the individual I-

score for pitch-length location of the outcome event metric. If these metrics 

were demonstrating substantial contribution via interaction effects, then one 

might expect them to contribute to other combinations, too, but they do not. 

Although it is possible that they only have a substantial contributory effect for 

the combination given, it is more likely that these metrics are false positives. 
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One to three reduced-list metrics had individual I-scores < 10% of their best 

combination's I-score. In the Circle Entry-Other and Circle Entry-Turnover 

comparisons, these metrics appeared infrequently in final lists supporting the 

idea that they are false positives. In contrast, the one suspect metric in the 

Other-Turnover comparison appeared in all final lists. This metric was the pitch-

length distance between the offensive midfielders’ weighted centroid and the 

offensive backs' weighted centroid, at the intrusion – the same metric 

mentioned in the previous example. Its surprising appearance in all final lists of 

the Other-Turnover comparison is likely due to the exceptionally dominant 

influence of the median pitch-length distance between the ball and players of 

the defensive team, at the outcome. This metric ranks highest for individual and 

combination I-score, and is involved in the best combination for every final-list 

metric. This exceptional performance is probably why three of the top five 

metrics in this comparison have very low individual I-scores. That is to say, they 

are 'piggy-backing' on the performance of the median pitch-length distance 

between the ball and players of the defensive team, at the outcome. 

The purpose of the method used in the current work was to select metrics that 

strongly distinguish the binary outcome, under the assumption that there are a 

few, strongly-distinguishing metrics. It applies numerous thresholds and carries 

forward only the best-of-the-best metrics. For example, the reduced list is only a 

top portion of well-performing metrics. The method might, therefore, fail to find 

the few strongly-distinguishing metrics if a single, exceptionally distinguishing 

metric is also present. In this case, the distinction between the performance of 

strongly- and weakly- distinguishing metrics might be blurred next to the 

performance of the exceptional metric. The method, then, might only identify the 

exceptional metric as important and provide little diversity in the output. This 

might have been the case for the median pitch-length distance between the ball 

and players of the defensive team, at the outcome. The final list for the Other-

Turnover comparison looks like a random sample of other metrics appended to 

this exceptional metric. Although it might provide a useful insight into 

distinguishing spatio-temporal behaviour, its dominance has reduced the breath 

of possible insights by providing no peers for alternative consideration. Should 

situations like this arise, it would be advisable to repeat the entire analysis 



126 
 

without the exceptional variable to see if others come to the fore and see if the 

metrics that currently rank high can do so without its interaction. Previously 

applied procedures have sought to reduce the number of outputs for 

interpretation but the presence of a suspiciously omnipresent variable warrants 

the widening of one’s proverbial net. 

 

7.4.2 Reintroduction of intrusion and defensive metrics 

The resuscitation analysis has reintroduced defensive metrics, which were 

completely removed during the metric pre-selection stage (chapter 5). Metrics 

relating to the start of a play also show improved representation. With few 

exceptions, these intrusion and defensive metrics are combined with the 

previously dominant outcome and offensive metrics. These findings counter 

previous suggestions that play outcomes are not affected by the spatio-

temporal behaviour of defensive players or of all players at the start of plays 

(Section 5.4). The resuscitation analysis presents a more complex relationship 

where, for example, the pitch-width movement of the play is combined with 

location of the defending goalkeeper, the possessing player and areas of 

overlap between the teams. 

 

7.4.3 Performance of reduced-list metrics 

It is expected that the reduced-list metrics will generally stay highly ranked, 

assuming the reduced-list metrics are not false positives. This expectation is 

based on simulations by Chernoff et al. (2009) using a variety of ranking 

statistics and is theoretically justifiable given that reduced-list metrics are taken 

from a set initially selected by a run of the Backward Dropping Algorithm. 

Chernoff et al.'s (2009, p17) ranking statistics were not preferred over those 

used in the current work because they were based on arbitrary thresholds that 

required further work. Chernoff et al. also did not have to deal with multiple 

datasets. Nevertheless, it seems appropriate to consider Chernoff et al.'s 
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expectation with respect to the current findings. The top-10 metrics in the Circle 

Entry-Turnover and Circle Entry-Other final lists were predominantly from 

reduced lists. This supports Chernoff et al.'s conclusions. However, the 

reduced-list metrics spread throughout the middle ranks of the Other-Turnover 

final list and many are in lower ranks of the Circle Entry-Turnover final list. 

There are three possible explanations. 

Firstly, it is possible that the resuscitated metrics that rank above the reduced-

list metrics are false positives. It would be surprising to discover false positives 

so strong that they overwhelm the metrics that consistently performed well in all 

previous analyses, but, as discussed earlier, it cannot be discounted. Secondly, 

the statistic used to rank the metrics in the current work does not behave like 

those of Chernoff et al. (2009). In the current work, final-list metrics were ranked 

according to the proportion of final lists in which they were found. 

A third reason for poor performance by reduced-list metrics is that those data 

violated an assumption of the metric pre-selection procedure detailed in chapter 

5. Part of the procedure selected metrics based on their performance in paired 

interactions. The reduced-list metrics were a portion of these selected metrics. 

This early stage of the analysis assumed that metrics’ performance in low-order 

interactions is indicative of their performance in higher-order interactions. The 

resuscitation analysis was the first opportunity for the unselected metrics to be 

evaluated in these higher-order interactions. The results might indicate that the 

metric pre-selection procedure selected metrics that were, actually, poor 

performers in higher-order interactions even though they performed well in 

pairs. The particularly outstanding metrics in the current work could be 

described as those with the following attributes that incorporate metrics’ 

univariate and multivariate performance, and robustness: 

1. Presence in greater than 80% of final lists; 

2. High-ranking I-score for its best combination; 

3. High-ranking individual I-score. 
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7.5 Summary and Conclusion 

In this chapter, Chernoff et al.'s (2009) resuscitation analysis is presented as a 

method to improve the chances of finding distinguishing metrics. The 

resuscitation analysis was designed to give a second chance to metrics that 

have not fared well thus far in the overall analysis. The outstanding metrics 

were those that were present in greater than 80% of final lists and ranked highly 

for individual and best-combination I-scores. The metrics with these 

characteristics are summarised in Table 7.6. 

 

Table 7.6 Outstanding metrics for each comparison. 

Circle Entry-Turnover  

Pitch-length distance between the goal centre and the possessing player, at the 
outcome. 

Pitch-length location of the pass receiver when the pass is received, if the method 
of outcome was a pass. 

Pitch-length location of the pass sender when the pass is sent, if the method of 
outcome was a pass. 

Pitch-length location of the pass receiver when the pass is sent, if the method of 
outcome was a pass. 

Pitch-length location of the pass sender when the pass is received, if the method of 
outcome was a pass. 

Pitch-length distance between the passing pair at the moment the pass is received, 
if the method of outcome was a pass. 

Length of pass, if the method of outcome was a pass. 
 
Circle Entry-Other  

Pitch-length distance between the player who is in possession of the ball and the 
defender’s goal centre, at the outcome. 

Pitch-length location of the outcome event. 

Pitch-length distance between the ball and the offensive goalkeeper, at the outcome 
 
Other-Turnover  

Median pitch-length distance between the ball and players of the defensive team, at 
the outcome. 

Pitch-length distance between the ball and the leftmost offensive player, at the 
outcome. 

Euclidean distance between the offensive goalkeeper, at the intrusion. 
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The chapters so far have presented the methods used to determine metrics that 

distinguish the outcome of plays in field hockey. The findings must now be 

communicated to coaches and athletes, for whom the current work was 

conducted. This chapter marks the end to discussions about analysis methods 

and the beginning of discussions about the application of such efforts. The next 

chapter details the author’s interpretation of the findings, which can be a starting 

point for discussions with coaches and athletes.  
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Chapter 8 Interpreting spatio-temporal metrics that distinguish 

play outcomes 

8.1 Introduction 

The content of previous chapters explained how the many metrics of players’ 

spatio-temporal behaviour were distilled into a small set that distinguished play 

outcomes. The findings can be used to inform tactical behaviour by describing 

the spatial arrangements of players at the start and end of plays. This 

information can help to signpost coaches and players toward developing 

effective tactics without being overly prescriptive. 

The three outcomes of interest in the current work were a Circle Entry (positive), 

a Turnover conceded (negative) and an ‘Other’ outcome (partially positive), 

which included a variety of gameplay events (see Section 3.2.1). The data from 

pairs of outcomes were compared to find distinguishing spatio-temporal metrics. 

A small selection of each comparison’s metrics was outstanding because they 

appeared in many final lists and ranked highly, both individually and in 

combination with other metrics. This chapter describes these metrics, discusses 

how to interpret the findings and provides general insights about the pitfalls, 

assumptions and limitations associated with them. 

Each section of this chapter considers one of the three comparisons and its 

outstanding metrics. Steps have been taken to help communicate findings to 

coaches and athletes, for whom the current work was conducted. Metric values 

are mostly presented as Small, Moderate or Large to help swift comparison, 

with the corresponding numeric values described in the text. Graphical 

depictions of example scenarios are also presented. The proportion of 

observations associated with each partition element is presented, where a 

partition element is a unique expression of inputs’ values (Section 6.1). This 

proportion indicates the likelihood that a given outcome was described by a 

given expression. For example, consider two metrics that can take the values of 

Small or Large. If 51% of positive outcomes are associated with a Small value 

for both metrics, then that implies positive outcomes are characterised by the 

Small-Small expression more often than chance. Coaches and athletes are 



131 
 

therefore encouraged to adopt such spatio-temporal behaviour to achieve 

positive outcomes.  

 

8.2 Circle Entry-Turnover comparison 

Table 8.1 shows the outstanding metrics for this comparison. Some conclusions 

can immediately be drawn: 

1. Observing that all metrics relate to the outcome suggests that plays 

ending in a Circle Entry and Turnover are indistinguishable at the start of 

the play. 

2. Observing that six of the seven metrics relate to passing suggests that 

passing could be a focus for intervention. 

What follows are examples of how the combinations of these outstanding 

metrics can be interpreted. 

 

Table 8.1 Outstanding metrics for the Circle Entry-Turnover comparison. 

Pitch-length distance between the goal centre and the possessing player, at the outcome. 

Pitch-length location of the pass receiver when the pass is received, if the method of outcome 
was a pass. 

Pitch-length location of the pass sender when the pass is sent, if the method of outcome was 
a pass. 

Pitch-length location of the pass receiver when the pass is sent, if the method of outcome 
was a pass. 

Pitch-length location of the pass sender when the pass is received, if the method of outcome 
was a pass. 

Pitch-length distance between the passing pair at the moment the pass is received, if the 
method of outcome was a pass. 

Length of pass, if the method of outcome was a pass. 
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Pitch-length distance between the goal centre and the possessing player, at the 

outcome. 

This was a reduced-list metric that appeared in all final lists and boasts the 

highest individual and combination I-score. In its highest-scoring combination, it 

is combined with: 

· The numerical superiority of the offensive team in the region of the pitch 

where the ball is, at the outcome; 

· The proportion of the Offensive 1st Half Middle Region that is overlapped 

by the Defensive Forward Region, at the intrusion; 

· The proportion of the Defensive Back Region that is overlapped by the 

Offensive 1st Half Middle Region, at the intrusion; 

· Offensive Unit principle statistic. 

The second and third metrics relate to the Defensive Play Area metric, which 

segments a team’s surface area in triangles that link players with specific roles 

(Clemente et al., 2015). The Defensive Back Region is the defensive team's 

area that is defined by the triangles that link the goalkeeper and the backs (see 

Section 2.5.2 Player groups for description of how player roles were 

determined). The Defensive Forward Region is the defensive team's area that is 

defined by the triangles that link the forwards. The Offensive 1st Half Middle 

Region is the offensive team's area that is defined by the triangles that link the 

midfielders and backs (the offence's defenders). The original Defensive Play 

Area metrics were only concerned with the defensive team so equivalent 

metrics for the offensive team were developed for the current work. The 

Offensive Unit principle statistic is a binary variable that is true when at least 

half of the offensive players behind the ball move in the same direction as the 

ball (Clemente, Martins, et al. 2014b). 

Figure 8.1 presents the proportions of outcomes associated with each 

expression of the metric combination. The figure shows that the latter three 

metrics had the same values for all plays, i.e. overlaps of regions were always 
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Small (≈ 0 m2) and at least half of the offensive players behind the ball moved in 

the direction of the ball during the play. The differences in the likelihood of either 

outcome was therefore indicated by the values of the first two metrics. 
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Circle Entry  

Turnover conceded  

  

Pitch-length distance between the goal centre 
and the possessing player, at the outcome. Large Large Large Small Small Small 

Numerical superiority of the offensive team in 
the region of the pitch where the ball is. + - = + - = 

Proportion of the Offensive 1st Half Middle 
Region that is overlapped by the Defensive 
Forward Region. 

Small Small Small Small Small Small 

Proportion of the Defensive Back Region that is 
overlapped by the Offensive 1st Half Middle 
Region. 

Small Small Small Small Small Small 

Offensive Unit principle statistic. Pos. Pos. Pos. Pos. Pos. Pos. 
 

  

Figure 8.1 Likelihood of each outcome for the given combinations of metrics in the Circle 
Entry-Turnover comparison. Only expressions with likelihoods > 1% are shown.’+’ indicates 
more offensive than defensive players. ‘–‘ indicates fewer offensive than defensive players. 
‘=’ indicates equal numbers of offensive and defensive players. ‘Pos.’ indicates a positive 
outcome. 

 

At 17%, the most likely spatio-temporal behaviour that would illicit a Turnover 

would see the possessing player at greater than 15 m from the goal line with 

more opponents than teammates in his or her region, at the moment of the 

outcome event (exemplar observation in Figure 8.2). The practical advice to 

defenders is therefore to close the space surrounding the attacker within 8 m of 

them entering the 23 m region. This empirically derived conclusion echoes 

widely accepted principles that attackers should seek to create space and 



134 
 

defenders should seek to constrain space (Vilar, Araújo, Davids and Button, 

2012). 

 

  

Figure 8.2 Player locations at play outcome. Offensive team in red, attacking upward. 
Defensive team in blue. Red line indicates possessing player’s pitch-length location. Left: 
Circle Entry outcome showing Small value for possessing player’s pitch-length distance to 
goal. Right: Turnover outcome showing Large value for possessing player’s pitch-length 
distance to goal. 

 

The most likely positive outcome and most likely negative outcome only differ 

for the value of the possessing player’s pitch-length distance to the goal line. 

From an offensive perspective, 39% of Circle entries occurred when the 

possessing player was within 15 m of the goal line with more opponents than 

teammates in his or her region, at the moment of the outcome. Considering the 

aforementioned characteristics of a Turnover, this finding suggests that 

defensive pressure on an attacker is insufficient to tip the odds in the defence’s 

favour. Instead, pitch-length distance to the goal line is the key distinction. 

When all other metric values are equal, a smaller distance to the goal line 
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changes the odds from 1.6-times in favour of a Turnover to 3.6-times in favour 

of a Circle Entry. 

 

Passing metrics 

The other outstanding metrics all related to passing, they share many of the 

same metrics in their best combinations and were all reduced-list metrics. Two 

equally high-scoring combinations contain two of these metrics and distinguish 

equivalent proportions of outcomes. Figures 8.3 presents the proportions of 

outcomes associated with the expressions of one of these metric combinations. 
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Circle Entry  

Turnover conceded  

  

Euclidean distance between the leftmost and the 
rightmost offensive player, at the outcome. Large Large Small Large Small 

Pitch-length location of the pass sender when 
the pass is sent, if the method of outcome was a 
pass. 

Small Small Large null null 

Pitch-length location of the pass receiver when 
the pass is received, if the method of outcome 
was a pass. 

Large Large Large null null 

Numerical superiority of the offensive team in 
the rear-right region of the pitch, at the intrusion. = = = = = 

Proportion of the Defensive 1st-Half-Middle 
Region that is overlapped by the Offensive Back 
Region, at the outcome. 

Small Small Small Small Small 

 

Figure 8.3 Likelihood of each outcome for the given combinations of metrics in the Circle 
Entry-Turnover comparison. Only expressions with likelihoods > 1% are shown. = indicates 
equal numbers of offensive and defensive players. 
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As in the previous example, some metrics present the same values for all 

expressions, thereby offering no distinction. They are not false positives 

because their presence in the combination improves the I-score beyond what 

would have been in their absence. In doing so, they offer greater context to the 

distinguishing spatio-temporal behaviour of players that this metric combination 

describes. The spatio-temporal behaviours that are most likely to result in a 

Circle Entry or Turnover are only distinguished by one metric: the Euclidean 

distance between the leftmost and the rightmost offensive player, at the 

outcome. An exemplar observation from the current work suggests that this 

metric gives an indication of the team spread, with shorter distances being 

associated with Circle entries (Figure 8.4). 

 

  

Figure 8.4 Player locations at play outcome. Offensive team in red, attacking upward. 
Defensive team in blue. Dashed red line indicates the Euclidean distance between the widest 
offensive players. Left: Circle Entry outcome showing a Small value. Right: Turnover outcome 
showing a Large value. 

 

Figure 8.3 shows that ‘no pass’ events were associated with the spatio-temporal 

behaviours most likely to lead to a Circle Entry and Turnover outcomes. The 
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proportion of ‘no pass’ events (read as null in Figure 8.3) was greater for 

turnovers than Circle entries at 80% and 52%, respectively. At first glance, 

these proportions suggest that passing should be a preferred option for the 

offensive team and the defensive team should limit attackers’ passing options.  

It is important at this point to note a bias created by the research design: A 

Circle Entry outcome did not consider which team received the ball within the 

Circle. Therefore, some Circle Entry outcomes ended as turnovers but only after 

the ball entered the Circle. Discussions with the collaborating partner suggested 

that penetrating the Circle is still a positive outcome because it at least offers an 

opportunity for scoring. The data related to Circle Entry outcomes therefore 

describe scenarios of scoring opportunities that are both favourable and 

unfavourable. Future work can interrogate the Circle Entry data to distinguish 

those that are ‘good’ and ‘bad’. Assuming that some passed Circle entries were 

intercepted, and thus actually turnovers, turnovers are likely to be further 

associated with passing. This would reduce the proportion of ‘no pass’ events to 

a number more similar to that of Circle entries. The implication being that it is 

the execution of the pass that distinguishes the outcomes and not merely the 

presence of one. 

The histograms of metric values in Figure 8.5 suggest that, in comparison to 

turnovers, passes for Circle entries are characterised by: 

1. The pass sender and receiver being closer to the goal line when the pass 

is sent and received; 

2. A shorter pass length; 

3. A smaller distance between the passer and receiver when the pass is 

sent. 

These findings translate into tactical advice for both teams: The offence should 

penetrate deep into the 23 m region and close to the Circle before attempting a 

pass; The defence should keep attackers at the edges of the 23 m region. 
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Circle Entry 

  

Turnover 

 

Pitch-length location of pass sender 
when pass is sent, if the method of 

outcome was a pass (m) 
 

Pitch-length location of pass receiver 
when pass is received, if the method 

of outcome was a pass (m) 
 

Circle Entry 

  

Turnover 

 Pitch-length location of pass receiver 
when pass is sent, if the method of 

outcome was a pass (m) 
 

Pitch-length location of pass sender 
when pass is received, if the method 

of outcome was a pass (m) 
 

Circle Entry 

  

Turnover 

 Length of pass, if pass method of 
outcome was a pass (m) 

Pitch-length distance between the 
passing pair at the moment the pass 
is received, if the method of outcome 

was a pass (m) 

Figure 8.5 Histogram of metric values for metrics passing metrics. Colours of columns indicate 
membership to the discrete values used in the analysis. 
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8.3 Circle Entry-Other comparison 

Table 8.2 shows the outstanding metrics for this comparison. Some conclusions 

can immediately be drawn: 

1. Observing that all metrics relate to the outcome suggests that plays 

ending in a Circle Entry and an ‘Other’ outcome are indistinguishable at 

the start of the play. 

2. Observing that all metrics relate to pitch-length distances suggests that 

depth of penetration into the 23 m region is important. 

What follows are examples of how the combinations of these outstanding 

metrics can be interpreted. 

 

Table 8.2 Outstanding metrics for the Circle Entry-Other comparison.  

Pitch-length distance between the player who is in possession of the ball 
and the defender’s goal centre, at the outcome. 

Pitch-length location of the outcome event. 

Pitch-length distance between the ball and the offensive goalkeeper, at the 
outcome. 

 

 

Pitch-length location of the outcome event 

This reduced-list metric appeared in all final lists and had an individual I-score 

larger than its best combination. In its highest-scoring combination, it was 

combined with the numerical superiority of the offensive team in the front centre 

region of the pitch. This appending metric indicates the difference in the count 

of offensive and defensive players in 12 regions of the pitch (Figure 8.6).  
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Figure 8.6 Regions of the pitch considered metrics relating to numerical superiority of 
offensive players. 

 

Figure 8.7 shows the proportions of outcomes associated with each expression 

of the metric combination. The numerical superiority metric is likely to be a false 

positive because it offers no distinction between outcomes and lowers the I-

score when included. The pitch-length location of the outcome therefore 

appears to distinguish this pair of outcome events single-handedly. Small 

values (< 74 m) are associated with ‘Other’ outcomes and Moderate values (> 

76 m, < 84 m) are associated with Circle entries. The reader is reminded that 

the definition of the calibrated plane was such that the offensive team’s goal line 

was at zero pitch-length; Larger values of the pitch-length location of the 

outcome are closer to the defensive team’s goal line.  
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Circle Entry  

‘Other’ outcome  

  

Pitch-length location of the outcome Moderate Small Large 

Numerical superiority of the offensive team in the 
rear-right region of the pitch, at the intrusion - - - 

 
  

Figure 8.7 Likelihood of each outcome for the given combinations of metrics in the Circle 
Entry-'Other' comparison. Only expressions with likelihoods > 1% are shown. – indicates 
fewer offensive than defensive players. 

 

It is important to consider the events that defined ‘Other’ outcomes when 

interpreting them (see Table 3.2). All but one of the events could happen 

anywhere within the 23 m region but outside of the Circle. A 23 m Exit, 

however, was always recorded at the 23 m line - a pitch-length of 68.4 m. 

Metrics involving the location of the ball, the outcome event or the possessing 

player will be biased to this pitch-length location. This is because 62% of ‘Other’ 

outcomes were 23 m Exit events. Similarly, metrics relating to the Euclidean 

distance between the goal centre and the ball, Circle entries or the possessing 

player will be biased to the approximate radius of the Circle, i.e. 14.63 m. The 

histograms of metric values (Figure 8.8) clearly show the bias of ‘Other’ 

outcomes to the 23 m line with a peak around 68 m, that is, 23.4 m from the 

defensive team’s goal line. The Circle bias is also demonstrated by a peak 

around 78 m – approximately at the length of Circle’s radius – which suggests 

that the Circle was more often entered at the middle of the arc. Sunderland et 

al. (2006) also found that Circle entries occurred predominantly down the centre 

but Sofwan et al.'s (2012) findings suggest that winning teams enter from the 

sides. These studies and the current work all had different definitions of a 

central Circle Entry and only Sofwan et al. (2012) distinguished winning and 
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losing teams. It might be that the findings of Sunderland et al. (2006) and the 

current would support Sofwan et al. (2012) if data were similarly grouped. When 

collating research on field hockey, one must also be aware of the frequent rule 

changes that might render some findings obsolete (FIH, 2015, p4 Rules 

Review). For example, Tromp and Holmes (2011) found that a self-pass rule 

sped-up the game and changed typical tactics. 

 

Circle Entry 

 

‘Other’ 
outcomes 

 Pitch-length location of the outcome event (m) 

Figure 8.8 Histogram of metric values. Colours of columns 
indicate membership to the discrete values used in the analysis. 

 

The pitch-length location of the outcome logically and empirically distinguishes 

the outcomes. The analysis’ selection of this metric is testament to its ability to 

detect distinguishing metrics. To better detect distinguishing metric 

combinations, it might be useful in future applications to iterate the analysis and 

remove any metrics like this that individually score better than many 

combinations. 

 

Pitch-length distance between the ball and the offensive goalkeeper, at the 

outcome 

In its highest-scoring combination, this metric is combined with the pitch-length 

distance between the goal centre and the possessing player (Figure 8.9). This 

appending metric has some credentials that suggests the combination's score 
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might be heavily dependent on it: It was one of the outstanding metrics 

identified in the previous chapter, it appends eight other final-list metrics and 

was part of the highest-scoring metric pair in the first stage of the analysis.  

 

 

Figure 8.9 Defence in blue, offence in red. Solid black line: Pitch-length location of the ball. 
d1: The pitch-length distance between the ball and the offensive goalkeeper. d2: The pitch-
length distance between the goal centre and the possessing player. 

 

Circle entries are almost six-times more likely than 'Other' outcomes when 

Large values for the ball-to-offensive goalkeeper distance are seen (> 74 m) 

with Small values for goal-to-possessing player distance (< 15 m) (Figure 8.10). 

Conversely, 'Other' outcomes are even more likely than Circle entries when 

Small values for the ball-to-offensive goalkeeper distance are seen (< 74 m) 

with Large values for goal-to-possessing player distance (> 15 m).  
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Circle Entry  

‘Other’ outcomes  

  

Pitch-length distance between the ball and the 
offensive goalkeeper, at the outcome Large Large Small Small 

Pitch-length distance between the goal centre and 
the possessing player, at the outcome Large Small Large Small 

 
  

Figure 8.10 Likelihood of each outcome for the given combination of metrics in the Circle 
Entry-'Other' comparison. Only expressions with likelihoods > 1% are shown. 

 

The bias of the 23 m Exit events is clear in the histograms of metric values 

(Figure 8.11). Circle entries occur farther from the offensive goalkeeper 

because the Circle is farther than the 23 m line. Similarly, the histogram of the 

appending metric shows the 23 m bias and the constraints on the possible 

pitch-length locations of a Circle Entry, i.e. the radius at 14.63 m. 

 

Circle Entry 

  

‘Other’ 
outcomes 

 Pitch-length distance between the ball 
and the offensive goalkeeper, at the 

outcome 

Pitch-length distance between the 
goal centre and the possessing 

player, at the outcome 

Figure 8.11 Histogram of metric values. Colours of columns indicate membership to the 
discrete values used in the analysis. 
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This metric combination is an example of an obvious distinction and further 

evidences the bias introduced by including metrics that indirectly define the 

outcome groups. It can be summarised by saying that attackers are more likely 

to enter the Circle if there are far from their goal and close to the opposition's. 

Positively, this finding not only provides empirical support for preconceptions, 

but also suggests that the method used in the current work can identify 

distinguishing metric combinations. 

 

8.4 Other-Turnover comparison 

Table 8.3 shows the outstanding metrics that distinguished plays ending in 

‘Other’ outcomes from those ending in a Turnover. Unlike for the previous 

comparisons, no broad conclusions are immediately evident from the list of 

outstanding metrics. In the previous chapter, it was acknowledged that the best 

combination for all final-list metrics was a pairing with the same, exceptionally 

performing metric. This exceptionally performing metric was the median pitch 

length distance between the ball and players of the defensive team, at the 

outcome. The overwhelming performance of this metric was likely responsible 

for the lack of diversity in final-list metrics for this comparison. It was also 

identified that many of the metrics that appended this exceptional metric were 

very poor performers and were likely ‘piggy-backing’ with minimal interference. 

What follows are examples of how the combinations of the outstanding metrics 

can be interpreted. 

 

Table 8.3 Outstanding metrics for the Other-Turnover comparison. 

Median pitch-length distance between the ball and players of the defensive 
team, at the outcome. 

Pitch-length distance between the ball and the leftmost offensive player, at the 
outcome. 

Euclidean distance between the offensive goalkeeper, at the intrusion. 
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Median of pitch-length distances between the ball and players of the defensive 

team, at the outcome 

The previous chapter discussed how this metric performed exceptionally well 

(Section 7.4.1). It appends every final-list metric in their best combination and, 

like the pitch-length location of the outcome in the Circle Entry-Other 

comparison, has an individual I-score larger than its best combination. Only four 

metrics were involved in all best-combinations of the outstanding final-list 

metrics. Figure 8.12 shows the histograms of metric values for these metrics. 

The top-left histogram suggests that, on average, defensive players are ahead 

of the ball by a little over 10 m when ‘Other’ outcomes occur. Conversely, 

defensive players are, on average, in line or behind the ball when turnovers 

occur. Figure 8.13 shows two exemplar cases to illustrate these characteristics, 

which overwhelmingly distinguish ‘Other’ and Turnover outcomes. Both cases 

indicate high defensive pressure that, in the case of the ‘Other’ outcome, forced 

a retreat and a passed 23 m Exit.  
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‘Other’ 
outcomes 

  

Turnover 

 Median of pitch-length distances 
between the ball and players of the 
defensive team, at the outcome (m) 

Proportion of the Defensive 1st Half 
Middle Region that is overlapped by 
the Offensive Back Region, at the 

intrusion (%) 

‘Other’ 
outcomes 

  

Turnover 

 Pitch-length distance between the 
leftmost offensive player and the ball, 

at the outcome (m) 

Euclidean distance between the 
offensive goalkeeper and the 

opposition's weighted team centroid, 
at the intrusion (m) 

Figure 8.12 Histogram of metric values. Colours of columns indicate membership to the 
discrete values used in the analysis. 
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Figure 8.13 Pitch-length distances of defensive players to the ball. Defence in blue, offence 
in red.  Solid black line: The pitch-length location of the ball. Solid blue line: Defensive 
players’ pitch-length distances to the ball. Left: Exemplar case of ‘Other’ outcomes where 
players are, on average, ahead of the ball. Right: Exemplar case of Turnover outcomes 
where players are, on average, behind the ball.  

 

The highest-scoring metric combination included the proportion of the Defensive 

1st Half Middle Region that is overlapped by the Offensive Back Region, at the 

intrusion. This metric is likely to be a false positive because it offers no 

distinction between outcomes (top-right of Figure 8.12) and lowers the I-score 

when appended. The other appending metrics, however, show potential.  

The distributions of values for the other appending metrics are skewed for 

‘Other’ outcomes and more symmetrical for turnovers (bottom row of Figure 

8.12). The skew suggests that ‘Other’ outcomes occur when the leftmost 

attacker is ahead or at least in-line with the ball at the moment of the outcome. 

Conversely, turnovers are characterised by the leftmost attacker being behind 

the ball. This latter observation might indicate a lack of offensive support. 

Looking again at the exemplar cases in Figure 8.13, the leftmost attacker is 

ahead of the ball for the ‘Other’ outcome and the difference in offensive support 

is clear. 
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The peak in the ‘Other’ outcome’s distribution at 0 m is probably due to the 

leftmost player being the possessing player because the possessing player was 

defined as the attacking player closest to the ball. If this is the case, then we 

can infer that attacking on the far left is more likely to result in an ‘Other’ 

outcome than a Turnover outcome. In Stöckl and Morgan's (2013) study of 

spatial characteristics of field hockey attacks, they also noted that more positive 

outcomes were associated with left-side attacks. This is contrary to 

conventional field hockey wisdom, which encourages right-side attacks  

(Sunderland et al. 2006) - indeed, Stöckl and Morgan (2013) found that most 

attacks were right-sided. Dribbling the ball with the one-sided field hockey stick 

is safer on the right side of the pitch because the attacker positions themselves 

between the ball and defenders. Controlling the ball down the left side of the 

pitch requires more skill or a long, open pass. The greater skill required for a 

left-sided attack might explain the greater number of preferred outcomes that 

result, assuming better skilled players create more positive outcomes. 

Furthermore, left-side attacks might be rare because of insufficient space. 

When space is available to permit a lift-side attack, it might also facilitate further 

positive progress. 

The final metric to be discussed is the Euclidean distance between the offensive 

goalkeeper and the opposition’s weighted team centroid, at the intrusion (Figure 

8.14). The weighted team centroid is the arithmetic mean location of the team, 

weighted by players’ proximity to the ball. The exemplar cases presented in 

Figure 8.14 echo previous observations that more positive offensive outcomes 

are associated with a left-side attack.  
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Figure 8.14 Euclidean distance between the offensive goalkeeper and the opposition's 
weighted team centroid (dashed red line). Defence in blue, offence in red. Blue cross: The 
defensive team’s weighted centroid. Left: Exemplar case of ‘Other’ outcomes. Right: 
Exemplar case of Turnover outcomes.  

 

The histogram of metric values suggests that turnovers are associated with a 

smaller distance than ‘Other’ outcomes. It could be that plays ending in ‘Other’ 

outcomes start within the 23 m region more often, or that plays are more likely 

to be neutralised when restarted at the 23 m line or by crossing it. Plays are 

almost three-times more likely to end in a Turnover if defenders are within 5 m 

of the ball at the start of the play and are < 66 m from the offensive goalkeeper 

(Figure 8.15). Plays are eleven-times more likely to end in an ‘Other’ outcome if 

defenders are over 5 m ahead of the ball and, subsequently, farther from the 

offensive goalkeeper.  
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‘Other’ outcomes  

Turnover conceded  

  

Median of pitch-length distances between the ball 
and players of the defensive team, at the outcome Mod. Large Small Mod. Large 

Euclidean distance between the offensive 
goalkeeper and the opposition's weighted team 
centroid, at the intrusion 

Small Small Small Large Large 

 

Figure 8.15 Likelihood of each outcome for the given combination of metrics in the 'Other'-
Turnover comparison. Only expressions with likelihoods > 1% are shown. 

 

8.5 Summary and Conclusion 

In this chapter, outstanding metrics for each comparison were discussed in 

greater depth. Colour-coded histograms showed the thresholds and 

distributions of metric values and discussions provided practical advice for team 

tactics. The variety of metrics and conclusions among the outcome 

comparisons support the research design that compared all pairs of outcomes 

separately. No expression of metric values was associated with more than 50% 

of observations. This means that no expression of spatio-temporal behaviour 

would likely lead to a specific outcome more often than chance. 

The lack of metrics relating to the intrusion event reaffirmed that play outcomes 

were generally indistinguishable at the start of play. As noted in previous 

chapters, this implies that scenarios at the intrusion are not indicative of the 

conclusion. Both teams can take solace in this idea and work toward their 

preferred outcome regardless of the state of the intrusion. For future research, 

an alternative definition of a play should be sought whose starting point can 

provide some certainty about the outcome. 
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It was noted that passed Circle Entry outcomes did not distinguish between 

successful or intercepted passes so long as the ball entered the Circle. A 

portion of Circle entries were therefore actually turnovers but discussions with 

the collaborating partner suggested that penetrating the Circle is still a positive 

outcome because it at least offers an opportunity for scoring. Metrics involving 

the location of the ball, the outcome event or the possessing player were biased 

to the pitch-length location of the 23 m line, i.e. 68.4 m, because 62% of ‘Other’ 

outcomes were 23 m Exit events. Similarly, metrics relating to the Euclidean 

distance between the goal centre and the ball, Circle entries or the possessing 

player were biased to the approximate radius of the Circle, i.e. 14.63 m. 

Circle entries and turnovers were distinguished by passing execution and pitch-

length distance to the goal line. Distinguishing Circle entries and ‘Other’ 

outcomes by the location of the outcome event is likely to be a consequence of 

bias introduced by including metrics that indirectly define the outcome groups. 

The Other-Turnover comparison was the only one to include a metric relating to 

the start of the play. Findings support previous studies with evidence of a 

tactical preference for left-sided attacks.  
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Chapter 9 Conclusion 

This chapter summarises the current work and discusses practical implications. 

The chapter concludes with a note on the suitability of genetic analytics-inspired 

methods for sports performance analysis and provides suggestions for future 

work. 

9.1 Summary of work 

The aim of the current work was to determine which spatio-temporal metrics 

distinguish play outcomes in field hockey. Spatio-temporal metrics can be used 

to investigate tactical intentions and methods. These metrics measure the 

cooperative and adversarial interactions between players using information 

about their locations over time.  

With institutional ethical approval, the project's collaborators, England Hockey, 

provided video of games from the Men's tournament of the EuroHockey 

Championships 2015. Player locations at the start and end of a play were 

manually digitised using in-house software and data were divided among three 

outcome groups: Circle Entry, Turnover conceded, and 'Other' outcomes. This 

spatio-temporal data informed over 3,639 spatio-temporal metrics. 

The Backward Dropping Algorithm is a method used in genetic analytics that 

addresses variable interactions and was suited to the current work's dataset, 

which constituted many variables with relatively few observations. The algorithm 

required the outcome variable to be binary and the inputs to be discrete. 

Observations were divided into three binary comparisons based on possible 

pairings of play outcomes and each metrics' data were subjected to a clustering 

algorithm to discretise values. Some metrics were removed from the dataset 

because their discretised values were uninformative for distinguishing play 

outcomes. 

The first stage of selecting distinguishing metrics evaluated metric pairs' 

association with the outcome. The method of Wang et al. (2012) used the I-

score as a measure of association and applied two thresholds to reduce the 

number of metrics by two orders of magnitude. Metrics relating to the offensive 
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team at the outcome dominated the selections across all comparisons. The 

method's sensitivity to threshold choice was examined and resulted in 21 

unique datasets being carried forward for subsequent analysis. 

The Backward Dropping Algorithm was applied to all 21 datasets and required 

the application of another threshold. The algorithm's sensitivity to threshold 

choice was examined and resulted in 120 datasets being carried forward. The 

behaviour of the current work's data did not resemble that of genetic data for 

which the method was originally designed but explanations were provided. 

Chernoff et al.'s (2009) resuscitation analysis was applied to all 120 datasets to 

give a second chance to the metrics that did not perform well thus far in the 

analysis. Again, the behaviour of the current work's data did not resemble that 

of simulations on which the method was originally tested. The complete analysis 

reintroduced metrics relating to defensive team and the start of play, which 

complicated the relationship between spatio-temporal behaviour and play 

outcome. Circle entries and turnovers were distinguished by passing execution 

and pitch-length distance to the goal line. Circle entries and ‘Other’ outcomes 

were distinguished by the location of the outcome event but this was likely to be 

a consequence of bias introduced by including metrics that indirectly define the 

outcome groups. The Other-Turnover comparison was the only one to include a 

metric relating to the start of the play and findings supported previous studies 

with evidence of a tactical preference for left-sided attacks. Findings also 

provided empirical support for tactical preconceptions and suggested the 

method used in the current work can identify distinguishing metric combinations. 

 

9.2 Limitations 

Although the current work might be helpful, there are several philosophical and 

methodological limitations. Firstly, the reader must acknowledge that it is not 

necessarily sufficient to copy behaviour without copying motivation. Even if 

athletes follow the suggestions of the current work, it is not certain that they will 

achieve their expectations. The advantage of spatio-temporal metrics is that 

they are non-invasive but this very characteristic means that they cannot inform 
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us of player intentions, despite measuring the result of them. The metrics used 

in the current work will not have described all relevant variables so coaches and 

athletes should include the findings in their tactical considerations rather than 

think of them as 'magic bullets'. This highlights another limitation: the findings 

are constrained by metrics provided. Efforts were made to incorporate as many 

metrics as possible from relevant literature, but some did not suit the research 

design. 

Interpretation of the findings are also limited to the dataset used. Only 660 plays 

involving the full complement of players were observed from five games of one 

continental tournament. These observations only considered six teams, all of 

which were Men's. Potential differences in playing style and tactics would make 

it inappropriate to generalise to other teams (Stöckl & Morgan 2013), the 

Women's game (Mosquera et al. 2007), and scenarios with unequal player 

numbers. The culture within field hockey for regular rule changes (Tromp & 

Holmes 2011) also makes any research findings relatively more transient than 

other sports. 

 

9.3 Future work 

The methods used in the current work are still relatively new and, as far as the 

author is aware, have not been applied outside of genomic selection problems. 

In addition to testing the methods' generalisability, several problems still exist 

that need addressing in the coming years: 

· Development of a more objective and theoretically justified method to 

determine the many required thresholds. 

· Restructuring the method to handle more than two outcomes. 

· Assessing the effect of including procedures for false positive removal 

and between-return set correlation in the resuscitation analysis. 

· Begin discussions with domain experts to translate findings into useful 

tactical advice. 
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· Carry forward the current results to boosting ensemble regression 

models (Wang et al. 2012), network analyses of metrics within return 

sets (Lo et al. 2008), and decision tree analysis (Adams et al. 2013; 

Morgan et al. 2013) with the intention of empirically suggesting action 

rules (Gréhaigne & Godbout 1995; Gréhaigne 1996; Turner et al. 2001). 

 

9.4 Conclusions 

The current work produced lists of spatio-temporal metrics that distinguished 

pairs of play outcomes and might infer differences in tactics. Some of the metric 

combinations are almost obvious. If metrics do seem obvious, then users can 

be contented to learn that their preconceptions have empirical support. If metric 

combinations are surprising, then they provide new tactical possibilities. These 

statements exemplify the two ways that the current work's output can be used. 

The first is to take a deductive approach by starting with previous held beliefs 

about ‘good’ and ‘bad’ tactics, describing them with spatio-temporal metrics and 

checking them against the current work's final lists. The second way is to 

discuss the current work's metric combinations with coaches and athletes to 

translate the descriptions of player behaviour into potentially useful tactics. 

The literature review highlighted some advantages of applying genetic analytics 

methods to the current work, such as the capacity to handle many variables, 

few observations, non-linearity, and non-parametric data. The methods used in 

the current work are also, in the author's opinion, less complicated than other 

statistical techniques and easier to explain to those who are unfamiliar with 

them. These are valuable attributes to a performance analyst who tries to 

provide the best quality insights and convince coaches and athletes to accept 

them. Choosing parameters is, however, non-trivial and thus a barrier to 

widespread use, and the method's computing resource requirement is beyond 

what might be available to most sports teams. 

These methods still have their place in sports performance analysis outside of 

short-term analysis, like feedback during the game. Between games and 

seasons, strategies, tactics and training can be informed by thorough, possibly 
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time-consuming analysis that has long-term and generalizable goals in mind. 

The methods used in the current work lend themselves to this kind of analysis. 

 

9.5 Contribution to knowledge 

The key finding of this thesis is that play outcomes in field hockey are 

distinguished by proximity to the goal and passing execution. The following 

contributions to knowledge have also been made: 

1. A suite of metrics combinations that distinguish play outcomes in field 

hockey. 

2. Empirical support for some tactical preconceptions. 

3. The first application of genetic analytics-inspired methods to tactical 

sports performance analysis. 

4. An improved awareness of the practical difficulties in applying the 

Backward Dropping Algorithm. 
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Appendices 

Appendix A - Parameter estimate for the Backward Dropping 

Algorithm 

A.1 The I-score 

The I-score measures the influence of an explanatory variable or set of 

explanatory variables on an outcome variable. It was proposed by Chernoff et 

al. (2009) as a generalisation of Lo and Zheng's (2002) haplotype transmission 

disequilibrium statistic. Before explaining the I-score, an understanding of 

partition elements is required. 

A partition element is a unique expression of a set of discrete variables' values. 

For example, a set of three binary variables has 23 = 8 partition elements 

because there are eight possible combinations of the variables' values (Table 

A.1). 

 

Table A.1 Every partition element for a set of three binary variables. 

 
Variable values 

Partition element Variable 1 Variable 2 Variable 3 

1 0 0 0 
2 0 0 1 
3 0 1 0 
4 1 0 0 
5 0 1 1 
6 1 1 0 
7 1 0 1 
8 1 1 1 

 

Each partition element represents a specific interaction between the variables. 

The [0, 0, 0] partition element represents the all-zero interaction and [0, 1, 0] the 

partition element represents one of the two-zero interactions. Each of these 

partition elements is exclusively associated with a portion of observations from 

the dataset, i.e. some observations were [0, 0, 0] and some were [0, 1, 0]. Not 

all possible partition elements might be expressed in a dataset. For example, 
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there might not be any case were all three inputs recorded a zero value for the 

same observation. 

The I-score evaluates the interaction between an outcome variable and the 

partition elements of explanatory variables. Consider 𝑌 to be an outcome 

variable, with 𝑛 observations, that is associated with a dataset of three binary 

explanatory variables, also with 𝑛 observations. Let 𝑗 be one of the partition 

elements and 𝑛𝑗 be the number of observations associated with the 𝑗th partition 

element. The general form of the I-score is 

 

𝐼 =  ∑ 𝑛𝑗
2(𝑌̅𝑗 − 𝑌̅)

2

𝑗∈𝑚

 [A.1] 

 

where 𝑌̅𝑗 is the arithmetic mean of 𝑌 for the observations within the 𝑗th partition 

element of 𝑚 possible partition elements, and 𝑌̅ is the arithmetic mean for the 

entire set of 𝑛 observations. In this general form, 𝑌 is not necessarily discrete 

but the work of Chernoff et al. (2009), Wang et al. (2012) and Lo and Zheng's 

(2002) all consider 𝑌 to be discrete. This is because the nature of the outcome 

variable in genetic analytics tends to be a binary classification indicating 

expression or non-expression of a genetic trait. The discrete form of the I-score 

with a binary outcome variable, 𝑌 = 1 or 0, is 

 

𝐼 =  ∑ (𝑛(𝑌=1 | 𝑗) − (𝑛𝑗 ∙
𝑛(𝑌=1)

𝑛
))

2

𝑗∈𝑚

 [A.2] 

 

where 𝑛(𝑌=1 | 𝑗) is the number of outcomes in the 𝑗th partition element that equal 

1, and 𝑛(𝑌=1) is the overall number of outcomes that equal 1. The second term 

in equation A.2 represents the expected number of outcomes in the 𝑗th partition 
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element that equal 1 under the null hypothesis that the set of explanatory 

variables has no association with 𝑌. As such, the I-score is the squared-sum of 

deviations between actual and expected 𝑌 = 1 observations over all 𝑚 partition 

elements. 

Using the I-score with the Backward Dropping Algorithm requires three 

parameters to be defined: 

1. The size of the metric sample set, 𝑘. 

2. The size of the nearly completely covered return set, 𝑟. 

3. The number of iterations, 2𝐵̂. 

 

A.2 Further notes on the number of partition elements, 𝒎 

It was stated in the previous section that each partition element is exclusively 

associated with a portion of observations from the dataset. This means that the 

number of partition elements, 𝑚, affects the expected mean number of 

observations per partition element, 𝑖. Under the assumption that observations 

are uniformly distributed across all partition elements, each partition element will 

have 
𝑛

𝑚
 observations, where 𝑛 is the number of observations. Such a uniform 

distribution is not likely so the greater the number of partition elements, the 

more likely it is that some will have few or no associated observations. 

However, a uniform distribution is the least biased given that there is no prior 

information as to the distribution of 𝑖. The consequence of the relationship 

between 𝑚 and 𝑖 is that the number of partition elements affects the power of 

the analysis by affecting the volume of supporting data for each partition 

element. Ideally, every partition element would have many associated 

observations just as any statistical test benefits from greater availability of 

supporting data. Wang et al. (2012, p 2838) suggested 𝑖 ≥ 4 based on the 

similarity between the I-score and Pearson's 𝜒2 test. This assertion provides a 

lower bound for 𝑖. 
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Wang et al. (2012) provide a relationship between 𝑚, 𝑖 and 𝑛 based on the 

assumption that 𝑖 is distributed uniformly across all partition elements:  

 

𝑛𝑖

𝑖! ∙ (𝑚𝑘−1)𝑖−1
≥ 1 , for 𝑖 ≥ 2 [A.3] 

 

Equation A.3 is a generalisation of equation 2 in Wang et al. (2012, see Suppl. 

3.2.1). The 𝑚𝑘−1 term refers to the number of partition elements resulting from a 

metric sample set of size 𝑘-1 (this is an important point that will be revisited in 

the next section). Making 𝑚𝑘−1 the subject of the equation gives 

 

𝑚𝑘−1 ≤ √
𝑛𝑖

𝑖!

𝑖−1

       , for 𝑖 ≥ 2 [A.4] 

 

Equation A.4 provides an upper bound for 𝑚𝑘−1 when 𝑖 = 4, as per Wang et 

al.'s (2012) suggestion. The exact number of partition elements will be 

determined by using the largest integer value of 𝑘 satisfying equation A.4, given 

the range of possible values of the variables selected. 

 

A.3 Size of metric sample set, 𝒌 

Each iteration of the Backward Dropping Algorithm will start by selecting a 

metric sample set of size 𝑘 from the entire set of metrics available. The size of 𝑘 

affects the number of partition elements, 𝑚, based on the possible range of 

values of the metrics selected. A larger value of 𝑘 increases the likelihood of 

including a truly influential metric in a selected metric sample set but will reduce 
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𝑖 via 𝑘's relationship with 𝑚. Recall that 𝑖 refers to the number of observations 

associated with a partition element so larger values of 𝑖 are preferred. 

The founding work with partition elements considered only binary explanatory 

variables (Chernoff et al., 2009). The number of partition elements was 𝑚 = 2𝑘, 

where 𝑘 is the number of variables being considered. In general, when all 

variables have the same number of discrete values, 𝑐, then 𝑚 = 𝑐𝑘. If the 

dataset contains metrics with a variety of discrete values, then the number of 

partition elements will vary according the metric sample set under investigation. 

Let 𝑪 be an ordered set of all variables' ranges of values such that 𝑪 =

{𝑐1, 𝑐2, … , 𝑐𝑆}, where 𝑐1 is the largest range, 𝑐2 is the second largest, etc., and 𝑆 

is the total number of variables. The minimum size of 𝑘 given 𝑚, 𝑘𝑚𝑖𝑛|𝑚, would 

be the number of successive products of 𝑪 until 𝑚 was reached. This 𝑘min|𝑚 is 

the conservative value for 𝑘 because it represents the extreme scenario where 

a metric sample set favours large ranges of metric values. The maximum size of 

𝑘 given 𝑚, 𝑘𝑚𝑎𝑥|𝑚, represents the extreme scenario where a metric sample set 

favours small ranges of metric values. Specifically, for the current work, this is 

the scenario where all selected metrics could be one of two possible discrete 

values. This would be calculated similarly to 𝑘𝑚𝑖𝑛|𝑚  by getting the number of 

successive products of 𝑪 until 𝑚 was reached, but starting from the end of 𝑪 

with 𝑐𝑆 rather than 𝑐1. It might be wise to set the size of the metric sample set at 

𝑘 = 𝑘min |𝑚 to favour larger values for 𝑖 rather than favouring an increased 

likelihood of including a truly influential metric in a selected metric sample set.  

 

A.4 Size of nearly completely covered return set, 𝒓 

To use the Backward Dropping Algorithm, the user must decide what order of 

interaction they want to cover, ranging from the two-way interactions between 

pairs up to the single 𝑆-way interaction between all metrics. It is not practical to 

examine all possible orders of interaction but it might be possible to generalise 

a metric’s interaction effect by assessing its many low-order interactions. Wang 

et al. (2012) suggest that a value 𝑟 is chosen to represent the maximum level of 
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interaction to be assessed thoroughly. That is to say, that 𝑟 represents the size 

of subset whose interactions are covered completely in the sampling. Subsets 

of size 𝑟 − 𝑥 and 𝑟 will all be sampled but subsets of size 𝑟 + 𝑥 will not, for 0 <

𝑥 < 𝑟, 𝑥 ∈ ℕ. 

The value of 𝑟 could be based on domain knowledge of the expected order of 

interaction amongst the metrics but no such insight exists for the current work. 

Wang et al. (2012) suggest that 𝑟 should be at least the lower bound of 𝑘 that 

results in partition elements with an expected arithmetic mean number of 

observations 𝑖 ≥ 4. An adaptation of Wang et al.'s (2012, §3.2.2) discussion 

suggests a value of  

 

𝑟 = ⌊log4 (
𝑛

4
)⌋ [A.5] 

 

where 𝑛 = the number of observations.  

The value of 𝑟 describes the size of the return set that is only nearly completely 

covered. This is because any metric sample set selected during the Backward 

Dropping Algorithm can only cover the 𝑟-size sets within it. Thus, each metric 

sample set selected will cover a cluster of 𝑟-size sets within the space of all the 

possible 𝑟-size sets in the entire dataset. For example, the metric sample set 

{𝑎, 𝑏, 𝑐, 𝑑} can only cover metric combinations that contain metrics 𝑎, 𝑏, 𝑐 and 𝑑 

but cannot cover any metric combinations that involve other metrics. It is 

therefore important to perform the Backward Dropping Algorithm multiple times 

to improve coverage of 𝑟-size sets. The more metric sample sets taken at 

random, the more likely it is that all metrics will have been sampled in many 

combinations. 
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A.5 Number of iterations, 𝟐𝑩̂ 

Each iteration of the Backward Dropping Algorithm randomly selects a metric 

sample set from the entire collection of metrics. A 𝑏 = (
𝑛
𝑘

) =
𝑛!

𝑘!(𝑛−𝑘)!
 number of 

iterations is required to ensure that all possible combinations of metrics are 

considered but many redundant computations would be made. Wang et al. 

(2012) propose a 𝐵̂-number of iterations, such that 

 

𝐵̂ ≈
(

𝑆
𝑟

)

(
𝑘
𝑟

)
loge (

𝑆
𝑟

)      , for 𝑟 ≤ 𝑘 [A.6] 

 

where 𝑆 = the total number of metrics available, 𝑘 = the size of the metric 

sample set selected, and 𝑟 = the size the nearly completely covered return set. 

Equation A.6 is derived by considering the selection of metric sample sets to 

follow a Poisson process (Wang et al., 2012, Suppl. 3.2.2). Practically, this 

means that each selection of a metric sample set is independent and random. 

Theoretically, fewer iterations would be required if only unique metric sample 

sets were submitted to the Backward Dropping Algorithm but this would violate 

the independence assumption assumed for calculating 𝐵̂. 

A 𝐵̂-number of iterations will not completely cover all 𝑟-size sets because of the 

clustering characteristic highlighted at the end of the previous section. Such 

clustering increases the likelihood of not covering all 𝑟-size sets. Wang et al. 

(2012) proposed 2𝐵̂ as a practical upper bound to cover sufficiently enough 𝑟-

size sets to find influential variables. 
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Appendix C - Email correspondence with Prof. Inchi Hu 

From: Inchi Hu 

To: McInerney, Ciaran 

Subject: Re: Query - 2nd difference in Wang et al. (2012) 

Date: 30 June 2016 08:43:24 
 

Dear Dr. Mclnerney, 

The reason why we chose 7 as the cutoff value and not 14 is that we pick 
the first big gap after the main body of the histogram, which is 7 and not 
14. 

I appreciate your persistency because there are so many things that require 
my attention at the moment even though it is my intention to answer 
questions about research related my paper. 

Best, Inchi Hu 
 

Sent from my iPhone 
 

On 28 Jun 2016, at 19:32, McInerney, Ciaran <C.McInerney@shu.ac.uk> 
wrote: 

Hi Prof. Hu, 

I hope things are well with you. I am writing to follow up on an email that sent 

on the 3rd June about one of your publications. Please respond when you find 

the time. 

Ciarán 

From: McInerney, Ciaran 

Sent: 16 June 2016 20:31 

To:  imichu@ust.hk 

Subject: FW: Query - 2nd difference in Wang et al. (2012) 

Hi Prof. Hu, 

I am following up on an email I sent on the 3rd June. Please reply when you 

find the time. 

Regards, Ciarán 

 

From: McInerney, Ciaran 

Sent: 10 June 2016 10:04 

mailto:imichu@ust.hk
mailto:C.McInerney@shu.ac.uk
mailto:C.McInerney@shu.ac.uk
mailto:imichu@ust.hk
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To: 'imichu@ust.hk' 

Subject: FW: Query - 2nd difference in Wang et al. (2012) 

Hi Prof. Hu, 

I hope you are well. I appreciate that you are busy. If you find the time, I would value 
your reply to my previous email. Thank you again for your help to date. 

Regards, Ciarán 
 

From: McInerney, Ciaran 

Sent: 03 June 2016 15:06 

To: 'Inchi Hu' 

Subject: RE: Query - 2nd difference in Wang et al. (2012) 

Hi Prof. Hu, 

Thank you once again for taking the time to respond. 

I understand your explanation. Thankfully, my data is responding in a similar way 

to what you describe. Is the justification for using the 1st difference of retention 

frequencies also based on your empirical evidence? If not, please explain. 

I have been trying to apply the 2nd difference method to determine a cut-off for 

return sets obtained during an application of Chernoff et al.’s (2009) resuscitation 

algorithm. I was hoping to use it as an alternative for the nr method that I spoke 

about in earlier email messages. Unfortunately, the 2nd differences of the I-scores 

for return sets from the Backward Dropping Algorithm do not behave as you 

describe. No problem, it was just an idea I was testing. 

If you have the time, I have question about the false positive removal algorithm. 

The false positive removal procedure is explained in section 3.2.3 of the Wang et 

al.’s (2012) supplementary information (attached for your ease). Figure S1 shows 

an example histogram of the number of forward-one sets. Could you please 

explain the rationale for choosing the threshold of 7 forward-one sets – why not 

14? I ask because there is no clear gap or outliers in the histogram for my dataset. 

Again, I am looking for theoretical justification but I understand if the choices 

made in the publication were empirically based. 

Regards, 

Ciarán 
 

From: Inchi Hu [mailto:imichu@ust.hk] 

Sent: 03 June 2016 14:38 

To: McInerney, Ciaran 

mailto:imichu@ust.hk
mailto:imichu@ust.hk
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Subject: Re: Query - 2nd difference in Wang et al. (2012) 

Hi Dr. Mclnerney, 

I was occupied by a few urgent tasks in the last few days. 

Here are the empirical and heuristic evidence of the 2nd difference method. 
In many data sets that I have analyzed, all of them have 2nd differences drop 
rapidly in the beginning and then settle down around zero. 

Discard those variables with 2nd differences near or around zero usually reduces 
prediction error and overfitting. 

If one lowers the cutoff value Just a little where 2nd difference is near zero, a lot 
more variables (than a cutoff with a higher 2nd difference value) be included. 
These variables included are believed to be mostly noisy ones, carrying very little 
signal. 

The rigorous theoretical justification of the 2nd difference method is still an open 

issue. 

Regards, 

Inchi 
 

On 2 Jun 2016, at 22:57, McInerney, Ciaran <C.McInerney@shu.ac.uk>  wrote: 

Hi Prof. Hu, 

I hope this email finds you well. I’m following up on an email I sent 

earlier in the week (see below). I would greatly appreciate your help, 

if you could provide it. 

Ciarán 
 

From: McInerney, Ciaran 

Sent: 30 May 2016 10:02 

To: Inchi Hu 

Subject: RE: Query - 2nd difference in Wang et al. (2012) 

Prof. Hu, 

Thank you for your reply. I have a few more questions about the 
methods in the paper. Please let me know if you would agree to answer 
them. 

In the meantime, I will ask only one: why is a threshold indicated simply 
because two successive differences in I-score are similar? The second 
difference can be zero or near zero whenever I-scores differs by 
approximately the same amount between successive pairs. For example, 
if the first three I-scores differ by an equal amount (large or small) then 

mailto:C.McInerney@shu.ac.uk
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the first 2nd difference will be zero. Why is this a good threshold? My 
understanding of the rationale provided in the paper is that the 

threshold is based on the shape of the 2nd difference curve rather than 
a property of the differences in successive values. Please explain or 
direct me to an appropriate source. 

 

Regards, 
Ciarán McInerney 

 

From: Inchi Hu [imichu@ust.hk] 

Sent: 27 May 2016 10:34 

To: McInerney, Ciaran 

Subject: Re: Query - 2nd difference in Wang et al. (2012) 

Dear Dr. Mclnerney, 

Thanks for your interest in the 2nd difference method. If the tenth 

difference is near zero, I would retain the top 10,000 I-scores. My 

reasoning is based on the mean value theorem, roughly placing each 

difference in the middle of the corresponding range of scores. 

When formulating the 2nd difference method, I did not consider the 

nr method in Chernoff et al. Maybe they are related but I did not 

pursue that direction. 

Regards, 

Inchi Hu 

On 25 May, 2016, at 21:53, McInerney, Ciaran 
<C.McInerney@shu.ac.uk>  wrote: 

Hi Prof. Hu, 

I am a PhD researcher studying in the Centre for Sports 

Engineering Research. I am using the method explained 

in your 2012 publication entitled “Interaction-based 

feature selection and classification for high-dimensional 

biological data”. I have a question that I hope you can 

answer. 

In section 3.1 you explain the 2nd difference method for 

deciding a cut-off during variable screening. You say 

that the cut-off correspond to the point where the 2nd 

difference is near zero for the first time. My question is: 

How many I-scores does the ith 2nd difference refer to, 

where i is the index of the 2nd difference value? In other 

mailto:imichu@ust.hk
mailto:C.McInerney@shu.ac.uk
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words, if the tenth 2nd difference is near zero, do I carry 

forward the top 11,000 I-scores or the top 10,000 I- 

scores? 

I thank you kindly for your time, in advance. I hope youcan help. 

p.s. 

Is this 2nd difference method an improvement on the 

<image003.png> method used in the Chernoff et al. 

2009 paper “Discovering influential variables: A 

method of partitions”, which your co-authors 

worked on? 

Ciarán McInerney 
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Appendix D - Chernoff et al.'s (2009) resuscitation algorithm 

The resuscitation algorithm is as follows: 

1. Decide the length of the final list. 

2. Decide the length of the resuscitated list. The length of the final list minus 

the length of the resuscitated list is the reduced list. 

3. For a reduced list of length 𝐿𝑑, fill it with the top 𝐿𝑑 initially, highly ranked 

metrics. For example, if the length of the reduced list is 20 then assign 

the top 20 metrics to the reduced list. 

4. For a remaining list of length 𝐿𝑚, fill it with the top 𝐿𝑚 resuscitation 

candidates. NB: metrics in the remaining list must not duplicate those in 

the reduced list. 

5. Run the Backward Dropping Algorithm analysis with a proportion, 𝑝, of 

each metric sample set taken from the reduced list and the remainder 

randomly sampled from the remaining list.  

6. Rank the metrics used in the outputted return sets. For the current work, 

the retention frequency method was used to rank the metrics (cf. 

Chernoff et al. (2009) for other options). 

7. Discard any metrics that are already in the reduced list. 

8. For a resuscitated list of length 𝐿𝑠, append 
𝐿𝑠

2
 of these unique top-ranked 

metrics to the reduced list. This augmented reduced list is now the new 

reduced list. 

9. Define a new remaining list with 𝐿𝑚 resuscitation candidates. NB: metrics 

in the new remaining list must not duplicate those in the new reduced list. 

10. Run the Backward Dropping Algorithm analysis again with a proportion, 

𝑝, of each metric sample set taken from the new reduced list and the 

remainder randomly sampled from the new remaining list. 

11. Rank the metrics used in the new return sets using the retention 

frequency method. 

12. Discard any metrics that are already in the new reduced list. 

13. For a resuscitated list of length 𝐿𝑠, append 
𝐿𝑠

2
 of the unique top-ranked 

metrics to the reduced list. This augmented reduced list is now the final 

list. 
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In steps 7 and 12, resuscitated metrics that are already in the reduced list are 

discarded so that only unique metrics are appended. It might be the case that 

fewer than 
𝐿𝑠

2
 metrics are appended to the reduced list because not enough 

unique metrics were resuscitated. As alluded to in chapter 7, this is how the 

final list might end up being shorter than expected. 


