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Abstract

Tactical behaviour in field sports can be examined using spatio-temporal
metrics, which are descriptions of player behaviour derived from data of player
positions over time. Many metrics can be computed that describe the
cooperative and adversarial interactions between players. The methods
typically used by sports performance analysts cannot appropriately analyse the
many possible spatio-temporal metrics and their interactions. Tantalisingly, the
interactions between these descriptions of player behaviour could potentially
describe tactical differences in performance.

This thesis describes a programme of research that determined some spatio-
temporal metrics that distinguish play outcomes in field hockey. Methods
inspired by genetic analysts were used to estimate the influence of
combinations of spatio-temporal metrics on the outcome of field hockey plays.
The novel application of the genetic methods to sports performance data raised
some practical difficulties. Adjustments to the method facilitated the selection of
distinguishing metric combinations from an initially large list of over 3,600
metrics.

The adjustments made to the genetic methods represent one of several
contributions to knowledge made by this programme of research. These
contributions will help performance analysts with the increasingly common task
of analysing high-dimensional data. Other contributions to knowledge are a
suite of metric combinations that distinguish play outcomes in field hockey and
empirical support for some tactical preconceptions.

The key finding of interest for players and coaches is that play outcomes in field
hockey are distinguished by proximity to the goal and passing execution. The
metrics that distinguish the several outcomes differ depending on the outcomes
being compared. Coaches and athletes should therefore recognise the variety
of tactics required to minimise negative outcomes and maximise positive ones.

Keywords: Backward Dropping Algorithm, Genomic Selection, Tactics, Team
sports
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Chapter 1 Introduction

The thesis herein explains and justifies a method to distinguish outcomes of
plays in field hockey using information about the location of players. This first
chapter explains the motivation for the research before concluding with the aim

of the thesis.

1.1 Motivation for research

Field hockey is a fast paced field sport with worldwide popularity, boasting 88
national Men's teams and 72 national Women's teams (FIH 2016). Although
evidence of hockey-like games is found in many cultures worldwide, the modern
game is said to have its origins in medieval Western Europe (Crego 2003). It
has been an event at the Summer Olympic Games since 1908 for Men and
1980 for Women (International Olympic Committee 2011).The purpose of the
game is to score in the opposition's goal at the far end of the pitch (A in Figure

1.1) by controlling the ball with a stick.

Figure 1.1 A field hockey pitch. A: the goals. B: the Circle line. C: the 23 m line.



The goals at the end of the pitch lie within an approximate semi-circle, known as
the Circle (line B in Figure 1.1). The rules of field hockey dictate that for a
scoring shot to be declared a goal, the final touch of the ball must have been
within the Circle (FIH 2015). The Circle is therefore an important pitch marking
when considering the outcomes of plays. Another important pitch marking is the
23 m line, which encloses the Circle in its quarter of the pitch (line C in Figure
1.1). There are different rules associated with this end region of the pitch
defined by the 23 m line. In particular, fouls and out-of-bounds events can result
in play being restarted from the 23 m line (FIH 2015) and penalty corners being

awarded.

Both teams are constrained by these rules as they attempt to score and stop
the opposition scoring. 7 H D Ppvefjgame strategy and in-game tactics dictate
their behaviour to this end. The F X U U H Q WollaBdcard fs\VENngland Hockey
and Great Britain Hockey, are interested in these tactical behaviours that are

associated with good and bad outcomes.

The most notable investigations into the tactics of field hockey has been led by
Elferink-Gemser and colleagues (Elferink-Gemser et al. 2011; Elferink-Gemser
et al. 2007; Elferink-Gemser 2005). Elferink-Gemser et al. (2004) developed the
Tactical Skills Inventory for Sports. The inventory was informed by discussions
with national and district level coaches and validated by elite and sub-elite
players. The inventory addresses cognitive evaluations of gameplay scenarios
using a self-assessed questionnaire. In contrast, work by Sunderland et al.
(2006) investigated the spatial distribution of gameplay actions to infer tactical
tendencies of elite players. These two paradigms exemplify the two methods
commonly used to investigate tactics in team field sports. The first takes
advantage of knowledge from domain experts under the assumption that
athletes and coaches are performance experts in their domain. The second
measures player behaviour on the pitch.

Domain experts have been used to create performance metrics (James et al.
2005), to weight the importance of metrics (Hraste et al. 2008; Bremner et al.
2013), and to evaluate performance models )RUHWL U0 H Wt ®be
difficult to get access to domain experts because of their busy performance
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schedules, and access to the opposition's domain experts is unlikely for
competitive reasons, which limits and potentially biases any findings. Initial
DWWHPSWV WR HQJDJH WKH FXUUHQW ZRUNYV FROODE

reasons.

The alternative is to investigate players' behaviour non-invasively and infer
tactical intentions and methods (Sampaio and Macas, 2012). The rationale is
that the cooperative and adversarial interactions between players are the
consequence of tactical intentions (Gudmundsson and Horton, 2016). This can
be done by obtaining information about player locations over time, which has
only been practically possible with recent advances in technology (Kelley et al.
2016). The number of possible metrics that makes use of this data rises sharply
when teams, player groups and events are specified (Memmert et al. 2017).
Different analyses also provide new metrics that add to the growing number of
ways to describe the spatio-temporal behaviour of players (Duarte et al. 2013;
Moura et al. 2013; Correia et al. 2013; Bourbousson et al. 2010b; Bourbousson
et al. 2010a). There are so many spatio-temporal metrics that teasing out the
important ones can be difficult. It would be useful for coaches and athletes to

know which metrics sufficiently distinguish better and worse performances.

1.2 Conclusion

The aim of the current work was, therefore, to determine which spatio-temporal
metrics distinguish play outcomes in field hockey. A review of the relevant
literature was required and is detailed in the next chapter. The objectives of the

review were:
1. To determine the appropriate method to measure player location.
2. To compile a list of appropriate spatio-temporal metrics.
3. To determine the appropriate method to analyse spatio-temporal metrics.

4. To determine the spatio-temporal metrics that distinguish play outcomes.



Chapter 2 Literature review

2.1 Introduction

The aim of the current work is to determine the spatio-temporal metrics that
distinguish play outcomes in field hockey. Before tackling this aim, several

guestions need answering:
1. What are tactics?
2. What is 'a play'?
3. What is the most appropriate method to measure player location?
4. What spatio-temporal metrics are typically used?
5. What is the most appropriate method to analyse the metrics?

The sections of the chapter address these questions before concluding with an

informed set of updated objectives for achieving the work's aim.

2.2 Tactics

There are many definitions of tactics in relation to team sports but common
themes exist. Firstly, tactics are defined in the context of strategy and should
involve the consideration of coaches and athletes (Cordes et al. 2012).
Gréhaigne et al.'s (1999) frequently cited work on strategy and tactics is

summarised by Turner et al. (2001, p. 42):

"Strategy is concerned with issues in advance of game play without
its time constraints...Tactics, on the other hand, require immediate
adaptation to the opposing team's players as well as team-mates,

and operate under the constraints of time"

From this, we gather that tactics pertain to in-the-moment decisions about
player behaviour. Gréhaigne et al.'s (1999) definition also exemplifies another

common theme in definitions of tactics, that is to say, that tactics are a "reaction



to an adversary in a game situation" (Gréhaigne and Godbout, 1995). It is
therefore important to consider offensive and defensive perspectives when
investigating tactics (Vogelbein et al. 2014) because sports like field hockey
require teams to score while simultaneously preventing the opponent from

scoring (Lames 1991).

Additionally, tactics are often discussed with respect to player locations and
time. Turner et al. (2001) focuses on the "constraints of time" but also cites the
work of Gréhaigne et al. (1999), which references player positions and team
formations. Earlier work of Gréhaigne and Godbout (1995) mentions player
configurations and much of the research into tactics of team sports discuss
players' spatial distributions (Moura et al. 2016) and uses metrics that describe
the spatial behaviour of players (Memmert et al. 2017). Carling et al. (2005, p.

129) provides a summarising definition:

"Tactics are the individual and collective ways used by a team to try
to best employ player skills to make the overall strategy work either

by scoring or preventing goals"

2.2.1 Tactics in field hockey

Despite these philosophical considerations of tactics, little has been done to
assess tactical behaviour in team sports until recently (Memmert et al. 2017).
Podgorski and Pawlak (2011) reviewed sports performance literature relating to
field hockey from 1960 to 2010 and found only 36 articles investigating tactics.
Studies that investigated tactics looked at "improving players' training and
effectiveness in matches" and "physical performance results obtained by field
hockey players". These criteria might therefore have covered notational
analyses of player movements, measurements of playing intensity,
investigations into group dynamics, technical execution of skills, and other
biomechanics analyses. If Carling et al.'s (2005) definition were used, then

tactics would likely be further underrepresented in field hockey.



Elferink-Gemser et al. (2004) developed the Tactical Skills Inventory for Sports
with the support of elite field hockey coaches. The inventory addresses
cognitive evaluations of gameplay scenarios using a self-assessed
questionnaire. Elferink-Gemser et al. (2004) found that elite and non-elite
players could be distinguished based on the four factors of the inventory:
'Positioning and Deciding’, 'Knowing about Ball Actions', ‘Knowing about
Others', and 'Acting in Changing Situations'. Unfortunately, these insights were
only obtained using questionnaires. The drawbacks of such methods are that
WKH\ UHO\ RQ S D{bahNefsi-dan8 Boht ird Met@dlives well to on-
going tactical evaluation because they require players to take the time to
complete the questionnaires. Furthermore, the opposition are unlikely to
SDUWLFLSDWH LQ WKH TXHVWLRQQDLUH VR FRPSDULVE

cannot be made.

In contrast, work by Sunderland et al. (2006) investigated the spatial distribution
of gameplay actions to infer tactical tendencies of elite field hockey players.
Sunderland et al. (2006) concluded that there was a preference for dribbled
Circle entries from the right side and that possession was predominantly
regained via free-hits. The advantage of discussing tactics in this way is that the
resultant behaviour of players is analysed rather than their tactical intentions.
Whilst tactical principles are important for guiding tactical behaviours (da Costa
et al. 2009), spatio-temporal metrics provide a way to objectively measure
behaviours that arise from their application. Spatio-temporal metrics might

therefore be a more pragmatic tool to investigate field hockey tactics.

2.3 Defining 'a play'

To investigate tactical performance in team sports, it is necessary to define a
unit of observation on which to focus. This unit of observation should describe
tactical performance and define the boundary of interest that permits the work of
researchers to be compared and contrasted. The term 'a play' might be a good

candidate but is ambiguous in the performance analysis literature.



Generally speaking, 'play’, ‘gameplay’, or 'match-play' describe the period that a
sporting contest is underway. Some authors, however, will refer to ‘a play' rather
than 'play’ without definition (Sainz De Baranda et al. 2008; Escalante et al.
2011; Ito et al. 2004). The term 'a play' often implies a specific sequence of
purposefully linked movements and actions. This term is also synonymous with
'a possession’, which often implies a portion of gameplay that begins when a
team has control of the ball and ends when control is lost (James et al. 2004).
To confuse matters further, some analysts mathematically define variables

called 'Possession’' to measure team quality (Kubatko et al. 2007; Crum 2013).

Turnovers are changes in possession, conceded by the team losing possession
and earned by the team gaining possession. The concept must be considered
to provide a complete definition of a play because it defines an end to
possession. Although the term pdtrnover § tdvhmonly used (J. Bradley and
21T"RQRJIKXH OL FKDH O ard Bartett+200X Eugo et al.,
2009), there are other terms like loss of possession (Amjad et al. 2013),
dispossession (Spearritt 2013), ball recovery (Hewitt et al. 2016; Barreira, Julio
Garganta, et al. 2013; Almeida et al. 2013) and (re)gain in/of possession
(Bradley et al. 2013; Lupo, Condello, et al. 2012) that describe similar events.
The choice of term depends on the perspective of the performer and turnover
often implies a loss of possession (Carroll 2013; Lupo et al. 2011). Turnovers
have the potential to define the start and end of possession and are therefore

important for defining a play.

Field hockey has some unique gameplay events that influence possession, e.g.
Free Hits, Penalty Corners and restarts following an out-of-bounds event
caused by a defender within the 23 m region. Free Hits are sometimes awarded
as compensation for a foul (FIH, 2015, Section 12.2). Play is paused, the ball
must be stationary before play is restarted and opponents cannot interfere
within 5 m of the restart location (FIH, 2015, Section 13.2). Free Hits affect
possession when the offensive team commit the foul because the defensive
team are awarded the Free Hit. Gameplay is also affected when the offensive
team are awarded the Free Hit because the ball must be stationary and the
defence must accommodate the 5 m rule into their tactical behaviour. The



restarting player may pass to herself or himself to restart play and the ball need
only be stationary "briefly" (FIH, 2015, p 7). The duration for which gameplay is
paused varies depending on the tactical intentions of the restarting player. A
player might continue play immediately with little effect on the trajectories and
intentions of player. Alternatively, a player might pause and allow for more
favourable conditions to arise before restarting play. Defining a play that is
suitable for field hockey must incorporate the potential for Free Hits to allow
significant changes in player arrangements and tactical intentions.

Penalty Corners are a method of restarting play from the backline that are only
awarded for fouls committed within the 23 m region (FIH, 2015, Section 12.3)
(Figure 2.1).

Figure 2.1 A field hockey pitch. A: the goals. X: the locations from which a
penalty corner can be taken.

Penalty Corner restarts in field hockey have parallels with the corner kick of
association football. That is to say, teams adopt specialised strategies and
spatial arrangements to take advantage of the situation (Casal et al. 2015).
Unlike association football, the Penalty Corner constrains the defensive team by
only allowing four outfield players to be within their half of the pitch until the ball

is played (FIH, 2015, Section 13.3). The rules also forbid the offensive team



from entering the Circle until the ball is played and require the ball to be played
out of the Circle before it can be returned for a shot. These rules create a

gameplay scenario for which teams adopt distinct strategies.

Laird and Sutherland (2003) found that Penalty Corners usually involve few
touches or are an immediate shot at goal. Although less common, the ball is
sometimes returned to normal gameplay as the defensive team return to full
strength within the 23 m region. Studies have yet to investigate the transition of
perceived offensive advantage in scenarios where the first shot is not
successful. Defining a play needs to incorporate this undefined transition
between this set-piece and open gameplay for it to be useful for field hockey

analysts.

The importance of the 23 m line must also be considered when defining a play
in field hockey. As presented earlier, the rules governing fouls, and thus the
pausing and restarting of gameplay, change when the offensive team progress
into the 23 m region. If the ball unintentionally travels over the backline of the
pitch from a defender, then the game is restarted by the offensive team on the
23 m line (FIH, 2015, Section 7.4b). The rules governing this restart are the
same as those for a Free Hit, for example, defenders cannot interfere within 5 m
of the restart location. The umpire formally restarts gameplay once they are
satisfied with the restarting location. The effect of these rules is that both teams
are given time to rearrange themselves. Any offensive advantage from a long
pass or a breakaway player might be nullified as the defence set up between
the offence and the goal. The rearrangement associated with a 23 m restart
defines a scenario distinct from a 23 m intrusion from open play. Any definition
of a play must handle the different scenarios associated with these two origins

of a 23 m intrusion.

2.3.1 Theoretical and operational definitions

The preceding discussion informs a theoretical definition of a play (Table(2.1).

Associating a play with "purposefully linked movements and actions" reflects



Carling et al.'s (2005) definition of tactics that mentions of players' individual

and collective ways of achieving their overall strategy (Section 2.2).

Table 2.1 Operational definitions of gameplay, possession, and a play.

Term Definition

Gameplay The period that a sporting contest is underway. It is the duration
of a game less stoppage time.

Possession The portion of gameplay that begins when a team has control of
the ball and ends when control is lost.

A play A portion of a possession defined by a sequence of purposefully
linked movements and actions.

This theoretical definition still requires an associated operational definition for

performance analysts to apply it appropriately. This section discusses some

frameworks that could help translate the definition provided in Table|2.1|into a

practical and applicable definition for performance analysts. Hughes and Franks
(2005) examined styles of play by defining possessions by the number of
completed passes in a passing sequence before a turnover. It introduces the
idea of defining plays based on notational data and addresses some aspects of
the theoretical definition, i.e. connection with possession and based on a
sequence of actions. Time is not factored into the framework nor is any other
gameplay action, which limits investigations to the effects of passing sequences

of different length.

James et al. (2004) concluded that the duration of possessions is an important
factor for distinguishing game outcome and explicitly defined the start and end
of possession using gameplay actions. This framework (Pollard and Reep,
1997b) is very practical and allows performance analysts to define a play by
identifying appropriate gameplay actions. The identifiable action for the start of
a possession was "a player [gaining] sufficient control over the ball to effect [sic]
a deliberate influence on its subsequent path" and there was a choice of ending

actions. Although Pollard and Reep's (2013) framework is practical and
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definitive, it lacks objectivity - what is "sufficient” control? An alternative to
defining "sufficient" control is to use indicators with more objectivity. Ito et al.
(2004) defined four football goalkeeper plays based on the gameplay actions
that were involved. The kicks, dribbles and catches used by Ito et al. (2004) are
easily identifiable. Determining easily identifiable gameplay actions might
therefore be useful for defining a play. Based on the discussions so far, Figure
2.2 shows a suggested framework for an operational definition of a field hockey
play, from the perspective of the offensive team.

Figure 2.2 Schematic of a suggested framework to describe a play.

Presenting plays in a directed graph like Figure 2.2 encourages a reductionist
but interaction-based approach to defining gameplay performance. Using a
similar design, Barreira, Garganta, Guimaraes, et al. (2013) used their
‘organizational model of soccer' as a foundation for investigations into ball
recovery patterns. Barreira, Garganta, Guimaraes, et al.'s model puts a ball
recovery event in the bigger picture of offensive gameplay for readers to
understand its relevance. Similarly, Figure 2.2 succinctly shows the sequences
between gameplay events in a way that captures the variety of possible plays:

1. Turnover (earned) - Goal
2. Turnover (earned) - Turnover (conceded)
3. Turnover (conceded) - Turnover (earned)

The framework in Figure 2.2 is basic and provides only one positive outcome

per starting event. Using a goal as the only positive outcome is not advised

11



because field hockey is a low scoring game (Van Calster et al. 2008). Pollard
and Reep (2013) included multiple outcomes in their definition of a play
because of the extreme inequality between plays that end in goals and those
that do not. Such inequality between outcomes is not desired because it
provides inadequate information for comparison (Atkinson and Nevill, 2001).
Pollard and Reep (2013) also considered shots as an outcome event because
they precede goals but noted that they are also very infrequent. A shot event
would also require further definition, being described as "successful”, "on-
target”, "
2012; Abreu et al. 2012; Alcaraz et al. 2011; Collet 2013; Vila et al. 2011). In

most cases, insufficient definitions are provided and the reader is left to wonder

on-goal”, "at goal" and "led to goal” in the literature (Abraldes et al.

at the difference between them. Furthermore, defining plays based only on
gameplay events is not ideal because of possible ambiguity about when an
event happened during a performance. This is especially relevant given James
et al.'s (2004) conclusion that the duration of possessions is an important factor
for distinguishing game outcome. An alternative to only using gameplay actions

is to use spatial distinctions.

The frameworks discussed thus far have been from the offence’'s perspective
but it has already been identified that both teams must be considered when
investigating tactical performance (Section 2.2). Suzuki and Nishijima (2004,
2005) proposed a framework that defined defensive plays in football that made

use of player locations. The framework has three phases:
1. Delaying attack
2. Forcing play in one direction
3. Squeezing the working space of attackers

The three phases are defined by subjective identification of player behaviour
and are the basis for the Soccer Defending Skills Scale (Suzuki and Nishijima,
2004, 2005, 2007). Identifying the moment at which play is forced in a direction
might differ between observers, even if consensus could eventually be reached.
A useful characteristic of the Soccer Defending Skills Scale is that it scores

performance based on the spatio-temporal metrics of distances, angles and

12



tallies of players in a region. For example, the pitch-width spread of players is a
metric used to score the final phase called 'Squeezing the working space of
attackers'. Some value of width could objectively define the beginning of this
phase.

Depending on the sport, there might be other meaningful spatial measurements
that could objectively indicate key moments of a play. For example, section 1.1
introduced and explained the pitch markings on a field hockey pitch. The 23 m
line and the Circle line mark regions of the pitch that are meaningfully different
for performance (Figure 1.1). Briefly, some rules differ once players are within
the region defined by the 23 m line, and only scoring shots from within the
Circle can be goals. Crossing the 23 m line also means that the offensive teams
are within the attacking quarter of the pitch. Moving gameplay into these regions
represents distinct and meaningful progressions of an offensive play.
Sunderland et al. (2005) took advantage of this and segmented a play into three
phases using the Circle as a defining location: repossession of the ball, passing
into the Circle and play within the Circle. This provides a field hockey example
of how objective measurements of player behaviour can be used to define key

moments in a play.

Figure 2.3 suggests framework for an operational definition of a field hockey
play based on the discussion so far from the perspective of the offensive team.
The framework is based on identifiable gameplay actions and objective
indications of player locations that are meaningful and relevant to field hockey.
It is an improvement on the framework suggested in Figure 2.2 in part because
it has a higher resolution of gameplay events.

Figure 2.3 Schematic of a suggested framework to describe a play, based on easily identifiable
gameplay actions and objective indications of player locations.
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The most positive complete sequence starts with gaining possession outside

the 23 m region (‘Turnover (earned)"), followed by an intrusion into the

opponent's 23 m region ('23 m Intrusion'), followed by an entry into the

opponent's scoring area (‘Circle Entry"), and finishes with '‘Goal’. These positive

events are indicated by rectangles in Figure 2.3. The '23 m Intrusion' and 'Circle

Entry' events can be defined objectively by the moment the ball crosses the 23

m line and Circle line, respectively. $GGLWLRQDOO\ D 1 P ,QWUXVLF
gains of possession within the 23 m region, for example, by intercepting a pass

or stealing the ball.

The framework in Figure 2.3 is more complicated than the framework in Figure
2.2 but still does not consider the variety of possible outcomes at each phase of
a play. These other outcomes include the gameplay actions alluded to earlier
like Free Hits, Penalty Corners and restarts of play after the ball crosses the
backline from a defender. These gameplay events indicate a disruption in play
but are not necessarily negative outcomes. These other outcomes are partially
positive outcomes (Figure 2.4). Diedrick and van Rooyen (2011) used a similar
paradigm when they divided rugby line-breaks into those that resulted in a try
(positive), those where possession was lost (negative), and those where there
was no try but possession was maintained (partially positive).

Figure 2.4 Schematics of a suggested framework to describe a play, which includes positive,
negative and partially positive outcomes.
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Figure 2.4 suggests a schematic that could operationally define both a
possession and a play, as per the theoretical definitions in Table 2.1. Under this
framework, possessions start with a "Turnover (earned)' and continue until a
"Turnover (conceded)' or 'Goal' happen. Possessions can therefore be of four

different lengths that distinguish the progression of the offensive team:
1. Turnover (earned) - Turnover (conceded)
2. Turnover (earned) - 23 m Intrusion - Turnover (conceded)
3. Turnover (earned) - 23 m Intrusion - Circle Entry - Turnover (conceded)
4. Turnover (earned) - 23 m Intrusion - Circle Entry - Goal

Within these possessions, a number of plays can be defined by following the
paths between the nodes of the graph. These plays can be defined by starting
at any node in the schematic and following the arrows until a "Turnover
(conceded)’ or 'Goal' are reached. The most desirable play from the offence's
perspective is 'Turnover (earned)' - '23 m Intrusion' - 'Circle Entry' - ‘Goal' but a

real-life play might involve some cycles in and out of the 23 m region.

Although derived from the behaviour of the offensive team, the framework
allows defensive plays to be defined, which have had little attention in the
literature to date (Wheeler et al. 2013). For example, analysts can investigate
the behaviour of the defensive team during the portion of gameplay between an
attacker intruding into the 23 m region and entering the Circle. This definition of
a play could be represented by the second and third phases of Suzuki and
Nishijima's (2004, 2005, 2007) defensive framework but with improved

objectivity of the start and end events.

2.3.2 Conclusion

A play represents a unit of tactical investigation on which to focus but it is not
well-defined in the literature. A definition appropriate for field hockey must

account for general considerations of tactical performance and specific
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considerations relating to the rules of the sport. The definition should also be

operationally defined so that it can be unambiguously applied.

Discussion informed a theoretical definition of a play as it related to field

hockey. The theoretical definition informed further discussion about frameworks
that help operationally define a play based on the expected events of the game
(Figure 2.4). Error associated with the subjective identification of the events can

be reduced by defining them using objective measurements of player locations.

2.4 Measuring player location

Kelley, Higham and Wheat (2016) reviewed methods used to determine player

locations and grouped them under four headings:
1. Electromagnetic tracking
2. Inertial sensors
3. Signal propagation sensing
4. Vision-based systems

Electromagnetic tracking systems are not appropriate for measuring player
locations in field sports because they are limited range of 1.5 - 9 m. Inertial
sensors are not accurate for location measurements because they are designed
to measure accelerations and orientations. Errors are exacerbated by the data

transformation procedures required to obtain location data.

The most popular signal propagation sensing system used in sports
performance analysis is Global Positioning System (GPS). GPS uses time-of-
flight measurements from multiple orbiting satellites to determine location by
trilateration. GPS is not useful for large stadia or indoor sports because a line-
of-sight is required from satellite to GPS unit (Abidin 2010). Although GPS
demonstrates good accuracy and repeatability up to moderate speeds (Coutts
and Duffield, 2010; MacLeod et al., 2009; Wu et al., 2007), it requires players to

wear sensors. This makes GPS and any other sensor-based systems unusable
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in competition environments where sensors are banned. The requirement for
sensors also makes sensor-based systems unusable if the locations of the
opposition are of interest, unless data-sharing arrangements are made between
opponents. Kelley, Higham and Wheat (2016) conclude that vision-based
systems are currently the only option for non-invasive tracking of player

location.

2.4.1 Vision -based systems

Vision-based systems track objects using one or more cameras. The location of
the player in an image is found automatically or with user input and a mapping
function translates the image coordinates to real-world coordinates. Some
vision-based systems like Vicon® (Vicon 2016) and MotionAnalysis®
(MotionAnalysis 2016) track reflective markers. The need for additional markers
makes these systems unusable for the same reason that sensor-based systems

are not usable.

Both single- and multi-camera systems exist. Multi-camera systems allow for
the three-dimensional location of objects to be measured provided the object
can be seen in two cameras' views at the same time (Choppin et al. 2007).
Standard single-camera systems can only provide two-dimensional, planar
measurements of location (Walton 1981; Mauthner et al. 2008; Dunn 2014).
The relatively new introduction of depth cameras has made it possible to
measure three-dimensional location with one camera, but cameras have limited

range and the method is still in its infancy (Choppin and Wheat, 2013).

Single cameras have limited fields of view so multiple cameras can be used to
cover a large area of interest (Bialkowski et al. 2013). Companies like
ProZone® (ProZone 2016) and SportUV® (SportUV 2016) provide data on
player locations and gameplay events using 8- and 6-camera systems,
respectively. These systems require permanent installations in large or covered
stadia. Field hockey stadia are neither large nor covered and have not attracted
sufficient commercial attention for investment in these kinds of permanent

installations. The solution for single-camera systems is to use a wide-angle lens

17



(see Konarski (2010) for example in field hockey). These lenses increase the

angle of view but require the image to be undistorted through post-processing.

2.4.2 Measuring player location

Once images of player performance are collected, the next concern is
appropriately selecting the location of a player in an image. Obtaining location
data from vision-based systems can be automated, semi-automated or manual.
Automated and semi-automated methods use image-processing algorithms to
track an object of interest but current vision-based systems are not reliable
enough to provide fully automated tracking in multi-person sporting
environments (Bialkowski et al., 2013). Semi-automated systems, like SAGIT
(PeUa HW D Qequire a user to initialise tracking and supervise the tracking

process.

Manual systems require the user to specify the location of the player in every
frame of the video. Low-resolution estimates 'tag' players in regions of the pitch
(Sunderland et al. 2005; Barreira, Julio Garganta, et al. 2013; Clemente et al.
2013). Higher-resolution methods reconstruct player locations in metres based
on coordinates of players in an image (Clemente et al. 2012; Ricardo Duarte et
al. 2010). To do this, a distribution of known locations in the field of view are
chosen and their corresponding locations in a video image are selected (Figure
2.5). The known locations define a plane upon which future points of interest lie.
A planar Direct Linear Transformation (Abdel-Aziz and Karara, 1971; Walton,
1981) models a mapping function that reconstructs the selected image
coordinates onto the real-world plane. Using this mapping function, any
subsequent points from the image's : QaR-coordinate system can be mapped to

the pitch's : TdJ-coordinate system.
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Image removed due to copyright

Figure 2.5 Top: Schematic of known locations in the pitch's : TdJ-coordinate system.
Bottom: Selection of locations in the image's : QdR-coordinate system

The points of interest are the locations of the players and ball. Many studies do
not define the digitised point that is used to represent the player (Konarski 2010;
Clemente et al. 2012; Folgado et al. 2012) but the gold standard for
representing a person as a single point is the player's centre of mass (Sewell et
al. 2013). Calculating a person's centre of mass is non-trivial and requires
special equipment to measure the inertial parameters of body segments
(Eames et al. 1999). Therefore, the centre of mass is typically estimated from
the video image.
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but player locations are considered as if they are on the pitch surface. A

projection of the centre of mass to the pitch surface is therefore required.

8QOHVV WKH FHQWUH RI PDVYV L-ayeNis\ythd’doowdtidd isSURP D E
likely to cause error in the pitch surface location of the player. This is known as

out-of-plane error (Mauthner et al. 2008).

2.4.3 Out-of-plane error

Out-of-plane error is an error in a location measurement caused by the
projection of a point to a calibrated plane. An analogy is to consider your
shadow as the sun varies its position in the sky. Your shadow represents your
location best when the sun is directly above because your shadow is directly
beneath you. At any other angle, only your feet will still represent your location
well because they are on the ground. Any portion of your body above the

ground will cast a shadow that projects away from your location.

Figure 2.6 illustrates how a point digitised out-of-plane leads to an error in the
reconstructed location, where out-of-plane means some non-zero value for the
height coordinate. This error is exacerbated with non-perpendicular camera

angles, just like the analogy with the sun and the shadow (Hinrichs et al. 2005).

Figure 2. 6 Reconstruction error. The digitised point (red dot) does not lie on the calibrated
plane, =>? Boint : Tzd};is the actual location of the player. Point : Tgd};is the erroneously
reconstructed location of the player.
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Dunn (2014) used an elevated plane to reduce out-of-plane error in automatic
tracking of tennis players (Figure 2.7). Dunn (2014) assumed that players'
centre of mass would be at net height for the majority of gameplay. Creating a
calibrated plane at this height minimises projection errors, under this
assumption. Elevating the plane required access to the tennis court to collect
images of a calibration object at the appropriate height. Access to the playing
surface is not always possible and the height of players' centre of mass might
have large variance. An alternative method is to translate the point of interest

perpendicularly to the calibrated plane (Figure 2.8).

Figure 2.7 Elevating the calibrated plane to mitigate against out-of-plane error. The blue dot is
the player's estimated centre of mass. The red dot is the resulting estimate of player location.
The calibrated plane is elevated to a height that will minimise the average projection error. The
dotted-red line represents the projection of the centre of mass to the elevated pitch surface,
ABC

21



Figure 2.8 Translating the estimated centre of mass to the calibrated plane to mitigate against
out-of-plane error. The blue dot is the player's estimated centre of mass. The red dot is the
resulting estimate of player location. The dotted-red line represents the subjective translation of
the centre of mass to the pitch surface, =>2 @

Translating the point of interest perpendicularly to the calibrated plane requires
subjective estimation, which is subject to random error (Glazier and Irwin,
2001). It is common to use the mid-point between the feet of the player as a
representation of the translation of the player's centre of mass onto the ground
(Ricardo Duarte et al. 2010; R Duarte et al. 2010; Headrick et al. 2012). This
rationale is only valid when the player's mass is evenly distributed between their
feet (which is only likely during quiet standing). During locomotion the mid-point
between the feet only represents the translation of the centre of mass onto the
ground for a fraction of the stance phase. Serrano, Shahidian and Fernandes
(2014) quoted a mean absolute difference of 0.70+0.29 m when compared with
a GPS worn on a player's back during a 273 m course. The 1 m accuracy of this
definition is practically useful given the radius of influence around a player.
Manually digitising the point between a player's feet might therefore be a

sufficiently accurate and practical method.
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2.4.4 Conclusion

The field hockey environment limits the methods of obtaining player location
data. Vision-based methods are the only option to non-invasively obtain location
data of players from both teams (Kelley et al. 2016). A single-camera system
with a wide-angle lens provides an adequate solution that minimises equipment

demands and disruption to the running of competitive events.

Single-camera systems can only estimate planar location of players and suffer
from out-of-plane error. Where an elevated plane cannot be used, the errors
can be reduced by subjectively estimating the point at which the downward
projection of the player's centre of mass intersects the calibrated plane. This
manual digitisation is the industry standard for obtaining player location from
video of sporting performances. Automatic and semi-automatic methods have
been developed but are not always available or sufficiently accurate (Bialkowski

et al. 2013). Manual methods are practical and demonstrate sufficient accuracy.

2.5 Spatio -temporal metrics

Spatio-temporal metrics use information about player locations through time
(Gudmundsson and Horton, 2016) to investigate tactical performance
(Memmert et al. 2017). Spatio-temporal metrics use this data to define
locations, distances, angles, areas, speeds, player distributions, and timings of
and durations of events. These metrics are thought to capture the individual and
collective behaviour of teams, but are seldom used to investigate tactical
performance in field hockey (Section 1.1). Spatio-temporal metrics are widely
used in sports like field hockey. Insights into potentially appropriate metrics can
be gained by reviewing the metrics used in the literature associated with these
similar sports. Therefore, a definition of what constitutes a similar sport is

required.
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2.5.1 Invasion game sports

Many taxonomies can be used to classify sports and the choice of taxonomy will
depend on the interest of the analyst. If the intensity of gameplay is the focus of
investigations then Mitchell, Haskell, Snell and Van Camp (2005) provide a
scheme for classifying sports based on the physiological demands of sports'
static and dynamic components. In comparison, Read and Edwards' (1997)

taxonomy group sports according to tactical concepts and gameplay skills.

In Read and Edwards' (1997) WD[RQRP\ D JURXBDWRBQHI® RHV |
includes sports characterised by two teams attempting to score against their
opponent by invading their opponent's territory. This level of grouping deals with
tactical similarities. Invasion games can be further divided based on gameplay

skills, specifically, their method of scoring (Figure 2.9). The spatio-temporal

metrics used by an invasion game sport are likely to be relevant for

investigating tactical performance in other invasion game sports because they

are tactically similar.

Figure 2.9 Invasion game sports with examples, as per Read and Edwards' (1997) taxonomy
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2.5.2 Metric types

There are thousands of spatio-temporal metrics that could be defined
depending on the spatio-temporal data that is available. The following
paragraphs group them into eight types and provide a brief description. Table
2.2 provides a generalised summary of the spatio-temporal metrics typically

used to analyse tactical performance in invasion game sports.
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Table 2.2 Spatio-temporal metrics found in the literature relating to invasion game sports.

Type Definition Examples metrics Example study
Location The pitch/court location of players, Location of turnover (i.e. where possession was (Stéekl and Morgan, 2013)
player groups, the playing object or gained/lost)
points of interest. Location of gameplay action, e.g. shot, pass. (Albinsson and Andersson, 2008)
Location of group / Centroid (Sampaio et al. 2014)
Location of player (Duarte et al. 2012)
Location of the playing object (Bruno Travassos et al. 2012)
Location of predicted interception point (Vilar et al. 2013)
Time A moment during gameplay when an Timestamp of gameplay event (Nevo and Ritov, 2013)
event occurred, or a period between Duration of gameplay action (Platanou 2004)
events. Duration between gameplay events (Meyer et al. 2006)
Duration of gameplay spent in-play (James et al. 2004)
Duration of gameplay spent out-of-play (Ito et al. 2004)
Duration of possession (Kan et al. 2004)
Duration of attacking plays (Platanou 2004)
Time to ball contact (B. Travassos et al. 2012)
Time to ball interception (B. Travassos et al. 2012)
Time to player collision (Davids et al. 2013)
Distance The difference between location Inter-player distance (B. Travassos et al. 2012)
metrics. Inter-group distance / Centroid distance (Folgado et al. 2012)
Pass distance (Travassos et al. 2013)
Speed The rate of change of location metrics.  Speed of players (Kan et al. 2004)
Speed of the playing object (Kan et al. 2004)
Predicted speed for successful intercept (Vilar et al. 2013)
Angle The angle between three locations or Angle between player-goal centre vector and the baseline  (Dawson et al. 2004)

two vectors.

Angle between attacker-defender vector and backline
Angle between group centroid, goal centre and mid-line of
the pitch/court

(Passos et al. 2013)

(Bruno Travassos et al. 2012)
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Table 2.2 continued Spatio-temporal metrics found in the literature relating to invasion game sports.

Type Definition Examples metrics Example study
Angle The angle between three locations or Angle between the ball, goal centre and mild-line of the (Bruno Travassos et al. 2012)
two vectors. pitch/court

Angle between a player, goal centre and mid-line of the (Vilar, Aradjo, Davids and Travassos, 2012)
pitch/court
Angle between attack, defender and goal centre (Vilar, Aradjo, Davids and Button, 2012)
Angle between the player vectors before and after an (Wheeler et al. 2010)
evasive manoeuvre
Angle between the player vector after an evasive (Wheeler et al. 2010)
manoeuvre and the mid-line of the pitch/court

Spread  The dispersion of groups of players. Stretch index (Bartlett et al. 2012)
Frobenius norm (Moura et al. 2012)
Group length (Castellano et al. 2013)
Group width (Castellano et al. 2013)
Major range (Yue et al. 2008)
Compactness / Playing area (Okihara et al. 2004)

Area Portions of the pitch/court associated Surface area / Convex hull (Frencken et al. 2011)

with a player or group of players. Effective Area of Play (Clemente et al. 2012)

Individual playing area (Zubillaga et al. 2013)
Dominant region (Taki and Hasegawa, 2000)
Voronoi area (Fonseca et al. 2012)

Context  Descriptions of gameplay scenarios Procrustes fit (Jager and Schéllhorn, 2012)

based on player distributions.

Player density

Player distribution

Field side changes
Penetration principle metric
Offensive unit metric

(Clemente et al. 2012)
(Couceiro et al. 2014)
(Pratas et al. 2012)
(Clemente et al., 2014)
(Clemente et al., 2014)

27



Location

Location-type metrics refer to the location of players on the pitch. They are the
simplest metric type and form the basis for more complex metrics. Individual
player locations inform group centroids, which are the average location of
players (Frencken et al. 2011). Figure 2.10 shows a team centroid but a group
can be any collection of two or more players (Gongalves et al. 2014). The
locations of gameplay actions like shots (Abdel-Hakim 2014; Abreu et al. 2012,
Alcaraz et al. 2012; Connelly 2013) and passes (Albinsson and Andersson,
2008; Barros et al., 2006; Cotta et al., 2013) are often measured and teams
have been distinguished by the locations that their plays begin and end
(GOémez, Prieto, et al. 2013).

Figure 2.1 0 Example location-type metrics: Location : Ted}; indicates the location of the ball
(black filled circle); Location :Tsdy; indicates the location of a player; Location :Te g &b g 4¢
indicates the location of the red team's centroid (red cross).

Time

Time type metrics refer to a moment during gameplay when an event occurred
or refer to a period between events. Like location type metrics, they are
fundamental to metrics that are more complex. Time is often considered as a
categorical variable to partition data, for example, metrics are presented as
summaries over the duration of a game period (Kan et al. 2004). Nevo and
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Ritov (2013) are an example of a rare case when the time of the event is used
as a continuous, interval variable. Nevo and Ritov (2013) used survival analysis
to inform a time-dependent model to estimate the likelihood of a second goal
when the time of the first goal is known. Stevenson & Brewer (2017) also show
an example of using survival analysis to model the progress of batting ability
through a cricket Test Match. Survival analysis has similarly been used to
investigate the relationship between subsequent substitutions (Del Corral et al.
2008). Such methods lend themselves to modelling the time-dependent

relationship between the gameplay events of a play.

Durations are commonly used when investigating playing intensities (Lago et al.
2010). The duration of gameplay actions are rarely investigated (Platanou
2004), presumably because many gameplay actions are momentary, e.g. kick,
block or score. Where gameplay actions do take appreciable time, like a pass,
other metric types are preferred. In the case of passes, distances are measured
most often (Michael David Hughes and Bartlett, 2002; Bruno Travassos et al.,
2013).

Durations of possessions and periods of gameplay are of tactical interest

(Escalante et al., 2011; Mike D Hughes and Churchill, 2004; Jones et al., 2004).
Investigations have characterised playing styles and modelled player

behaviours using durations of in-play gameplay (James et al. 2004; Nevill et al.

2008), out-of-play gameplay (Eaves and Evers, 2007; Ito et al., 2004), attacking

plays -DQNRYLU HW DO /IXSR HW DO aBODWDQRX
2012), and periods in between specific gameplay events (Meyer et al. 2006).

Time has also been an outcome metric for studies into player coordination, e.g.
duration spent in and out of phase (Folgado et al. 2014). These studies inform
tactical actions by relating player locations to predictions, e.g. the time until
defender-attacker collision (Davids et al. 2013), time to ball contact and

defender's interception (B. Travassos et al. 2012; Vilar et al. 2013).

Distance
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Distance type metrics refer to the difference in locations (Figure 2.11). They are
often specified as pitch-width, pitch-length and Euclidean distances. Metrics like
the distance from the goal have been associated with the chances of scoring
(Ensum et al. 2004). Vilar et al. (2014) analysed relative phases of inter-player
distances to support previously held defensive ideas of marking and closing

space.

Figure 2.1 1 Example distance metrics: Euclidean inter-player distance, @, ¢ g x 8k axial
inter-player distance, <Q&a@ =

Speed

Speed type metrics refer to the rate of change of locations. They are more
frequently used as measures of playing intensity to inform training (Lidor and
Ziv, 2015). Velocities required of a player to successfully intercept a have been

associated with the outcomes of plays. (Vilar et al. 2013).

Angle

Angle type metrics refer to the angle between two vectors that share a point
(Figure 2.12). The advantage of angles is that they incorporate information

about player location in both axes. While investigating synchrony of attacker-
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defender interactions in basketball, Esteves et al. (2012) linked the angle of an
attacker to baseline with their handedness. Different player coordination modes
ZHUH DWWULEXWHG WiRityWMd<tke a¥evebaRd\dddl $ide SfthR [
court. It was suggested that the angle metric indicated the constraints of

defender pressure and dribbling with preferred and non-preferred hands.

Figure 2.1 2 Example angle metrics: &is a Goal line-Goal centre-Player angle; &is a Goal-
Nearest Opponent-Player angle for the red player.

Spread

Spread type metrics refer to how dispersed or spread-out groups of players are
(Figure 2.13). Like distance type metrics, they are often specified as pitch-width,
pitch-length and Euclidean distances. The court-length dispersion of basketball
teams has shown an attraction to in-phase modes with no such attraction for the
court-width dispersion (Bourbousson et al. 2010a), suggesting that teams seek

to match longitudinal spread but in a variety of latitudinal formations.
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Figure 2.1 3 Example spread metric, the Radial Stretch Index is the arithmetic mean of the
distances (black lines) between players and their centroid (red cross).

Area

Area type metrics refer to portions of the pitch associated with a player or group
of players (Figure 2.14). They include the surface area of a group of players
(Bourbousson et al. 2010a) and Voronoi areas (Fonseca et al. 2012). Voronoi
areas segment the pitch into cells that contain the space closest to a given
player. Dominant regions are a version of VVoronoi areas that replace the
distance function with a time function based on the instantaneous velocity of a

player (Taki and Hasegawa, 2000).
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Figure 2.14 Example area metric: the blue team's Voronoi areas.

Context

Context type metrics refer to variables that describe a gameplay scenario.
Some of these metrics describe the entire play while others describe the context
of specific gameplay events. For example, the chances of scoring are inversely
proportional to the number of players between the shooter and the goal (Ensum
et al. 2004) and this can be measured by counting the number of players in the
region. A whole-play example is the offensive unit metric (Clemente, Martins, et
al. 2014b). This metric compares the locations of players at the start and end of
a play to indicate whether at least half of the team moved in synchrony with the
ball. The metric was one of three developed to measure tactical principles
suggested by da Costa et al. (2009).

2.5.3 Metric specifications
Teams

The behaviour of both teams is of interest when investigating tactics because of
the inherent cooperative and adversarial interactions (Section 2.2). Almost all
metrics can be specified to a team, e.g. the number of attacking and defending

players within the Circle.
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Specifying the team has important implications for how some metrics are
computed. The most noteworthy effect relates to a team centroid, which is the
arithmetic mean location of a team's players. Before Clemente et al. (2013),
team centroids tended not to include the goalkeeper in the calculations.
Including the goalkeeper would draw the centroid back towards the goalkeeper
because they tend to stay at their end of the pitch. This effect would be
particularly noticeable in field hockey because the rules dictate that the
goalkeeper cannot travel farther than 23 m from their goal line. When
considering the computation of defensive team centroids, however, Clemente et
al. (2013) argues that the goalkeeper should be included because of their
implicit role in the defensive phases of gameplay. Including the offensive team's
goalkeeper in centroid calculations would unrepresentatively pull the offensive
team centroid back because team's often move forward together. Not including
the defensive team's goalkeeper in centroid calculations would ignore their
important role during intrusions. It might therefore be advisable to consider the

goalkeeper for the defensive centroid only.

Player groups

Some metrics require the players be grouped into roles, specifically, defenders,
midfielders and forwards. Exemplar metrics are the Defensive Play Area metrics
(Clemente et al., 2015). The Defensive Play Area is composed of four regions
defined by the roles of the players. For example, the backward region is defined
by the space between defenders and the goalkeeper, while the first-half-middle
region is defined by the space between the defenders and the midfielders.
Several methods have been suggested for assigning these required player

roles.

Roles can be assigned based on prior information about players' expected
tactical function. Abdelkrim et al. (2007) took advantage of the traditional roles
that players assume in basketball. From an offensive perspective, a
characteristic of basketball is the use of set plays that traditionally involve
guards, forwards and a centre based on their relative distance from the net

(Krause and Pim, 2002). Basketball players will often categorise themselves
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with a specific role and will train for that role. An extreme example of such role
specificity is in American football where players are assigned a specific role and
assigned to either the offensive or the defensive team (American Football
Coaches Association 2000b; American Football Coaches Association 2000a). In
contrast, association football has a more open-play style so teams tend to use
formations to assign roles to players. Players can be assigned pitch-length
labels such as defenders, midfielders or forwards/strikers and pitch-width labels

such as centre or left and right wing (Orejan 2011).

Abdelkrim et al. (2007) assumes that the behaviour of a player will stay true to
their assigned role throughout the game. In a study investigating physiological
demands of specific player positions in associated football, Goncgalves et al.
(2014) state that they asked players to assume the standard behaviour of their
positional role. This request is perhaps indicative of an understanding that
player behaviour is indeed dynamic and not faithfully reflected by pre-defined
tactical roles. Clemente et al. (2015) suggest that the demands placed upon a
player will change throughout the game and proposed the idea of a tactical
location or tactical mission (Clemente et al., 2014). A player's tactical location
should reflect the momentary tactical role of a player based on their absolute
location on the pitch and relative location to other players.

Lucey et al. (2013) supplemented prior information of team formation with
Clemente et al.'s (2015) idea of the tactical location. Based on players' relative
location to teammates, players were assigned a role from a set list that was
based on a pre-determined team formation. This assignment method allowed
for players who might momentarily assume a tactical role that they typically
would not, e.g. a defensive wing player assuming a central role because the

defensive centre player has been pulled wide.

The drawback of all methods listed so far is that they assume a team formation
and that the team endeavours to be true to the formation. Using team
formations is a style of play along with many others, w