
Robot trajectory planning using OLP and structured light 
3D machine vision

RODRIGUES, Marcos <http://orcid.org/0000-0002-6083-1303>, KORMANN, 
Mariza, SCHUHLER, C and TOMEK, P

Available from Sheffield Hallam University Research Archive (SHURA) at:

https://shura.shu.ac.uk/7278/

This document is the Submitted Version 

Citation:

RODRIGUES, Marcos, KORMANN, Mariza, SCHUHLER, C and TOMEK, P (2013). 
Robot trajectory planning using OLP and structured light 3D machine vision. In: 
BEBIS, G, (ed.) Lecture notes in Computer Science Part II. LCNS, 8034 (8034). 
Heidelberg, Springer, 244-253. [Book Section] 

Copyright and re-use policy

See http://shura.shu.ac.uk/information.html

Sheffield Hallam University Research Archive
http://shura.shu.ac.uk

http://shura.shu.ac.uk/
http://shura.shu.ac.uk/information.html


Robot Trajectory Planning using OLP and
Structured Light 3D Machine Vision

M. Rodrigues1, M. Kormann1, C. Schuhler2, and P. Tomek3

1 Sheffield Hallam University, Sheffield, UK
2 TWI – The Welding Institute, Cambridge, UK

3 MFKK Invention and Research Services Center Ltd, Hungary

Abstract. This paper proposes a new methodology for robotic offline
programming (OLP) addressing the issue of automatic program gener-
ation directly from 3D CAD models and verification through online 3D
reconstruction. Limitations of current OLP include manufacturing toler-
ances between CAD and workpieces and inaccuracies in workpiece place-
ment and modelled work cell. These issues are addressed and demon-
strated through surface scanning, registration, and global and local error
estimation. The method allows the robot to adjust the welding path
designed from the CAD model to the actual workpiece. Alternatively,
for non-repetitive tasks and where a CAD model is not available, it is
possible to interactively define the path online over the scanned surface.

1 Introduction

Welding represents one of the single largest applications of robots in manufac-
turing engineering, as approximately a quarter of all industrial robots are being
used in connection to welding tasks [1]. The development of flexible automa-
tion systems that can be set up quickly and switched over to another product
line are essential to increase productivity and profitability while maintaining
product quality within prescribed tolerances. The challenge is that small and
medium sized enterprises (SMEs) normally do not have the resources to invest
in expensive technologies and extensive human training [2]. In particular, robot
programming is a demanding specialised activity that, for non-repetitive tasks,
can take several hundred times longer than the actual robot execution time [3].

There are two methods of robot programming, namely online and offline
(OLP) programming. Online is normally carried out by skilled operators guid-
ing the robot through a sequence of locations in space [4]. Although conceptu-
ally simple, for complex geometries it becomes difficult, very tedious and time
consuming. Attempts have been made to improve online programming by the
addition of sensors and additional calibration [5, 6]. However, the process has to
be repeated again for a workpiece with a slight different design. Despite these
issues, online programming is the programming of choice for most SMEs.

OLP methods utilise 3D CAD data to generate and test robot programs
and are widely used in automation systems with large product volumes [3].
Once the workpiece and robot cell are modelled, the operator can simulate the
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program and test for collisions. The programs are then downloaded to the robot
for execution. The main advantage is that OLP does not require the actual robot
so it does not adversely affect utilisation time. Some limitations and open issues
of OLP [7–9] can be summarised as follows:

– manufacturing tolerances between real and ideal CAD workpieces,
– inaccurate placement of the workpiece within the robot cell,
– inaccuracies between physical and modelled work cell,
– thermal effects during welding,
– lack of a methodology to deal with complex features.

The MARWIN project [10] develops a cognitive welding robot interface where
welding tasks and parameters are intuitively selected by the end-user directly
from a library of CAD models. No knowledge of robot programming is required,
as robot trajectories are automatically calculated from the CAD models and
validated through fast 3D scanning of the welding scene. The role of the user is
limited to high level specification of the welding task and to the confirmation
and/or changing of welding parameters and sequences as suggested by the control
program. MARWIN uses a 3D structured light scanner where the light source
and camera are in a parallel arrangement; its development and mathematical
formulation have been described in [2, 11].

The focus of this paper is on the problem of automatic program generation
in OLP as this is a perceived gap and a requirement, as no system exist in
the market which implements the complete offline programming chain, although
many separate ad hoc solutions exist [3]. The approach is to incorporate a fast
area 3D scanner and propose a methodology for OLP that addresses most of
the issues above, and can include pre- and post-verification of welding quality.
Furthermore, the proposed method is also suitable for non-repetitive workpieces
(for which CAD models may or may not be available) through a combination of
sensor-guided online and offline programming.

2 Methodology

The method described here deals with interactive definition of control points
defining a robotic welding path including the tooltip orientation and its trans-
lation to the actual workpiece – which may be slightly different from its ideal
CAD model. This adaptive translation is the method’s main novelty as it can
deal with uncertainties between CAD descriptions and real world workpieces in
the robotic cell. Most of the limitations highlighted in the previous section are
thus addressed in the following steps.

1. CAD model generation. Here it is assumed that a CAD model is available
and can be loaded into the 3D modelling environment.

2. Control points and tag creation. This involves the definition of robot
position tags from 3D CAD data with specific tool centre point. This paper
proposes an interactive 3D method in which the user selects the path control
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points directly on the model surface. For each selected control point, the
solution will automatically generate the approach and retreat locations and
the tooltip orientation.

3. 3D surface scanning. A fast structured light 3D reconstruction method is
used to scan workpiece surfaces that include the welding path. There is no
need to scan the entire workpiece.

4. 3D registration with CAD models and error checking. Automatic
registration of CAD and scanned surface is performed based on point visibil-
ity constraints. A global and local root mean square error (RMSE) measures
between CAD model and their nearest points on the scanned surface give an
indication to the user whether welding should proceed or not.

5. Translation of control points from CAD to scanned surface. If the
global and local RMSEs are within set thresholds, each control point defined
on the CAD model is translated to the scanned surface. This will guarantee
that the welding path will be adapted to the actual workpiece thus, min-
imising path uncertainty.

6. Trajectory planning. The inverse kinematics of industrial robots usually
yields multiple solutions in Cartesian space. Here, the control points together
with derived approach, retreat and orientation information from step 2 are
used to generate a unique solution. This step can easily be achieved by
standard OLP software from the robot manufacturers. In the MARWIN
project, this is achieved using the ABB RobotStudio which can deal with
issues such as reachability, transitions, collision avoidance, and so on.

Steps 1 and 6 are outside the scope of this paper; in what follows we describe
and demonstrate steps 2–5.

3 Control Points and Tag Creation

Fig. 1. Left: the 3D Striper MARWIN interface with a loaded CAD model. Right,
welding control points selected through mouse clicks.

To demonstrate the concepts, an interactive modelling application named
3D Striper MARWIN has been developed, whose interface is shown in Fig. 1
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(left) with a loaded CAD model. In order to define a sequence of points for
a welding path including approach points and tooltip orientation, an aligned
bounding box with the (x, y, z) axes is estimated. This is simply defined by 6
bounds (xmin, xmax, ymin, ymax, zmin, zmax). When the user marks a point on
the surface of the model, a ray-tracing algorithm is used to find the intersection
with the bounding box and the intersection with the mesh. This is a problem of
line-plane intersection where it is assumed that the line has a starting point S
and direction c. The intersection line is given by

L(t) = S + ct (1)

The solution only involves finding the intersection point with the generic plane
[12]. The generic plane is the xy-plane or z = 0. The line S + ct intersects the
generic plane when Sz + czti = 0 where ti is t “intersection”:

ti = −Sz/cz (2)

From equation (2), the line hits the plane at point pi:

pi = S − c(Sz/cz) (3)

Thus, for every ray, i.e. for every point marked on the surface of the model by
the user through a mouse click in Fig. 2 (right) two points are obtained p1 (blue
sphere) and p2 (green). These points define the welding sequence where p1 is
the intersection with the bounding box and p2 is the intersection with the mesh.
Note that it is unlikely that the intersection on the mesh will rest on a vertex.
More likely, it will intersect on a polygon’s face somewhere between vertices. A
good approximation then is to find the three vertices on the mesh that are the
nearest to the intersection line. Such vertices define a plane and it then becomes
straightforward to determine the exact intersection point through Equation (3).

The tooltip alignment is determined by Euler’s theorem [12]. Defining vectors
u and q as

u = pk
2 − pk

1 , q = pk+1
1 − pk

1 (4)

where k is the index of each pair of points (p1,p2). The desired alignment is
that the tooltip x-axis is aligned with vector u and e y-axis is aligned with q.
To perform the alignment, the required rotation is decomposed into a sequence
of known steps:

1. Perform two rotations around the y and z axes by angles θ and φ so that
the x-axis becomes aligned with u.

2. Perform a z-roll of angle β around the newly rotated x-axis such that the
y-axis becomes aligned with q.

The above transformation requires the multiplication of 3 matrices:

Ru(β) = Ry(−θ)Rz(φ)Rx(β) (5)

Figure 2 shows the result of such alignment where the rotated x-axis is shown
in yellow, the y-axis in red, and the z-axis in green. The approach (and retreat)
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Fig. 2. Euler’s theorem is used to determine the rotation matrix for tooltip alignment.

position is p1 and the welding position is p2 which are achieved by a rotation
around u defined by equation (5) followed by a translation t from p (any position
in the work space) to p1 and p2:

pi = Rp + t, where i = 1, 2. (6)

The approach path from a generic position p to p1 can be seen as a midpoint
approach while from p1 to p2 is the final positioning of the tooltip.

4 3D Surface Scanning

The principle of operation of structure light scanning is to project patterns of
light onto the target surface whose image is recorded by a camera [13]. The
shape of the captured pattern is combined with the spatial relationship between
the light source and the camera, to determine the 3D position of the surface
along the pattern. The main advantages of the method are speed and accuracy;
a surface can be scanned from a single 2D image and processed into 3D in 40ms
[14, 15].

The expressions to compute the coordinates (x, y, z) of a surface point from
a pixel location (v, h) on stripe n (mapping to a point on the surface of the
scanned object) is defined as [2, 11]:

x = Dp −
DpDs

vPDp +Wn
, y =

hPDpDs

vPDp +Wn
, z =

WnDs

vPDp +Wn
(7)
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where Ds is the constant vertical distance between the camera and the projector
(Fig. 3, left), Dp is the constant distance between the projector and the system
origin (or calibration plane), W is the constant width between successive light
planes (or stripes) in the calibration plane, P is the pixel size in the sensor plane
of the camera. The mathematical formulation of such arrangement is simpler
than of those of standard scanners which results in less computing cycles thus,
making the parallel design appropriate for 3D real-time processing.

Fig. 3. Left: GMPR scanner; middle: 2D image; right: 3D reconstructed surface.

Fig. 3 depicts the GMPR scanner developed by the MARWIN project which
is capable of processing a single 2D image (Fig.3 middle) into a surface patch
(right). The scanner is attached to the robot tooltip such that each patch is
incrementally registered until the desired workpiece surface is fully scanned. All
scanned surfaces are thus, described in robot coordinate system.

5 3D Registration with CAD Models and Error Checking

In order to ensure correct calculation of robot trajectories based on the scanned
surface, it is necessary to register the CAD model of the welding assembly to its
scanned 3D model. This is to verify whether or not the scanned scene matches
its CAD description and, if so, translate the control points from the CAD to
the scanned surface. It is stressed that only translated points to the scanned
surface will be used for trajectory calculation. The ICP (Iterative Closest Point)
estimation algorithm [16] is used with the additional constraint of point visibility.
The closest points in the ICP are found by calculating the Euclidean distances
between a point p in the first frame (the CAD model) and a point q in the
second frame (the scanned surface S) given by

d(p, Sk) = min
j∈(1,...,Nk)

d(p,qk,j) (8)

Equation (8) means that every point in the CAD model needs to be checked
against every point in the scanned surface. Once the closest points are estimated,
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the two sets of points pi and qi are paired to each other. The registration goal
is to estimate the parameters (R, t) rotation matrix and translation vector by
minimising the following objective function:

F (R, t) =

m∑
i=1

Ni∑
j=1

pi,jd
2(Rpi,j + t, Sk) +

n∑
k=1

Nk∑
l=1

qk,ld
2(RT p

′

k,l −RT t, Si) (9)

From the objective function in (9) the distance minimisation between the two
sets of points is performed in a least squares sense:

f(R, t) =
1

N

N∑
i=1

||Rpi + t,qi||2 (10)

When the transformation model (R, t) has been estimated, transform every point
in the CAD model. This iteration is repeated until convergence to a minimum
set threshold or when a predefined number of iterations is reached.

Fig. 4. Visibility constraints and registration. Top row (left and middle): model is re-
oriented to display desired surface; (right): hidden surfaces are removed from a selected
model. Bottom row (left): initial position; (right): after registration.

The proposed visibility constraints are necessary for partial registration, as
the ICP is guaranteed to fail if one tries to register both sets of data without
adequate constraints. The method is that the user will pre-orient the CAD model
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such that its visible surface is in a similar orientation as the scanned surface,
which is always looking down the workpiece from the robot’s coordinate x-axis.
Once this step is completed, the method proposed here is the removal of hidden
surfaces based on the depth buffer as depicted in Fig. 4 (top row). Each vertex
P = (Px, Py, Pz) of a face is available in the viewport as a scaled and shifted
version of

(x, y, z) =

(
Px

−Pz
,
Py

−Pz
,
aPz + b

−Pz

)
(11)

The constants a and b are chosen such that the third component in (11) equals
zero if P lies in the near plane and unity if P lies in the far plane. Successful
registration is then performed with the visible and scanned surfaces, as shown
in Fig. 4 (bottom row) through Equations (9) and (10).

6 Translation of Control Points from CAD to Scanned
Surface

Upon registration convergence, each point p2 that was originally defined on the
surface of the CAD model needs to be translated to the surface of the scanned
model as depicted in Fig. 5. This is achieved by finding the intersection of the
vector u defined by Equation (4) with the scanned mesh using Equations (2)
and (3).

Fig. 5. Control points originally defined on the CAD model (magenta) are translated
along the vector u to the surface of the scanned model.

In order to decide whether or not to proceed to the generation of the welding
path, the root mean square error (RMSE) is calculated both globally and locally.
The global RMSE considers all visible points and their nearest points on the
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scanned mesh. Defining p a set of points in the CAD model and p̂ the nearest
points in the scanned surface, the global RMSE is evaluated as:

RMSE(p̂) =
1

N

√√√√ N∑
k=1

(p̂k − pk)2 (12)

where k is the number of points in the visible surface. The local RMSE only
considers the control points lying on the path. Equation (12) is also used for
local RMSE but in this case k is the index of the control points, p is the set of
control points in the CAD model and p̂ the translated points along vector u.

If both global and local RMSE are smaller than a set minimum threshold,
then the set of control points and approach points are saved to an XML file.
This information will be used by the ABB RobotStudio to generate the robot
trajectory as described in Step 6 of the methodology in Section 2. Otherwise, an
error condition is flagged to the user who may need to adjust the workpiece(s),
proceed to a new scanning, or re-estimate visibility.

7 Conclusion

This paper has proposed and demonstrated a new methodology for robot of-
fline programming in welding tasks using a combination of 3D scanning and 3D
model manipulation through an interactive interface. The method is based on
defining control points on a CAD model that represent the welding path and
then verifying whether or not the CAD model matches the actual workpiece
through online scanning and registration. Registration is optimised by defining
visibility constraints. Two measures of discrepancy between CAD and scanned
surface are performed based on global error and local path error. If the scanned
surface matches its CAD model within given error thresholds, then specification
of the welding task can proceed.

The ability to automatically calculate robot trajectories and welding se-
quences directly from CAD models and then verifying these online through 3D
reconstruction satisfies a principal aim of the MARWIN project which is to pro-
vide a user-centred, cognitive system for robotic welding tasks. Furthermore, the
proposed methods address open issues in OLP concerning discrepancies between
CAD and manufactured workpieces, inaccurate placement of workpieces in the
robot cell, and inaccuracies between physical and modelled work cell.

While the main focus of the paper has been to address OLP methodology,
the techniques developed here are also suitable for online programming of non-
repetitive workpieces where a CAD model may not be available. In this case,
the user would select the control points directly on the scanned surface and
proceed to generate robot trajectories. The next stage of the MARWIN project
is to integrate the developed methods and software routines onto an OTC robot
control system whose results will be reported in the near future.

We acknowledge financial support from the EC under Grant Agreement no.
286284 Research for the Benefit of SMEs, MARWIN Project from 2011–2013.
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