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Abstract
Over the past decade, infrared has attracted a considerable amount of interest as an alternative 
medium to radio for short-range indoor wireless local area networks. Infrared offers a number of 
significant advantages over its radio frequency counterpart, such as the abundance of bandwidth 
that is currently unregulated worldwide, the availability of low cost emitters and detectors, 
inherent security and resistance to multipath fading. The work presented in this thesis focuses 
on modulation techniques, the fundamental aim being to assess the suitability of digital pulse 
interval modulation (DPIM) for use in indoor optical wireless communication systems.

Infrared transceivers are subject to eye safety regulations, and consequently power efficiency is 
an important criterion when evaluating modulation techniques. From the error probability 
analysis carried out on the non-distorting additive white Gaussian noise channel, it is shown that 
DPIM is able to trade off power efficiency against bandwidth efficiency by increasing the 
number of bits per symbol. Furthermore, by encoding an additional bit per symbol, DPIM can 
outperform pulse position modulation (PPM) both in terms of power efficiency and bandwidth 
efficiency when simple threshold detection is employed.

Indoor optical wireless systems generally operate in the presence of intense ambient light, 
emanating from both natural and artificial sources. Along with contributing to the generation of 
shot noise, artificial ambient light sources also introduce a periodic interference signal which 
can have a detrimental effect on link performance. Original analysis is presented which 
examines the error performance of DPIM in the presence of interference from a fluorescent 
lamp driven by a high-frequency electronic ballast, which is potentially the most degrading 
source of ambient light. It is found that such interference results in an average optical power 
requirement that is almost independent of the bit rate. The analysis then goes on to consider the 
effectiveness of electrical high-pass filtering as a simple means of mitigating the effect of the 
interference, taking into account the baseline wander introduced by the high-pass filter. DPIM 
was found to be more susceptible to the effects of baseline wander compared with PPM, a 
finding which is supported by the original analysis carried out on the power spectral density of 
the scheme. Consequently, whilst electrical high-pass filtering was found to be very effective at 
high bit rates, significant power penalties are still incurred at low to medium bit rates.

In non-directed line of sight and diffuse link configurations, multipath propagation gives rise to 
intersymbol interference (ISI), which must be taken into account for data rates above 10 Mbit/s. 
Original analysis is presented which examines the unequalized performance of DPIM in the 
presence of ISI. From this analysis, it is found that on any given channel, the improved 
bandwidth efficiency of DPIM results in lower average optical power penalties, compared with 
PPM. One novel technique which can be used to make DPIM more resistant to the effects of ISI 
is to add a guard band to each symbol, immediately following the pulse. Original contributions 
are presented which evaluate the effectiveness of this technique. To quantify the results 
obtained, analysis is also carried out on DPIM using a zero-forcing decision feedback equalizer 
(ZF-DFE), which represents a more traditional approach to mitigating the effects of ISI. It is 
shown that the guard band technique offers a similar level of performance to the ZF-DFE on all 
but the most severe channels, and has the advantage of reduced cost and complexity compared 
with implementing a ZF-DFE.

To support the theoretical and simulated performance of DPIM carried out in this thesis, details 
are given of a prototype 2.5 Mbit/s diffuse infrared link employing 16-DPIM which has been 
designed and constructed. The error performance of the link is measured under a variety of 
ambient light conditions, and the effectiveness of electrical high-pass filtering in mitigating the 
resulting interference is assessed. It is shown that whilst a fluorescent lamp driven by a high- 
frequency electronic ballast has the potential to significantly degrade link performance, the 
power penalty introduced by this source can be made manageable by careful selection of the 
high-pass filter cut-on frequency.
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Glossary of Abbreviations
1GS One guard slot

2GS Two guard slots

AC Alternating current

APD Avalanche photodiode

AWGN Additive white Gaussian noise

BER Bit error rate

BPSK Binary phase-shift keying

DC Direct current

DFE Decision feedback equaliser

DPIM Digital pulse interval modulation

DPIM(IGS) DPIM with a guard band consisting of one slot

DPIM(2GS) DPIM with a guard band consisting of two slots

DPIM(NGB) DPIM with no guard band

DPPM Differential pulse position modulation

DSSS Direct sequence spread spectrum

ERP Emitter radiation pattern

FHSS Frequency-hopping spread spectrum

FIFO First-in first-out

FOV Field of view

FPGA Field programmable gate array

FSF Frequency scaling factor

GBP Gain bandwidth product

HDL Hardware description language

HPF High pass filter

IEC International Electrotechnical Commission

IEEE Institute of Electrical and Electronics Engineers

IID Independent, identically distributed

IM/DD Intensity modulation with direct detection

IrDA Infrared Data Association

ISI Intersymbol interference

ISM Industrial, scientific and medical

LAN Local area network

LD Laser diode

LE Linear equaliser

LED Light-emitting diode
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LOS Line of sight

MAP Maximum a posteriori

ML Maximum likelihood

MLSD Maximum likelihood sequence detector

MPPM Multiple pulse position modulation

MSE Mean square error

NGB No guard band

NPV Nearest preferred value

NRZ Non return to zero

0 0 K On-off keying

OOK-NRZ On-off keying using non return to zero signalling

OOK-RZ On-off keying using return to zero signalling

PC Personal computer

PDA Personal digital assistant

PER Packet error rate

PIM Pulse interval modulation

PIN Positive-intrinsic-negative

PPM Pulse position modulation

PPM(MAP) PPM using a maximum a posteriori detector

PPM(TH) PPM using a threshold detector

PSD Power spectral density

PWM Pulse width modulation

QAM Quadrature amplitude modulation

QPSK Quadrature phase-shift keying

RAM Random access memory

RC Resistor capacitor

RMS Root mean square

RZ Return to zero

RZI Return to zero inverted

SER Slot error rate

SNR Signal to noise ratio

TH Threshold

WMF Whitened matched filter

ZF Zero forcing



Glossary of Symbols
A Pulse amplitude

a Constant related to RMS delay spread

A\ Constant which relates low-frequency interference amplitude with IB

A2 Constants which relates high-frequency interference amplitude with IB

a, OOK bit sequence

at Value of the penultimate bit in sequence a,

au  Value of the 7th bit in sequence a,

Ajj Matched filter output for bit sequence a„ sampled at end of 7th bit period

an DPIM(IGS) slot sequence

b PPM slot sequence containing n symbols

b, PPM/DPIM slot sequence

bi Value of the penultimate slot in sequence b,

bjj Value of the 7th slot in sequence b,

BitJ Matched filter output for slot sequence b/, sampled at end of 7th slot period

b* DPIM(NGB) slot sequence

h Estimate of b*
k

bm_x Value of (m-l)* slot in a DPIM sequence

bm Value of m* slot in a DPIM sequence

bm+1 Value of (m+1)* slot in a DPIM sequence

h Estimate of bm ,
° m - 1 m ~ l

u Estimate of bmum

h Estimate of bm.,°m\ 1 m+1

C(z) Two-sided z transform of ck

c0 Zero tap of ck

Cj Discrete-time equivalent impulse response of cascaded transmitter filter,

high-pass filter and receiver filter 

Ck Discrete-time equivalent impulse response of cascaded transmitter filter,

channel and receiver filter 

D Number of bits in a packet

Dmean Mean delay of channel

Drms Channel RMS delay spread

Dt Normalised delay spread

E  Energy of a pulse (and of a symbol in PPM and DPIM)

Eb Average energy per bit



/ Frequency

f c High-pass filter cut-on frequency

fc.off Predetection filter cut-off frequency

fhigh Electronic ballast switching frequency

gif) Impulse response of high-pass filter

Go Optical gain of channel

go Zero tap of gk

gk Discrete-time equivalent impulse response of transm 

WMF

g o u tif) Output of high-pass filter

H{co) Transfer function of predetection filter

H{s) Transfer function of Bessel filter

h{t) Impulse response of channel

Havg Average received irradiance

I Number of possible values for the product anan+k

h DC photocurrent generated by background radiation

Ipk-pk Peak-to-peak interference signal photocurrent

J Length of truncated system impulse response

K Number of distinct sequences

L Order of PPM and DPIM

havg Average DPIM symbol length

M Total number of bits over a 20 ms interval

m Number of bits/slots in sequence

ntjiit) Interference photocurrent from fluorescent lamp

M highif) High-frequency component of nijiit)

mk Fluorescent light interference signal sample

m io w it) Low-frequency component of m ji i t )

N Number of slots under consideration

nit) Shot noise

nk Noise sample

No Noise power spectral density (single-sided)

Pierror | one) Probability of error given that a one was sent

Pierror \ zero) Probability of error given that a zero was sent

Pierror) Overall probability of error

P i f ) Fourier transform of pulse shape

Pione) Probability of a one

Pis0 | one) Probability of s0 given that a one was sent



P(s0 1 zero) Probability of s0 given that a zero was sent

Pit) Impulse response of transmitter filter

Pizero) Probability of a zero
p1 avg Average optical power

Pe ,b it,00K Probability of bit error for OOK

P e,bit,PPM Probability of bit error for PPM(TH and MAP)

P e,slot,DPIM Probability of slot error for DPIM

P e,slot,DPIM(lGS) Probability of slot error for DPIM(IGS)

P e,slot,DPIM(NGB) Probability of slot error for DPIM(NGB)

P e,slot,PPM(TH) Probability of slot error for PPM(TH)

P e,slot,ZF-DFE Probability of slot error for DPIM(NGB) using a ZF-DFE

Pe,symb,PPM(MAP) Probability of symbol error for PPM(MAP)

P e,symb,PPM(TH) Probability of symbol error for PPM(TH)

Pi  b,) Probability of occurrence for slot sequence b,

Pi Probability of getting the f 1 anan+k product

p1 max Maximum optical transmit power

P rx Average received optical signal power

P TX Average transmitted optical signal power

q Electron charge

Q i ) Marcum’s ^-function

R Photodetector responsivity

rit) Impulse response of receiver filter

Rb Bit rate

RC Filter time constant

Rk Slot autocorrelation function

s Laplace variable

Sico) Fourier transform of signal

So Sample value at output of receiver filter

Saif) PSD of DPIM slot sequence

S c if) Continuous component of Sa(f)

S c,PPMif) Continuous component of electrical PSD of PPM

s<tf) Discrete component of Sa(f)

Sd,PPM.if) Discrete component of electrical PSD of PPM

SoPIMij) Electrical PSD of DPIM

SDPmit) DPIM slot sequence

SNRmax Maximum SNR at output of predetection filter

SNR0Ut SNR at output of predetection filter at sampling time t0

SoOK-NRzff) Electrical PSD of OOK-NRZ



SooK-RZ(y=o.5)(f) Electrical PSD of OOK-RZ with y= 0.5

Sppm(J) Electrical PSD of PPM

t Time

T  Pulse duration

t0 Sampling time

Tb Bit duration

Ts Slot duration

Tsymb Symbol duration

u(t) Unit step function

W(z) Factor of C(z)

W*(H z) Factor of C(z) {complex conjugate of W(z)}

Tap coefficients of l/W  * (1/z *) 

x(t) Intensity or power of optical source

y(t) Photocurrent

yi Receiver filter output corresponding to penultimate bit/slot in sequence a/b,

yj Receiver filter output corresponding to sequence b

ym.i Sampled output of receiver filter corresponding to the (ra-l)01 slot

ym Sampled output of receiver filter corresponding to the m* slot

ym +1 Sampled output of receiver filter corresponding to the (m+1)* slot

a  Threshold level

a i Suboptimal threshold level 1

a 2  Suboptimal threshold level 2

a0pt Optimum threshold level

8(0 Impulse response of ideal channel

8 ( ) Dirac delta function

s f Probability of bit/slot error for the penultimate bit/slot in sequence a,/b,

8(. k Probability of bit/slot error for sequence a,/b, and interference signal

sample mk

8m Probability of slot error for the m* slot

em+1 Probability of slot error for the (m+l)* slot

y Pulse duty cycle

p Root of C(z)

p* Complex conjugate of p

cp, Phase of odd harmonics of 50 Hz

(j)t Phase of even harmonics of 50 Hz

Qj Phase of switching frequency harmonics

x



Gn Standard deviation of noise at output of receiver filter

ct„2 Variance of noise at output of receiver filter

O, Amplitude of odd harmonics of 50 Hz

T, Amplitude of even harmonics of 50 Hz

r ; Amplitude of switching frequency harmonics

xi
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Chapter 1

Introduction

The emergence of portable computing devices such as laptops, palmtops and personal digital 

assistants (PDAs) has fuelled the demand for mobile connectivity and hence, led to the 

development of wireless local area networks (LANs). Wireless LANs offer users increased 

mobility and flexibility compared with traditional wired networks, and may be classified as 

either infrastructure wireless or ad hoc wireless networks [1]. Untethered from conventional 

network connections, infrastructure wireless LANs allow users to maintain network 

connectivity whilst roaming anywhere within the coverage area of the network. This 

configuration requires the use of access points, or base stations, which are connected to the 

wired LAN and act as interfaces to the wireless devices. Each access point may accommodate 

multiple clients. Examples of practical applications for wireless infrastructure LANs which are 

often cited include medical professionals accessing patient records, real-time vital signs and 

other reference data at the patient bedside, and factory floor workers accessing part 

specifications and process information as and when required. In contrast, ad hoc wireless LANs 

are simple peer-to-peer networks in which each client only has access to the resources of the 

other clients on the network and not a central server. Ad hoc wireless LANs require no
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administration or preconfiguration, and are created on demand only for as long as the network is 

needed. Examples of practical applications for wireless ad hoc LANs include employees sharing 

information during a meeting, and colleagues electronically swapping business cards.

The term wireless is synonymous with radio, and there are numerous radio LAN products on the 

market today. The majority of these products operate in the industrial, scientific and medical 

(ISM) band located at 2.4 GHz, which has the advantage of being licence free in most countries. 

However, the available bandwidth is limited to 83.5 MHz, and must be shared with numerous 

other products on the market such as cordless telephones and baby monitors. Consequently, 

robust spread spectrum modulation techniques are required, which result in low data rates. As 

an example, the IEEE 802.11-1997 standard for wireless LANs specifies two radio physical 

layers for operation in the 2.4 GHz ISM band. These two physical layers use frequency-hopping 

spread spectrum (FHSS) and direct sequence spread spectrum (DSSS), and offer maximum user 

data rates of just 2 Mbit/s [2]. This was improved upon in 1999 with the ratification of 

IEEE 802.lib , which adds two higher data rates of 5.5 Mbit/s and 11 Mbit/s to the DSSS 

standard [3]. Many of the products currently on the market today are either based on this 

standard, or the HomeRF standard, which also operates in the 2.4 GHz ISM band, and achieves 

a maximum data rate of 10 Mbit/s using FHSS [4]. The next generation of radio LAN products, 

which are just starting to emerge, operate in the so-called 5 GHz band, which has been allocated 

solely for use by wireless LAN products. Consequently, this allows systems to be optimised in 

terms of data rate and efficiency, free from the constraints associated with coexisting with other 

products. There are currently two competing standards in this band, these being IEEE 802.11a 

and HiperLAN2, both of which specify maximum data rates of 54 Mbit/s [5, 6]. One final radio 

LAN standard worthy of a mention is Bluetooth, which is a short range, point-to-multipoint 

standard for voice and data transfer, which again operates in the 2.4 GHz ISM band [7]. Whilst 

standard class 2 devices have an expected operating range of just 10 metres, and a maximum 

asymmetric data rate of a mere 723.2 kbit/s, the rationale behind bluetooth is low cost, allowing 

it to be integrated into a variety of portable electronic devices which may then communicate
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with each other via ad hoc wireless networks termed piconets. Products equipped with 

Bluetooth are just starting to appear on the market.

Along with radio, the term wireless is also applicable to systems which utilise other regions of 

the electromagnetic spectrum, such as infrared. First proposed as a medium for short-range 

wireless communication more than two decades ago [8, 9], infrared offers a number of 

advantages over its radio frequency counterpart, the primary one being the abundance of 

bandwidth which is currently unregulated world-wide [10]. To an extent, radio and infrared may 

be viewed as complementary rather than competitive media. For example, if a wireless LAN is 

required to cover a large area, where users can roam freely and remain connected to the network 

at all times, then radio is the only cost-effective medium which can achieve this. If, however, a 

wireless LAN is required to cover a more modest area, but deliver advanced bandwidth-hungry 

multimedia network services such as video conferencing and video on demand, then infrared is 

the only medium which truly has the bandwidth available to deliver this.

There are a variety of configurations which an infrared link may take, the simplest of which is 

the directed line of sight (LOS) point-to-point link, as used in the home for the remote control of 

electrical appliances such as televisions and audio equipment. This is the chosen configuration 

for Infrared Data Association (IrDA) serial ports, which offer simple peer-to-peer networking 

between portable electronic devices such as laptops, palmtops, PDAs and digital cameras. These 

devices are specified to operate over a maximum range of 1 metre, and offer data rates from

9.6 kbit/s to 4 Mbit/s [11]. Whilst IrDA transceivers offer wireless connectivity at very low cost, 

and have found their way into many of the portable electronic devices on the market over the 

past 5 years or so, they are not widely used. One of the main reason for their lack of uptake is 

convenience of use, since before products equipped with IrDA serial ports can communicate 

with one another they must be in close proximity, have line of sight and be roughly aligned. In 

their current form, IrDA links look destined to loose out to the Bluetooth, which is more 

convenient to use and offers a similar data rate.
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Exhibiting a similar behaviour to that of visible light, infrared signals are absorbed by dark 

objects, diffusely reflected by light-coloured objects and directionally reflected from shiny 

surfaces [12]. Such characteristics have given rise to another link configuration referred to as 

diffuse, in which reflections from room boundaries are relied upon to provide coverage. This is 

the chosen link configuration for the infrared physical layer of the IEEE 802.11-1997 standard, 

which specifies a peak wavelength range of 850 - 950 nm, and supports data rates of 1 Mbit/s 

and 2 Mbit/s [2]. Diffuse infrared links offer convenience on a par with radio, and the fact that 

transmissions are confined to the room in which they originate also makes them inherently 

secure. Furthermore, signal confinement also permits a potentially huge capacity per unit 

volume, since the same optical carrier can be reused in adjacent rooms without the risk of 

interference [10]. However, despite such offerings, diffuse infrared systems have had a very 

limited impact in the market place to date, since they do not offer any improvement in data rate 

over radio based products.

Although, to date, commercially available optical wireless systems have not come close to 

delivering the high data rates which are potentially available from the infrared medium, the 

reasons for this are more to do with cost constraints rather than any fundamental limitations of 

the core technology. This is proven by the existence of experimental solid state tracked systems 

which have been demonstrated operating at 155 Mbit/s [13, 14], which is significantly faster 

than the latest radio LAN products that are currently emerging. Nevertheless, infrared is a 

challenging medium and there are numerous considerations which must be taken into account 

when designing high speed indoor infrared links. Nondirected LOS and diffuse links incur a 

high optical path loss and must also contend with multipath propagation. Whilst multipath 

propagation does not result in multipath fading in indoor infrared systems, since detector sizes 

are huge in comparison with the wavelength, it does give rise to intersymbol interference, which 

is one of the primary impairments to achieving high speed communication. In addition to this, 

infrared links must be capable of operating in environments where intense ambient light levels 

exist, which degrades link performance in two ways. Firstly, the average power of the 

background radiation generates shot noise in the receiver, which is independent of the



transmitted signal, and secondly, artificial sources of ambient light generate a periodic 

interference signal, which can contain harmonics into the MHz region for fluorescent lamps 

driven by electronic ballasts [15, 16]. Finally, all these factors must be overcome without 

breaching eye safety regulations, which place limitations on the maximum optical transmit 

power which can be used.

Within the field of indoor optical wireless communications, a considerable amount of research 

has been carried out on the evaluation of modulation techniques. Whilst numerous schemes 

have been proposed, each having their own advantages and disadvantages, the two modulation 

techniques which have received by far the greatest attention, to date, are on-off keying (OOK) 

and pulse position modulation (PPM). In this thesis another modulation technique is considered, 

namely digital pulse interval modulation (DPIM). Whilst DPIM has been shown to be well 

suited to optical fibre communication applications, it possesses certain characteristics which 

suggest that it may also be an attractive choice for use in optical wireless communication 

systems. Thus, it is the use of DPIM on indoor optical wireless links which is the main focus of 

this work.

1.1 Research Objectives

The fundamental aim of the work presented in this thesis is to access the suitability of digital 

pulse interval modulation as a candidate modulation scheme for indoor optical wireless 

communication systems. In order to achieve this, a number of research objectives have been 

identified, as outlined below:

• Review the fundamental properties of indoor optical wireless communication systems, 

understand the characteristics of the indoor infrared channel, and identify the constraints 

which the channel imposes on the rest of the system.
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• Review the modulation schemes which have been proposed to date and identify the 

important criteria. Examine OOK and PPM in detail, and understand what advantages these 

schemes have over other techniques.

• Review the fundamental properties of DPIM. Investigate the spectral properties of the 

scheme, and examine the effect of parameters such as the choice of threshold level and the 

use of guard bands. In addition, identify any possible limitations of the scheme which may 

result from its nonuniform symbol structure.

• Examine the performance of DPIM in the presence of interference from artificial sources of 

ambient light. Investigate possible methods of improving the performance of the scheme, 

and compare with OOK and PPM.

• Examine the performance of DPIM in the presence of intersymbol interference resulting 

from multipath dispersion. Investigate the effectiveness of adding a guard band, and 

compare this with more traditional equalization methods. Also compare with the 

performance of OOK and PPM.

• Construct prototype diffuse optical wireless system using DPIM. Measure the error 

performance of the link under various ambient light conditions, and compare with the 

simulated results.

1.2 Organisation of Thesis

This thesis is divided into nine chapters. Following the introduction, chapter 2 provides a

general introduction to indoor optical wireless links. In this chapter, the unique properties of the
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indoor infrared channel are described, and the work done, to date, on the characterisation and 

modelling of this channel is reviewed. The chapter also describes the various configurations 

which indoor infrared links may take, and discusses the advantages and disadvantages of each. 

The chapter ends with an examination of ambient light sources, which are a source of 

degradation in indoor optical wireless communication systems.

Chapter 3 presents a review of the modulation techniques which have been considered for use in 

indoor optical wireless communication systems. The chapter begins by identifying the criteria 

which are important when evaluating modulation techniques for use in indoor infrared links, 

and gives a brief overview of the types of schemes considered. The chapter then goes on to 

focus on OOK and PPM, which are the two most widely adopted schemes to date. For each 

scheme the code properties, spectral properties and error performance are reviewed. In the case 

of PPM, coding schemes and variants of the technique which have also been considered for use 

in indoor optical wireless communication systems are discussed.

Chapter 4 provides an introduction to DPIM. In this chapter, the basic code properties of DPIM 

are described in detail, and a spectral analysis of DPIM is presented, which is based on a new 

expression for the slot autocorrelation function. The chapter goes on to discuss measures of 

performance for DPIM, and considers possible methods of detection. Finally, the chapter ends 

with an analysis of the error performance of DPIM on nondistorting channels limited by 

additive white Gaussian noise. In this analysis, the effect of adding a guard band and optimising 

the threshold level are also examined. Performance comparisons are made with OOK and PPM.

In chapter 5, the error performance of DPIM is examined in the presence of interference arising 

from artificial sources of ambient light. Since fluorescent lamps driven by electronic ballasts 

generate interference which is potentially the most degrading, consideration is limited to this 

type of source. The chapter also analyses the effectiveness of electrical high-pass filtering in 

mitigating the effect of this interference. This analysis includes the effect of baseline wander,
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which is introduced by the high-pass filter. Throughout the chapter, analysis is also carried out 

for OOK and PPM, and the various modulation techniques are compared.

In chapter 6, the error performance of DPIM is analysed in the presence of intersymbol 

interference (ISI) arising from multipath propagation. After considering the unequalized 

performance of DPIM, the chapter goes on to investigate the effectiveness of adding a guard 

band to each DPIM symbol in order to mitigate the effect of the ISI. In order to quantify the 

effectiveness of the guard band, the performance of DPIM using a zero forcing decision 

feedback equalizer is then analysed, which is a more conventional approach to combating the 

effects of ISI. Again, similar analysis is also carried out in the chapter for OOK and PPM, and 

the various schemes are compared.

Chapter 7 describes the design of a prototype diffuse infrared link employing DPIM. The error 

performance of the prototype link was measured under a variety of ambient light conditions, and 

these results are also presented in the chapter.

In chapter 8, concluding remarks are made, and the major contributions of this thesis are 

outlined.

Finally, chapter 9 discusses possible areas where this work may be continued.

1.3 Original Contributions

During the course of this work, the author has:

1. Analysed the performance of DPIM on nondistorting AWGN channels. In chapter 4, using 

the packet error rate as a measure of error performance, it was shown that by encoding an 

additional bit per symbol, DPIM can outperform PPM in terms of both power efficiency and



bandwidth when a simple threshold-detection based receiver is used. Additionally, the effect 

of adding a guard band to each symbol and adjusting the threshold level were also 

investigated.

2. Derived a new expression for the slot autocorrelation function of DPIM using a single guard 

slot, and used this to determine the power spectral density of the scheme. From the analysis 

presented in chapter 4, it is apparent that DPIM has a nonzero DC component, and the 

addition of a guard band to each symbol was found to have little effect on the overall 

spectral profile of the scheme.

3. Investigated the performance of DPIM in the presence of interference from a fluorescent 

lamp driven by a high frequency ballast. The effectiveness of electrical high-pass filtering 

as a means of mitigating the interference was also investigated in chapter 5, which included 

an analysis of DPIM in the presence of baseline wander which is introduced by the high- 

pass filter. Optimum high-pass filter cut-on frequencies were also determined.

4. Investigated the unequalized performance of DPIM on multipath channels. In chapter 6, the 

effectiveness of adding a guard band consisting of one and two guard slots in order to 

mitigate the intersymbol interference was also investigated. Additionally, in order to 

quantify the findings, the performance of DPIM using a ZF-DFE was analysed.

5. Developed a low bit rate prototype diffuse infrared system employing DPIM, which is 

described in chapter 7. The error performance of the system was measured in the presence 

of various artificial ambient light sources, and effect of electrical high-pass filtering in 

mitigating the resulting interference was also assessed.
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Chapter 2

Review of Indoor Optical Wireless 

Links

2.1 Introduction

This chapter aims to provide a general introduction to indoor optical wireless links. In section 

2.2, the unique properties of indoor optical wireless links are reviewed, and the constraints 

imposed on system design are highlighted. Indoor optical wireless links can be configured in a 

variety of ways, each suitable for different applications. In section 2.3, the various 

configurations are described, and their advantages and disadvantages discussed. In order to 

achieve efficient link design, it is imperative that the characteristics of the channel are well 

understood. A considerable amount of work has been published on channel characterisation, 

covering both experimental measurement and computer modelling. This work is reviewed in 

section 2.4. There are a number of considerations which must be taken into account when 

selecting the optical components of a system. These considerations are discussed in section 2.5. 

Infrared links usually operate in the presence of intense ambient light emanating from both
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natural and artificial sources. These ambient light sources are discussed in section 2.6, and 

measurements taken of various sources are presented. Finally, the chapter is summarised in 

section 2.7.

2.2 Properties of Indoor Optical Wireless Links

For low-cost optical wireless communication systems, intensity modulation with direct 

detection (IM/DD) is the only feasible method of communication [10]. In this mode of 

operation, the intensity or power of the optical source x(t) is directly modulated by varying the 

drive current. At the receiver, a photodetector is used to generate a photocurrent y(r), which is 

proportional to the instantaneous optical power incident upon it. An optical wireless system 

using IM/DD has an equivalent baseband model which hides the high-frequency nature of the 

optical carrier [12]. This model is illustrated in Fig. 2.1 [10], in which R is the photodetector 

responsivity and h{t) is the linear baseband channel impulse response.

optical 
power ■ 
x(t)

Rh{t) ^  photocurrent 
y(t)

signal-independent 
shot noise 

n(t)

Fig. 2.1: Equivalent baseband model of an optical wireless system using IM/DD

As with radio systems, indoor optical wireless links are subject to multipath propagation, which 

is most pronounced in links using nondirectional transmitters and receivers. For both systems, 

multipath propagation causes the received electric field to undergo severe amplitude fades on 

the scale of a wavelength, and consequently, a detector smaller than one wavelength would 

experience multipath fading. However, infrared wireless receivers have detector areas which are 

typically millions of square wavelengths, and since the total photocurrent generated is 

proportional to the integral of the optical power over the entire photodetector surface, this
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provides an inherent spatial diversity, thus preventing multipath fading [10]. Whilst indoor 

infrared links are not susceptible to multipath fading, multipath propagation does lead to 

dispersion, which is modelled as a linear baseband channel impulse response h(t). Linearity 

follows from the fact that the received signal is comprised of multiple spatial modes [10]. The 

channel is fixed for a given position of the transmitter, receiver and intervening reflectors, and 

changes significantly only when any of these are moved by distances in the order of centimetres. 

Due to the high bit rates under consideration and the relatively slow movement of people and 

objects within a room, the channel will vary significantly only on the time scale of many bit 

periods, and therefore may be considered to be time invariant.

Infrared wireless transceivers will usually operate in environments containing an intense amount 

of ambient light, emanating from both natural (solar) and artificial sources. The average 

combined power of this background radiation generates a DC photocurrent IB in the 

photodetector, giving rise to shot noise n(t), which has a single-sided power spectral density N0, 

given as [17]:

N 0 = 2qlB, (2.1)

where q is the electron charge. Even when optical filtering is used to reject out of band light 

sources, the received signal power is much lower than the power from ambient light sources 

(typically 25 dB lower [10]). Consequently, IB is much larger than the maximum photocurrent 

generated by the signal, and hence, the shot noise may be regarded as white, Gaussian and 

independent of the received signal [18]. In the presence of intense ambient light, which is 

usually the case, shot noise is the dominant noise source in a typical diffuse receiver [10]. Note 

that, if little or no ambient light is present, the dominant noise source is receiver preamplifier 

noise, which is also signal independent and Gaussian [12]. In addition to contributing to the 

generation of shot noise, artificial ambient light sources also generate a periodic interference 

signal, which must be added to n(t). Ambient light sources are discussed in more detail in 

section 2.5.
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The equivalent baseband model of an optical wireless link, as illustrated in Fig. 2.1, can be 

summarised by [12]:

y(t) = Rx(t) ® h(t) + n(t), (2.2)

where R is the photodetector responsivity and the symbol “®” denotes convolution. Simply 

stated, the received photocurrent y(t) is the convolution of the transmitted optical power x{t) 

with the channel impulse response h(t), scaled by the photodetector responsivity R, plus an 

additive noise n{t). Whilst (2.2) is simply a linear filter channel with additive noise, optical 

wireless systems differ from conventional electrical or radio systems since xit) represents power 

rather than amplitude. This places two constraints on the transmitted signal. Firstly, x(t) must be 

non-negative, i.e.

Secondly, eye safety requirements limit the maximum optical transmit power which may be 

employed. Generally, it is the average power requirement which is the most restrictive and 

hence, the average value of x(t) must not exceed a specified value Pmax, i.e. [10]:

channels when x(t) represents amplitude.

These differences have a profound effect on system design. On conventional channels, the 

signal to noise ratio (SNR) is proportional to the average received power, whereas on optical 

wireless links, it is proportional to the square of the average received optical signal power; thus

x(t) > 0 . (2.3)

max (2.4)

This is in contrast to the time averaged value of |jc(0 |2, which is the case on conventional
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implying that relatively high optical transmit powers are required, and only a limited path loss 

can be tolerated. The fact that the average optical transmit power is limited, suggests that 

modulation techniques possessing a high peak-to-mean power ratio are favourable. This is 

generally achieved by trading off power efficiency against bandwidth efficiency. When shot 

noise is dominant, the SNR is also proportional to the photodetector area. Thus, single element 

receivers favour the use of large area detectors. However, as the detector area increases so does 

its capacitance, which has a limiting effect on receiver bandwidth. This is in direct conflict with 

the increased bandwidth requirement associated with power efficient modulation techniques, 

and hence, a trade off exists between these two factors.

2.3 Link Configuration

Indoor optical wireless links may be configured in a variety of ways to support a multitude of 

applications. Street et. al. [19] grouped these into four generic system configurations, these 

being: directed LOS, nondirected LOS, diffuse and tracked, as illustrated in Fig. 2.2.

TX

RX

(a)

TX

RX

(b)

TX

RX

(d)

TX RX

(C)

Fig. 2.2: Link configurations: (a) directed LOS, (b) nondirected LOS, (c) diffuse, and (d) tracked
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The directed LOS configuration, illustrated in Fig. 2.2(a), achieves a high power efficiency by 

utilising narrow beam transmitters and narrow field of view (FOV) receivers. The use of narrow 

FOV receivers allows optical concentrators to be employed along with thin film optical filters, 

since the angular dependence of the filter response does not pose a problem. Furthermore, 

directed LOS systems do not suffer from multipath propagation, and ambient background light 

is largely rejected. Thus, the potential data rate is limited only by the available power budget 

rather than multipath dispersion [20]. However, directed LOS links must be pointed prior to use, 

and require an uninterrupted line of sight path between the transmitter and receiver, thus making 

them susceptible to blocking. In addition to this, by their very nature, they are more suited to 

point-to-point links rather than point-to-multipoint broadcast type links, thus reducing their 

flexibility. Directed LOS is the most well known link topology, and has been used for many 

years in low bit rate, simplex remote control applications for domestic electrical equipment, 

such as televisions and audio equipment. Additionally, directed LOS is the chosen configuration 

for IrDA links [11]. A number of experimental links using the directed LOS configuration have 

been reported [21-23], along with a demonstration of an IEEE 1394 multimedia home network 

[24].

The nondirected LOS configuration, illustrated in Fig. 2.2(b), uses wide beam transmitters and 

wide FOV receivers to achieve an increased coverage area and alleviate the need for pointing. 

Compared with the directed LOS configuration, these benefits are achieved at the expense of a 

reduced irradiance, for a given range and transmit power. The use of wide angle transmitters 

and receivers means that a portion of the received signal may have undergone one or more 

reflections from walls and room objects, thus giving rise to multipath propagation. Additionally, 

since the majority of power incident on the photodetector is due to the LOS path, nondirected 

LOS links are still prone to blocking. Nondirected LOS links are well suited to point-to- 

multipoint broadcast type applications. A typical scenario for this link topology would be an 

infrared access point located on the ceiling of a room, providing connectivity to the portable 

devices within its coverage area. Computer generated holograms have been proposed as a means
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of accurately defining the coverage area of nondirected LOS links [25]. By controlling the 

coverage area, large rooms may be divided into ‘optical cells’, each serviced by a different 

infrared access port. Such an architecture has been used in experimental systems [26, 27] and 

proposed for a number of practical applications including telepoints [28], trading desks [29] and 

desk area networks [30]. An example of a commercial nondirected LOS system is VIPSLAN-10 

manufactured by JVC [31]. The system generates a cell radius of up to 10 m, and offers a data 

rate of 10 Mbit/s, which is shared between the users operating within the cell.

The diffuse configuration, illustrated in Fig. 2.2(c), was first proposed in 1978 by Gfeller and 

Bapst [8, 9]. Typically, a diffuse transmitter points vertically upwards towards the ceiling, 

emitting a wide beam of infrared energy. The receiver has a wide FOV, and collects the signal 

after it has undergone one or more reflections from the ceiling, walls and room objects. 

Measurements to determine the reflection coefficient for a variety of materials commonly used 

in indoor environments were carried out by Gfeller and Bapst [9]. Reflection coefficients were 

found to range from 0.4 to 0.9, with white plaster walls varying between 0.7 and 0.85 depending 

on surface texture and angle of incidence. From a users point of view, the diffuse link topology 

is the most convenient since it does not require any pointing of the transmitter or receiver, nor 

does it require a LOS path to be maintained. In addition to this, the configuration is also 

extremely flexible, and can be used for both infrastructure and ad hoc networks [19]. However, 

along with nondirected LOS links, diffuse links incur a high optical path loss, which is typically 

50 -70dB  for a horizontal separation distance of up to 5 m [32]. The path loss is increased 

further if a person is standing next to the receiver such that the main signal path is obstructed, a 

situation referred to as shadowing. In addition to this, diffuse links must also contend with 

severe multipath propagation. Intersymbol interference limits the maximum unequalized bit rate 

to -260 Mbitm/s [9]. Thus, for a coverage volume of 10 x 10 x 3 m, the unequalized bit rate 

would be limited to -16 Mbit/s [25]. Nevertheless, to date, the diffuse configuration has 

received the greatest interest from the research community, and the a number of experimental 

diffuse links have been reported covering bit rates up to 50 Mbit/s [33-41]. Diffuse is also the 

chosen link configuration for the IEEE 802.11 infrared physical layer standard [2], and diffuse



systems are now commercially available. An example of a commercial diffuse system is the 

wireless network manufactured by Spectrix Corporation [42]. The system is specified to work 

over a coverage area of 1000 square feet, and achieves a data rate of 4 Mbit/s, which is shared 

between all the users within the cell.

For nondirected LOS and diffuse links, rather than using a single element detector, significant 

performance improvements can be achieved using an angle-diversity receiver, which may be 

implemented in one of two ways. A non-imaging angle-diversity implementation consists of 

multiple receiving elements that are oriented in a different directions, each element having its 

own nonimaging concentrator. The main drawback of this approach is that it can lead to an 

excessively bulky and costly receiver. A more elegant implementation is the imaging angle- 

diversity receiver, the so called ‘fly-eye receiver’ first proposed by Yun and Kavehrad [43], 

which consists of an imaging optical concentrator (e.g. a lens) with a segmented photodetector 

array placed at its focal plane. Regardless of the implementation method, the photocurrent 

generated by each element is amplified separately and may then be processed in a variety of 

ways, which vary in terms of performance and complexity. Angle-diversity receivers can 

simultaneously achieve a high optical gain and a wide field of view. By exploiting the fact that 

unwanted signals are generally received from different directions to that of the desired signal, 

they can significantly reduce the effects of ambient light noise, co-channel interference and 

multipath distortion [44]. The performance gains achieved by angle-diversity receivers have 

been analysed in [45-51]. A further improvement in the power efficiency of diffuse links can be 

achieved by replacing the single wide-beam diffuse transmitter with a multi-beam transmitter, 

sometimes referred to as a quasi-diffuse transmitter, which consists of multiple narrow beams 

pointing in different directions [43]. The performance of diffuse links using multi-beam 

transmitters and angle-diversity receivers is presented in [43, 44, 52-56]. Details of an 

experimental 70 Mbit/s link using a multi-beam transmitter and an angle-diversity receiver are 

given in [54].
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The final configuration is the tracked system, illustrated in Fig. 2.2(d), which offers the high 

power efficiency and potentially high bit rates of directed LOS links, with the increased 

coverage enjoyed by nondirected LOS systems. In an early experimental tracked system 

developed by B.T. Labs, which achieved a bit rate of 1 Gbit/s, the tracking was performed using 

mechanical steerable optics [57]. However, mechanical steerable optics are prohibitively 

expensive and difficult to miniaturise. Consequently, in the same paper, Wisely et. al. proposed 

a solid state tracked system, using multi-element transmitter and receiver arrays along with a 

lens arrangement. Using this arrangement, steering is merely a matter of selecting the 

appropriate array element. Conceptually, this is similar to the angle-diversity receiver discussed 

earlier. Solid state tracked systems are analysed in [58, 59], and experimental systems achieving 

data rates of 34 Mbit/s [60], 100 Mbit/s [61] and 155Mbit/s [13, 14] have been demonstrated. 

Note that, along with diffuse links using multi-beam transmitters and angle-diversity receivers, 

tracked systems offer the potential to implement space-division multiplexing, whereby multiple 

users can communicate without suffering a loss of per-user capacity, since each user is located 

in a different cell.

2.4 Review of Channel Characterisation

Detailed characterisation of the indoor optical wireless channel is essential for effective link 

design. The power penalties directly associated with the channel may be separated into two 

factors, these being optical path loss and multipath dispersion [62, 63]. For directed LOS and 

tracked configurations, reflections do not need to be taken into consideration, and consequently 

the path loss is easily calculated from knowledge of the transmitter beam divergence, receiver 

size and separation distance. For nondirected LOS and diffuse links, the optical path loss is 

more complex to predict, since it is dependent on a multitude of factors, such as room 

dimensions, the reflectivity of the ceiling, walls and objects within the room, and the position 

and orientation of the transmitter and receiver, to name but a few. In order to predict the path

19



loss for nondirected LOS and diffuse links, it is necessary to analyse the distribution of optical 

power for a given setup.

Gfeller and Bapst [8] studied the power distribution for diffuse links, basing their model on 

single reflections only. The authors showed that by using an optical source consisting of 

multiple elements oriented in different directions, a more uniform coverage can be obtained 

over a larger area, compared with a single wide-beam optical source. Lomba et. al. [64] 

addressed the optimization of the optical power distribution for diffuse and nondirected LOS 

links. Based on this work, the authors proposed a specification for the emitter radiation pattern 

(ERP) of the IEEE 802.11 infrared physical layer standard [2, 65]. Pakravan and Kavehrad [66] 

also analysed the optical power distribution for a typical conference room using various link 

configurations. For nondirected LOS links, as an alternative to adjusting the ERP, several 

researches have considered using a grid of ceiling mounted transmitters [67-69] in order to 

reduce the dynamic range of signal power.

Whilst determining the distribution of optical power throughout a room is adequate for basic 

power budget calculations, it does not allow the power penalty due to multipath propagation to 

be accurately predicted, since multiple reflections are not taken into consideration. Although the 

optical power associated with two or more reflections is relatively small, the signal arrives at the 

receiver much later than that undergoing only one reflection, and hence, cannot be ignored when 

considering high speed nondirected LOS and diffuse links. In order to generate an impulse 

response which includes higher order reflections, Barry et. al. [70, 71] developed a ray tracing 

algorithm in which the path loss and time delay for every path containing a given number of 

reflections are calculated. The algorithm then sums together all contributions to give an overall 

impulse response. The authors considered empty rectangular rooms and assumed the optical 

receiver was pointing vertically toward the ceiling. Abtahi et. al. [72] modified this work to 

consider the effects of furniture and people within the room, and also rooms of irregular shape. 

Pakravan [66] used a neural network to speed up the algorithm developed by Barry, whereby 

only a fraction of the total number of points need to be calculated, from which the neural
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network learns the rest. Lomba et. al. [73] developed a computationally efficient ray tracing 

algorithm which uses look up tables and progressively decreased resolution to speed up the 

simulation. Hernandez et. al. also developed a computationally efficient algorithm based on 

Monte Carlo analysis [74,75]. A different approach was taken by Carruthers and Kahn [62, 63], 

who developed the ceiling bounce model based on the claim that realistic multipath infrared 

channels can be characterised by only two parameters, these being optical path loss and root 

mean square (RMS) delay spread. The authors adopt a two stage modelling approach: first 

assuming an infinitely large room, i.e. considering only a single reflection from the ceiling, and 

than making a correction which takes into account the position of the transmitter and receiver 

within the room.

Practical channel characterisation was carried out by Kahn et al. [32], who measured channel 

frequency responses over the range 2-300 MHz using a swept frequency technique. From these 

measurements the authors computed impulse responses, path losses and RMS delay spreads. 

Both line of sight and diffuse link configurations were considered, using different receiver 

locations in 5 different rooms, giving a total of ~100 different channels. Hashemi et. al. [76], 

measured 8 rooms at various positions and also took measurements for different orientations 

and rotations of the photodetector, giving a total of 160 frequency response profiles. The 

authors show that the channel response is not only sensitive to the position of the photodetector, 

but also its orientation and rotation. Based on this knowledge, the authors proposed the 

angle-diversity receiver structure described in section 2.3.

2.5 Optical Component Selection

From a commercial point of view, the wavelength band between 780 and 950 nm is currently 

the best choice for most infrared applications due to the availability of low cost light-emitting 

diodes (LEDs) and laser diodes (LDs), and because it coincides with the peak responsivity of 

inexpensive silicon photodetectors [12]. However, electromagnetic radiation in this band can
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cause damage to the human eye, and is therefore subject to eye safety regulations. The latest 

version of the most widely adopted standard on laser safety is IEC 825-1 (1993), published by 

the International Electrotechnical Commission [77]. In European member countries, this 

standard has been adopted as EN 60825-1 (1993) [78]. The standard contains a number of 

classifications, the lowest power of which is Class 1, implying that a device is safe under all 

foreseeable circumstances of use. Class 1 products require no warning labels, and only need to 

declare the classification in the product literature. The classification limits are dependent on a 

number of parameters, these being wavelength, apparent source size, pulse duty factor and 

exposure duration. The standard treats LD and LED sources equally, the only difference being 

that LDs are generally categorised as point sources, which can be focussed to a small area on the 

retina, whilst LEDs usually fall under the extended source category, and form a larger image on 

the retina. Note that products compliant with or merely interoperable under IrDA specifications 

must be classified as eye safe [79]. In contrast, compliance with the IEEE 802.11 standard does 

not ensure conformance with eye safety standards [25].

From a power budget point of view, the wavelength band around 1.5 pm would be a much 

better choice, since the safety standard permits larger optical transmit powers to be used, and as 

shown in Fig. 2.3, ambient light sources emit less power at these wavelengths. However, the 

major drawback to operating at such wavelengths is the lack of low cost optoelectronic devices 

available at present.

The choice of optical source is largely dependent on cost and performance. LEDs benefit from 

low cost and simple drive circuitry, but suffer from poor electrical-to-optical conversion 

efficiency, limited bandwidth and broad spectral width (typically 40 nm), which prevents the 

use of narrow-band optical filtering at the receiver. Consequently, LEDs are generally used in 

low speed, cost sensitive applications such as IrDA serial ports. In contrast, laser diodes are 

more expensive than LEDs and require more complicated drive circuitry, but offer a number of 

advantages such as improved conversion efficiency, wide modulation bandwidth and narrow 

spectral width, thus making them the obvious choice for high speed links. In terms of eye safety,

22



LEDs are generally supplied in a lensed package and do not require any additional components 

to make them eye safe. Laser diodes, on the other hand, are essentially point source devices and 

must be diffused in some way in order to be classified as eye safe. There are a number of 

methods of achieving this, including the use of computer generated holograms [80, 81] and 

integrating sphere diffusers [82, 83].

There are two options for the photodetector, these being the positive-intrinsic-negative (PIN) 

photodiode and the avalanche photodiode (APD). APDs use the avalanche effect to achieve low 

noise gain, and are well suited to applications where the background radiation is negligible. 

However, in optical wireless systems where shot noise due to intense ambient light is generally 

the dominant noise source, the gain of an APD is actually detrimental to performance. 

Consequently, PIN photodiodes are generally used in optical wireless receivers. Throughout the 

remainder of this thesis, it is assumed that a PIN photodiode is used.

Optical wireless receivers generally employ some form of optical concentrator in order to 

increase the effective area of the detector. High gains can be achieved using compound 

parabolic concentrators, but these devices have a narrow FOV and are therefore limited to use in 

directed links. Nondirected links generally make use of a hemispherical lens, which achieves a 

wide FOV and an omnidirectional gain. Optical filtering is also generally used to attenuate the 

out of band background radiation. Two basic types of optical filter exist, these being long pass 

and band pass filters. Long pass filters are generally constructed of coloured glass, and pass all 

wavelengths longer than a specified cut-on wavelength. In conjunction with a silicon PIN 

photodiode, which typically have a sensitivity range from 400 nm to 1.1 pm, high pass optical 

filters result in a bandpass response with a spectral width in the order of several hundred nm. In 

contrast, band pass filters, also referred to as interference filters, are constructed of multiple 

layers, and can achieve extremely narrow bandwidths. Such filters can be extremely effective 

when used in conjunction with laser diode sources. However, one of the characteristics of band 

pass optical filters is that the pass band shifts as the angle of incidence changes. This can 

therefore result in a narrowing of the FOV, which may be unacceptable in nondirected links. In
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the experimental systems developed by Kahn et. al., the authors alleviated this problem by 

bonding the band pass filter to the curved surface of a hemispherical lens [34-36,41].

2.6 Ambient Light Sources

Artificial sources of ambient light introduce a periodic interference signal in optical wireless 

receivers which, if ignored, has the potential to degrade link performance. Consequently, 

knowledge of ambient light sources, both in terms of their optical power spectra and detected 

electrical spectra, is necessary in order to develop effective methods of mitigating the 

interference they produce. Moreira et. al carried out extensive measurements of a variety of 

ambient light sources, and from these measurements, produced a model to describe the 

interference signal [84, 85]. Boucouvalas also carried out similar measurements, which included 

a number of consumer products which use infrared transmission [86]. Along with experimental 

characterisation of ambient light sources, a significant amount of work has been done on 

analysing the effect of ambient light interference on link performance [15-17, 87-92]. This is 

subject is covered in detail in chapter 5.

The three main sources of ambient light are sunlight, incandescent lamps and fluorescent lamps. 

The optical power spectra of these sources are shown in Fig. 2.3 [12]. Note that the spectra have 

been scaled to have equal maximum value, and the longer wavelength region of the fluorescent 

lamp spectrum has been amplified by a factor of 10 in order to make it clearly visible. When 

present, direct sunlight is typically much stronger than the other two sources, and represents an 

unmodulated source of ambient light with a very wide spectral width and a maximum power 

spectral density located at -500 nm.
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Fig. 2.3: Optical power spectra of common ambient light sources [12]

All artificial ambient light sources are modulated, either by the mains frequency or, in the case 

of some fluorescent lamps, by a high frequency switching signal. Measurements have been 

carried out to determine the time-domain waveforms and detected electrical spectra for the 

ambient light sources listed in Table 2.1. Note that it is these sources which are used when 

evaluating the link performance of the experimental system described in chapter 7.

Source Details
Incandescent lamp Bulb: Osram 60W
Low frequency fluorescent lamp Ballast: Crompton C237 1 x 75W 

Tube: Osram L70W/23
High frequency fluorescent lamp Ballast: Thom G81016.4 1 x 70W or 1 x 75W 

(specified frequency = 35 kHz)
T ube: Osram L 70W/23

Table 2.1: Artificial ambient light sources

The measurements were taken using a Thorlabs PDA55 amplified silicon detector, with a 

transimpedance of 15 k£2 and a 3 dB bandwidth ranging from 25 Hz to 7.9 MHz. For each 

measurement, the distance between the source and the detector was set such that the average 

received photocurrent was 100 pA. For the fluorescent lamps, all measurements were taken at 

the centre of the tube. Additionally, the effects of an RG780 optical long-pass filter were also

25



investigated. The filter passes all wavelengths longer than 780 nm and when combined with the 

spectral response of the PDA55, results in an optical bandpass response ranging from 780 nm to 

-1.1 pm.

2.6.1 Incandescent lamp

Incandescent lamps have a maximum power spectral density around 1 pm, and produce an 

interference signal which is a near perfect sinusoid with a frequency of 100 Hz. The slow 

response time of the filament means few harmonics are present. Fig. 2.4. shows the time domain 

waveform and detected electrical spectrum for the incandescent bulb listed in Table 2.1. No 

optical filtering was used.
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Fig. 2.4: Incandescent bulb: (a) time domain waveform, and (b) detected electrical spectrum

Only harmonics up to 400 Hz carry a significant amount of power, and beyond that, all 

harmonics are more than 60 dB below the fundamental. The average received photocurrent 1B 

and peak-to-peak interference signal photocurrent Ipk.pk are given in Table 2.2, with and without 

optical filtering.
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Without optical filter With optical filter Reduction

h 100 pA 20.5 pA 79.5 %
ipk-pk 65.2 pA 12 pA 81.6 %

ipk-pk 1.53 1.71

Table 2 .2:1B and Ipk-pk for incandescent bulb with and without optical filtering

When optical filtering is used, IB is reduced by 79.5 %, and the peak-to-peak amplitude of the 

interference signal is reduced by 81.6 %. The ratio of I B/ l pk-pk is fairly similar both with and

without optical filtering.

2.6.2 Fluorescent lamp driven by conventional ballast

Low frequency fluorescent lamps are driven by the mains frequency. The interference signal is a 

distorted 100 Hz sinusoid, and the electrical spectrum contains harmonics into the tens of kHz. 

Figure 2.5 shows the time domain waveform and detected electrical spectrum for the low- 

frequency fluorescent lamp listed in Table 2.1. No optical filtering was used.
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Fig. 2.5: Low-frequency fluorescent lamp:

(a) time domain waveform, and (b) detected electrical spectrum
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The average received photocurrent and peak-to-peak interference signal photocurrent, with and 

without optical filtering, are given in Table 2.3.

Without optical filter With optical filter Reduction

h 100 pA 5.4 pA 94.6 %
Ipk-pk 67.7 pA 9.6 pA 85.8 %

I b!Ipk-pk 1.48 0.56

Table 2.3: IB and IPk-Pk for low-frequency fluorescent lamp with and without optical filtering

Optical filtering gives a significant reduction in both the average background photocurrent and 

the peak-to-peak interference amplitude. Since the reduction in 1B is greater than the reduction in 

Ipk-ph with the optical filter in place, the peak-to-peak variation of the photocurrent is actually 

greater than the average background photocurrent.

2.6.3 Fluorescent lamp driven by electronic ballast

In recent years, fluorescent lamps have been introduced which are driven by high frequency 

electronic ballasts. This type of lamp has a number of advantages over its low frequency 

counterpart, such as a reduced electrical power consumption for a given level of illumination 

and increased life-expectancy of the tubes. The actual switching frequency used varies from one 

manufacturer to another, but is typically in the range 20 - 40 kHz. The detected electrical 

spectrum contains harmonics of the switching frequency and also harmonics of the mains 

frequency, similar to low frequency fluorescent lamps. Harmonics of the switching frequency 

can extend into the MHz range, and therefore present a much more serious impairment to 

optical wireless receivers [15]. Figure 2.6 shows the time-domain waveform and detected 

electrical spectrum for the high frequency fluorescent lamp listed in Table 2.1.
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Fig. 2.6: HF fluorescent lamp: 

time domain waveform: (a) low frequency component, (b) high frequency component and 

detected electrical spectrum: (c) low frequency component, (d) high frequency component

The average received photocurrent and peak-to-peak interference signal photocurrent, with and 

without optical filtering, are given in Table 2.4.

Without optical filter With optical filter Reduction

h 100 pA 3.9 pA 96.1 %

Ipk-pk 33.6 pA 4.9 pA 85.4 %

1b!Ipk-pk 2.98 0.80

Table 2.4: IB and Ipk.pk for high-frequency fluorescent lamp with and without optical filtering
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Without optical filtering, for a given background photocurrent, the interference amplitude 

produced by the high frequency fluorescent lamp is only about half that produced by the low 

frequency fluorescent lamp. Optical filtering gives a similar reduction in IB and lpk-pk as it did for 

the low frequency fluorescent lamp.

2.7 Summary

There are a variety of ways in which indoor optical wireless links may be configured, each 

offering suitability for different applications. In terms of system design, the limitations directly 

imposed by the channel, such as path loss and dispersion, are largely dependent on the chosen 

link configuration. For example, directed links have a small path loss and do not suffer from 

multipath propagation. However, in order to achieve a degree of mobility, it is necessary to use 

a tracked configuration, which greatly increases the cost and complexity of the system. In 

contrast, nondirected links offer some mobility without increasing system complexity, but must 

overcome high path loss and multipath propagation.

When deployed in a typical indoor environment, optical wireless links are required to operate in 

the presence of intense ambient light. Along with contributing to the generation of shot noise, 

artificial sources of ambient light also introduce a periodic interference signal in optical wireless 

receivers. Of all the artificial ambient light sources, fluorescent lamps driven by electronic 

ballasts are potentially the most detrimental to system performance, since their detected 

electrical spectrum can contain harmonics into the MHz region. The extent to which ambient 

light sources affect link performance is also dependent, to a degree, on the chosen link 

configuration. Due to the directional nature of their transmitters and receivers, directed links can 

reject much of the background radiation, whilst nondirected links are more susceptible.
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Irrespective of the chosen link configuration, the indoor optical wireless channel is unique, 

combining the filtered Gaussian noise characteristics of conventional wire based channels with 

the IM/DD constraints of fibre-optic systems [10]. From a system design point of view, the 

diffuse configuration suffers the most severe channel parameters and consequently presents the 

greatest challenge to achieving robust, high speed communication. The remainder of this thesis 

focuses solely on the diffuse channel.

31



Chapter 3

Review of Modulation Techniques

3.1 Introduction

Selecting a modulation technique is one of the key technical decisions in the design of any 

communication system. Before selection can take place, it is necessary to define the criteria on 

which the various modulation techniques are to be assessed. For the indoor optical wireless 

channel, these criteria are listed below in order of decreasing importance.

(i) Power Efficiency: In order to comply with eye safety regulations, the average optical power 

emitted by an optical wireless transceiver is limited, as expressed in (2.4). Furthermore, in 

portable battery powered equipment it is desirable to keep the electrical power consumption to a 

minimum, which also places limitations on the optical transmit power. Consequently, the most 

important criterion when evaluating modulation techniques suitable for indoor optical wireless 

communication systems is power efficiency. Thus, different schemes are usually compared in 

terms of the average optical power required to achieve a desired bit error rate (BER) at a given 

data rate.
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(ii) Bandwidth Efficiency: When shot noise is dominant, the received SNR is proportional to the 

photodetector area. Consequently, single element receivers favour the use of large area 

photodetectors. However, the high capacitance associated with large area photodetectors has a 

limiting effect on receiver bandwidth. In addition to this, for nondirected LOS and diffuse link 

configurations, the channel bandwidth is limited by multipath propagation. Therefore, it follows 

that modulation schemes which have a high bandwidth requirement are more susceptible to 

intersymbol interference, and consequently incur a greater power penalty. Thus, the second 

most important criterion when evaluating modulation techniques is bandwidth efficiency.

(iii) Other Considerations: Optical wireless transceivers intended for mass-market applications 

are likely to have tight cost constraints imposed upon them. Consequently, it is desirable that the 

chosen modulation technique is simple to implement. Achieving excellent power efficiency 

and/or bandwidth efficiency is of little use if the scheme is so complex to implement that cost 

renders it unfeasible. Another consideration when evaluating modulation techniques is the 

ability to reject the interference emanating from artificial sources of ambient light. As discussed 

in chapter 5, the simplest method to achieve this for baseband schemes is to use electrical high- 

pass filtering. Consequently, it is desirable that the chosen modulation technique does not have 

a significant amount of its power located at DC and low frequencies, thereby reducing the effect 

of baseline wander and thus permitting the use of higher cut-on frequencies. In addition to this, 

if the chosen modulation technique is required to operate at medium to high data rates over non 

directed LOS or diffuse links, then multipath dispersion becomes an issue. Consequently, it is 

also desirable that the scheme be resistant to ISI resulting from multipath propagation.

For the IM / DD indoor optical wireless channel discussed in chapter 2, candidate modulation 

techniques can be grouped into two general categories, these being baseband and subcarrier 

schemes. Note that throughout this thesis, the information source is assumed to be digital, and 

consequently, consideration is limited to digital modulation techniques.
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Baseband modulation techniques are so-called because the spectrum of the modulated data is in 

the vicinity of DC. Baseband schemes include, amongst others, OOK and the family of pulse 

time modulation techniques. OOK is the simplest technique, in which the intensity of an optical 

source is directly modulated by the information sequence. In contrast, pulse time modulation 

techniques use the information sequence to vary some time-dependent property of a pulse train. 

Popular examples of such schemes include pulse width modulation (PWM), in which the width 

of the pulses convey the information, and PPM, in which the information is represented by the 

position of the pulses within fixed time frames [93-95]. The modulated pulse train is then used 

to intensity modulate an optical source.

Subcarrier modulation techniques operate by varying the amplitude, phase, or frequency (or 

combinations of these) of a sinusoidal subcarrier, in accordance with the information sequence 

being transmitted [96]. The modulated subcarrier is then used to intensity modulate an optical 

source. Since the subcarrier has both positive and negative values, a DC offset must be added in 

order to satisfy the requirement that x(t) cannot be negative, as expressed in (2.3). Consequently, 

subcarrier modulation schemes are less power efficient than pulse modulation techniques. As an 

example, on nondistorting channels with IM /D D  and AWGN, binary phase-shift keying 

(BPSK) and quadrature phase-shift keying (QPSK) both require 1.5 dB more optical power than 

OOK [10]. Along with single-subcarrier schemes, multiple-subcarrier modulation techniques 

also exist, allowing multiple users to communicate simultaneously using frequency division 

multiplexing [97]. As illustrated in the block diagram of Fig. 3.1, each user modulates data onto 

a different subcarrier frequency, and the frequency division multiplexed sum of all the 

modulated subcarriers is then used to intensity modulate an optical source. At the receiver, 

multiple bandpass demodulators are used to recover the individual data streams.
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Fig. 3.1: Basic implementation of multiple-subcarrier modulation

Through simultaneous transmission of several narrowband subcarriers, multiple-subcarrier 

modulation techniques can achieve high aggregate bit rates and improved bandwidth efficiency

[12]. However, multiple-subcarrier techniques are less power efficient than single-subcarrier 

schemes, and the power efficiency worsens as the number of subcarriers is increased. One of the 

reasons for this reduction in power efficiency is the fact that increasing the number of 

subcarriers also increases the DC offset required to avoid clipping. By allowing clipping to 

occur, the power efficiency can be improved slightly, despite the fact that this induces nonlinear 

distortion [97]. Taking quadrature amplitude modulation (QAM) as an example, for a given 

number of subcarriers, clipped 4-QAM (with zero DC offset) requires 0.46 dB less average 

optical power than 4-QAM with a DC offset applied [97]. Nevertheless, due to their poor power 

efficiency, subcarrier modulation techniques are not considered any further in this thesis.

The remainder of this chapter focuses on OOK and PPM, which are studied in detail in sections

3.2 and 3.3, respectively. For each technique, the code properties, spectral properties and error 

performance are reviewed. In the case of PPM, coding schemes and variants of the technique 

which have also been considered for use in indoor optical wireless communication systems are 

discussed. Finally, the chapter is summarised in section 3.4.
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3.2 On-Off Keying

3.2.1 Code properties

Of all the modulation techniques suitable for IM / DD, OOK is the simplest to implement. In 

OOK, a one is represented by transmitting a pulse of constant power for a duration of up to one 

bit and a zero is represented by not transmitting anything during the bit duration. OOK can use 

either non-retum-to-zero (NRZ) or retum-to-zero (RZ) signalling. OOK-NRZ employs pulses 

which span the whole bit duration Tb, whilst OOK-RZ uses pulses with a duration less than Tb. 

Assuming an average optical power Pavg, the transmitted waveforms for OOK using NRZ pulses 

and RZ pulses with a pulse duty cycle y of 0.5 are shown in Figs. 3.2(a) and (b), respectively.

2 P -avg 2 P.avg

->t

*0 (0 •*i(0

4 P -avg 4 Pavg

—i----r- ^ t
T„ T„

->t
T„ Tb

(a) (b)

Fig. 3.2: Transmitted waveforms for OOK: (a) NRZ, and (b) RZ (y = 0.5)

The simplicity of OOK has lead to its use in commercial optical wireless systems such as IrDA 

links operating below 4 Mbit/s [11]. In these links, retum-to-zero-inverted (RZI) signalling is 

used, in which a pulse represents a zero rather than a one. At bit rates up to and including

115.2 kbit/s, the pulse duration is nominally 3/16 of the bit duration. For data rates of 

0.576 Mbit/s and 1.152 Mbit/s, the pulse duration is nominally 1/4 of the bit duration.

36



3.2.2 Power spectral density

For the OOK-NRZ waveforms shown in Fig. 3.2(a), assuming ones and zeros are equally likely, 

the electrical power spectral density (PSD) is given by [95]:

} O O K -N R Z

r • \ 2sin njTt

nJTb
1 + 2 -8  ( / ) (3.1)

where R is the photodetector responsivity and 5 ( ) is the Dirac delta function.

Similarly, for the OOK-RZ (y = 0.5) waveforms shown in Fig. 3.2(b), the PSD is given by [95]:

The PSDs of OOK-NRZ and OOK-RZ (y = 0.5) are plotted in Fig. 3.3. The power axis is 

normalized to the average electrical power multiplied by the bit duration, and the frequency axis 

is normalized to the bit rate, Rb ( = 1/Tb ). Both curves were plotted using the same average 

optical power, Pavg.

(3.2)
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Fig. 3.3: PSD of OOK-NRZ and OOK-RZ (y = 0.5)

For baseband modulation techniques, the bandwidth requirement is generally defined as the 

span from DC to the first null in the PSD of the transmitted signal. As expected, OOK-RZ 

(y = 0.5) has twice the bandwidth requirement of OOK-NRZ, since the pulses are only half as 

wide. Both OOK-NRZ and OOK-RZ (y = 0.5) have discrete (impulse) terms at DC, with a 

weight P aVg2- These are not shown in the plot. OOK-RZ (y = 0.5) also has discrete terms at odd 

multiples of the bit rate. The impulse a t /  =Rb can be used to recover the clock signal at the 

receiver. OOK-NRZ, on the other hand, has spectral nulls at multiples of the bit rate, and 

consequently requires the introduction of some non-linearity in order to achieve clock recovery 

[98]. Both OOK-NRZ and OOK-RZ have a significant power content at DC and low 

frequencies. As discussed in detail in chapter 5, this characteristic means that electrical high- 

pass filtering is not effective in reducing the interference produced by artificial sources of 

ambient light, since high cut-on frequencies cannot be used without introducing significant 

baseline wander. Comparing the areas under the two curves it is evident that, for a given 

average optical transmit power, OOK-RZ (y = 0.5) has twice the average electrical power of 

OOK-NRZ.
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3.2.3 Error performance on nondistorting channels

In the absence of channel distortion, the ideal maximum likelihood (ML) receiver for OOK in 

the presence of AWGN consists of a continuous-time filter with an impulse response r(t), which 

is matched to the transmitted pulse shape pit), followed by a sampler and threshold detector set 

midway between expected one and zero levels [12], as illustrated in Fig. 3.4. The output of the 

matched filter is sampled at the end of each bit period, where the SNR is at its maximum, and a 

one or zero is assigned to each slot depending on whether the sample is above or below the 

threshold level.

Received
signal

Unit energy 
filter r(t) X  »

—
Output bit 

sequence

(matched to 
Pit))

▼
sample —

w

Fig. 3.4: Receiver for baseband OOK

For the OOK-NRZ waveforms shown in Fig. 3.2(a), neglecting any bandwidth limitations 

imposed by the transmitter or receiver, a unit-energy matched filter has a rectangular impulse

response r(t) with amplitude 1/^ /^"  and duration Tb. As illustrated in Fig. 3.5, in the absence of 

noise, the peak output of this filter when a one is transmitted is 4 e  = 2RPavg , where R is

the photodetector responsivity and Pavg is the average received optical signal power. When a 

zero is transmitted, the peak output of the matched filter is 0.

Detected pulse

2RP

<i) Output o f  matched filter

>  t
2 T

-► t

Fig. 3.5: Matched filter output for detected OOK-NRZ pulse
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For a matched filter, the variance of the noise samples at the output of the filter is dependent 

only on the PSD of the noise input and the energy in the impulse response of the matched filter. 

Thus, if the input is AWGN with double-sided PSD N 0/ 2 , the variance of the noise at the 

output of the matched filter is given by [99]:

N, T‘
C 2 = ^ - j r ' ( t ) d t (3.3)

/=0

Consequently, for a unit-energy matched filter, the variance of the noise samples at the output of 

the matched filter is N 0/ 2 .  Assuming independent, identically distributed (HD) binary data, the 

optimum threshold level aopt, which minimises the probability of error, lies midway between 

expected one and zero levels. Thus,

Q'opt ~~ PPavg ̂ (3.4)

Therefore, the probability of bit error for OOK-NRZ may be derived from [95] as:

p e ,bit,o o k  = P(one) • Q
2RPqyg -\fTb a ppt 

- jNo/2
+ P(zero) • Q

a opt

4 N J 2
(3.5)

where P{one) and P(zero) represent the probabilities of getting a one and zero, respectively, and 

<2() is Marcum’s (9-function, which is the area under the Gaussian tail, given by [93]:

Q ( x ) = - ^ J \e - at/2d a .  (3.6)
V27t J

When the data is HD, P(one) = P(zero) = 0.5, and (3.5) reduces to [17]:
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(3.7)

This result may also be expressed in a more conventional form as [95]:

/

^e,b it,O O K  ~ Q (3.8)

where Eb is the average energy per bit, which for OOK-NRZ is given as:

e „ = | = 2  K J 2r>. (3.9)

The ratio Eb /N 0 is usually referred to as the signal-to-noise ratio per bit [99].

For OOK-RZ, whilst reducing the pulse duty cycle increases the bandwidth requirement by a 

factor of 1/y, it also increases the average energy per bit, which is given as:

Consequently, for a given value of Pavg, OOK-RZ (y = 0.5) has twice the ratio Eb/ N 0 

compared with OOK-NRZ. Therefore, in order to achieve the same error performance, 

OOK-RZ (y = 0.5) requires 3 dB less electrical power or 1.5 dB less average optical power 

compared with OOK-NRZ. However, this improvement in power efficiency is achieved at the 

expense of doubling the bandwidth requirement. Similarly, setting y  = 0.25 results in a 3 dB 

reduction in average optical power requirement compared with OOK-NRZ, but requires four 

times the bandwidth.

(3.10)
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The average optical power requirements and bandwidth requirements of OOK-NRZ and OOK- 

RZ are plotted in Fig. 4.15, along with those of other modulation techniques. Note that in Fig. 

4.15, the average optical power requirement is normalized to that required by OOK-NRZ to 

send 1 Kbyte packets at an average packet error rate of 10'6, and the bandwidth requirement is 

normalized to OOK-NRZ. From Fig. 4.15, the reduction in average power requirement as the 

pulse duty cycle decreases is evident. This is due to the fact that the increased noise associated 

with the expanded bandwidth is outweighed by the 1/y increase in peak optical power [12]. 

However, it is also evident from Fig. 4.15 that there comes a point where, rather than continuing 

to reduce the pulse duty cycle in order to improve the power efficiency, it is actually more 

efficient to switch to an alternative modulation technique, such as PPM or DPIM. To highlight 

this point, if OOK-RZ (y = 0.33) is compared with 8-PPM, it is clear that 8-PPM using hard- 

decision decoding offers a 1.4 dB reduction in average optical power and actually requires 11 % 

less bandwidth. Using soft-decision decoding gives an additional 1.5 dB reduction in average 

optical power requirement.

3.2.4 Review of error performance on multipath channels

On channels which suffer from multipath dispersion, the performance of OOK without 

equalization is considered in [32, 71]. The authors found that significant power penalties are 

incurred for bit rates above 10 Mbit/s. The unequalized performance of OOK is also analysed in 

detail in chapter 6.

From a probability of error point of view, the optimum method of detecting signals in the 

presence of ISI is maximum-likelihood sequence detection [99]. In 1972, Forney [100] 

developed a maximum-likelihood sequence detector (MLSD) for a digital pulse amplitude 

modulated sequence in the presence of ISI and white Gaussian noise. As illustrated in Fig. 3.6, 

Forney’s MLSD comprises of a whitened matched filter (WMF) and a recursive nonlinear
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processor, known as the Viterbi algorithm. The WMF consists of a continuous-time filter 

matched to the received pulse shape, followed by a symbol rate sampler and a discrete-time 

noise whitening filter [18].

Whitened-matched filter
Estimate o f  
transmitted 

sequence
Received
signal

symbol-rate
sampler

Viterbi
algorithm

Discrete-time 
noise 

whitening filter

Continuous-time 
filter r if)  

(matched to
P(-t)m -t))

Fig. 3.6: Maximum-likelihood sequence detector

In addition to whitening the noise, which is not white at the output of the sampled matched 

filter, the whitening filter also turns the two-sided isolated pulse response at the output of the 

sampled matched filter into a causal response. In other words, the noise whitening filter 

equalizes the noncausal portion of the ISI, which is known as precursor ISI, and is defined as 

the interference from future data symbols [18]. MLSD is then performed by comparing the 

WMF output sequence against what the output sequence would be for each feasible sequence of 

input data symbols in the absence of noise; and choosing the data symbols that best match the 

WMF output according to a Euclidean distance measure [18]. This function may be carried out 

efficiently using the Viterbi algorithm, originally proposed in 1967 [101].

The performance of OOK using MLSD on measured indoor optical wireless channels is 

analysed in [102, 103]. MLSD is found to offer a significant improvement over unequalized 

systems, resulting in a slower rate of increase of power penalty as the severity of ISI increases. 

However, the major drawback of MLSD is the delay and complexity required for practical 

implementation, which may render it impractical for low cost systems such as infrared wireless 

receivers. This has led a number of researchers to consider equalization, which is the term used 

to describe any suboptimal, reduced complexity strategy for the detection of signals in the 

presence of ISI.
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Equalization techniques can be subdivided into two general categories, these being linear and 

nonlinear equalization. In its simplest form, a linear equalizer (LE) employs a traversal filter 

structure, and has a computational complexity that is a linear function of the channel dispersion 

length [99]. Since the most meaningful measure of performance for a digital communication 

system is the average probability of error, it is desirable to choose the filter coefficients to 

minimise this performance index. However, the probability of error is a highly nonlinear 

function, and hence, using this criterion for optimizing the filter coefficient is impractical. Two 

criteria which have found widespread use are the zero forcing (ZF) criterion and the mean 

square error (MSE) criterion. As the name implies, the zero forcing criterion forces the ISI to be 

zero at the sampling instants. Thus, the ZF-LE has a frequency response which is the inverse of 

the channel frequency response. However, the main drawback of this is that it ignores the 

presence of additive noise. If, for example, the channel contains a range of frequencies where 

the attenuation is very highs, the ZF-LE attempts to compensate for this by placing large gains 

at these frequencies. However, this compensates for the channel distortion at the expense of 

enhancing the additive noise. The MSE-LE improves on this by relaxing the zero ISI constraint 

and selecting the filter coefficients such that the combined power in the residual ISI and the 

additive noise at the output of the equalizer is minimised.

The main drawback of LEs is their inability to cope with severe ISI, and this has motivated 

research into nonlinear equalization techniques. One such nonlinear equalizer is the decision 

feedback equalizer (DFE), which offers a performance and complexity intermediate between the 

LE and the MLSD [18]. The same criteria for optimizing the filter coefficients in LEs also apply 

to DFEs. The performance of MSE-DFEs is generally superior to that of ZF-DFEs, but at high 

SNR their performance is virtually identical [104]. The performance of OOK using DFEs is 

analysed in [32, 105, 106], and results of an experimental OOK system employing a DFE are 

reported in [35, 36]. A more detailed discussion of the ZF-DFE is given in section 6.5.
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3.3 Pulse Position Modulation

3.3.1 Code properties

PPM is an orthogonal modulation technique which improves on the power efficiency of OOK, 

at the expense of an increased bandwidth requirement and greater complexity. In PPM, each 

block of log2L data bits is mapped to one of L possible symbols. Generally, the notation L-PPM 

is used to indicate the order. Each symbol consists of a pulse of constant power occupying one 

slot, along with L-l empty slots. Information is encoded by the position of the pulse within the 

symbol. The slot duration Ts is related to the bit duration by the following expression:

Ts =Tb log2 L / L .  (3.11)

Assuming an average optical power of Pavg, the transmitted waveforms for 4-PPM are shown in 

Fig. 3.7.
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Fig. 3.7: Transmitted waveforms for 4-PPM

Compared with OOK, employing PPM results in increased system complexity, since the 

receiver requires both slot and symbol synchronisation in order to demodulate the signal. 

Nevertheless, primarily due to its power efficiency, PPM is an attractive modulation technique 

for optical wireless communication systems, and has been widely adopted [12]. The infrared 

physical layer section of the IEEE 802.11 standard on wireless LANs specifies 16-PPM for bit 

rates of 1 Mbit/s and 4-PPM for 2 Mbit/s (both schemes giving the same slot rate) [2]. In 

addition to this, IrDA serial data links operating at 4 Mbit/s specify 4-PPM [11].
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3.3.2 Power spectral density

The detected electrical power spectrum of L-PPM is given as [107]:

S PPM ( /  ) ~ | ̂ ( /  )j c,PPM i f  ) + $ d ,P P M  ( /) ] . (3.12)

where Sc<pPM(f) and Sd,ppM(f) are the continuous and discrete components, respectively, which are 

given as [107]:

$ c ,P P M  ( / ) “  rr.
symb

1 —

lv ^  jt=i
—  1 

KL  2
COS symb

/-I

symb k - -

r kL '  
Tx symb j

(3.13)

(3.14)

P(f) is the Fourier transform of the pulse shape and Tsymb is the symbol duration, which is given 

as Tsymi =Tb -log2 L .

The PSD of PPM for L = 4, 8 and 16 is shown in Fig. 3.8. All three curves were plotted for the 

same average optical power, using rectangular shaped pulses occupying the full slot duration. 

Again, the power axis is normalized to the average electrical power multiplied by the bit 

duration and the frequency axis is normalized to the bit rate Rb. By choosing pulses which

occupy the full slot duration, the nulls of |p ( / ) |2 overlap the locations of all delta functions in

(3.14), except at DC. These discrete terms are not shown in Fig. 3.8.
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Fig. 3.8: PSD of PPM forZ = 4, 8 and 16

From Fig. 3.8 it is clear that, unlike OOK, the PSD of PPM fells to zero at DC for all values of 

Z. Consequently, PPM is more resistant to the effects of baseline wander compared with OOK, 

and therefore permits the use of higher cut-on frequencies when using high-pass filtering to 

reject the interference produced by artificial sources of ambient light. This topic is discussed in 

detail in chapter 5. As expected, by observing the positions of the first spectral nulls, it is clear 

that the bandwidth requirement increases as Z increases. Furthermore, comparing the areas 

under the curves, it may also be observed that for a given average optical power, the detected 

electrical power increases as Z increases.

3.3.3 Error performance on nondistorting channels

There are two methods of decoding PPM signals, these being hard-decision decoding using a 

threshold detector, which is abbreviated as PPM(TH), and soft-decision decoding using a 

maximum a posteriori (MAP) or maximum likelihood detector, which is abbreviated as
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PPM(MAP). Hard decision decoding involves sampling the incoming signal at the slot rate, and 

assigning a one or zero to each slot depending on whether the sample is above or below the 

threshold level. The output is then determined by which of the L samples in the symbol is a one. 

If the block of L  samples consists entirely of zeros, or two or more ones, then clearly an error 

has occurred and the receiver must mediate. Soft decision decoding compares the values of all L 

samples within a symbol, and assigns a one to the slot containing the sample with the highest 

value. The remaining L-l slots are then assigned as zeros. In this method, it is not the actual 

values of the samples which are important, but rather, their value relative to each other. This 

method of decoding is optimal for systems in which AWGN is the dominant noise source and 

there is no channel distortion [99]. Block diagrams of PPM receivers using hard-decision and 

soft-decision decoding are shown in Figs. 3.9(a) and (b), respectively.
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Fig. 3.9: PPM receiver: (a) hard-decision, and (b) soft decision

Since the duty cycle of PPM is fixed at 1/L, each pulse must have an amplitude of LPavg in

order to maintain an average optical power of Pavg, assuming rectangular shaped pulses are used. 

A unit-energy filter matched to the transmitted pulse shape pit) has a rectangular impulse

response r(t) with amplitude 1/<Jt\ and duration Ts. As illustrated in Fig. 3.10, in the absence 

of noise, the peak output of this filter when a pulse is transmitted is 4 e  = LRPavg ̂ T~s . When an 

empty slot is transmitted, the peak output of the matched filter is 0.
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Fig. 3.10: Matched filter output for detected PPM pulse

For L > 2 , the probability of receiving a zero is greater than the probability of receiving a one. 

Consequently, for hard decision decoding, the optimum threshold level does not lie midway 

between one and zero levels. It is a complicated function of the signal and noise powers, and the 

order L. Thus, in the presence of AWGN with double-sided PSD N 0/ 2 , the probability of slot 

error for PPM(TH) may be derived from [95] as:

^e ,slo t,P P M  (TH) ~ P(one)Q
4 e - a

+ P(zero)Q
r \

a

V "o /2
(3.15)

where a  is the threshold level, and P(one) and P(zero) represent the probabilities of getting a 

pulse and an empty slot, respectively, as given by:

P(one) =— P(zero) = (L-l) (3.16)

When the probability of error is low, a threshold level set midway between expected one and 

zero levels is very close to the optimum value. Thus, when a  = ‘J e /:2 , (3.15) reduces to [17]:

e, slot, PPM (JH ) =  <2
2 Nr

(3.17)
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Note that in the above expression, E  is the energy of a symbol, which encodes log2L bits of data. 

Hence, the average energy per bit, Eb, is given by [99]:

Eb =~   • (3.18)
log 2  L

Thus, (3.17) may be expressed in terms of Eb/ N 0 by substituting for E. Note that, since 

4 e  = LRPavg JFS , substituting for Ts from (3.11), Eb may be expressed simply as:

Eb = — ^ - r  = (LRPa^  Tl = L{RP„g )2 Tb. (3.19)
log 2 L log 2 L

Since each symbol contains L slots, the probability of slot error may be converted into a 

corresponding symbol error probability using the expression derived from [18] as:

Ee,symb,PPM(77/) =  ̂-  “  Ee,slot,PPM(JH) ) • (3.20)

Assuming the data is ED, each symbol is equally likely and the probability of symbol error may 

be converted into a corresponding bit error rate by the following [99]:

Ee,bit,PPM — J Ee,symb,PPM ' (3-21)

For PPM(MAP), in the presence of AWGN with double-sided PSD N 0/ 2 ,  the probability of 

symbol error given as [99]:
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where, as before, E  represents the energy of a symbol. Again, this expression may be converted 

into a corresponding bit error rate using (3.21).

The average optical power requirements and bandwidth requirements of PPM(TH), with the 

threshold level optimized, and PPM(MAP) are plotted in Fig. 4.15, along with those of other 

modulation techniques. Again, note that in Fig. 4.15, the average optical power requirement is 

normalized to that required by OOK-NRZ to send 1 Kbyte packets at an average packet error 

rate of 10'6, and the bandwidth requirement is normalized to OOK-NRZ. From Fig. 4.15 it may 

be observed that, in the absence of multipath distortion, PPM yields an average power 

requirement that decreases steadily as L increases. This is due to the fact that the increased noise 

associated with the (L/log2 L)-fold increase in receiver bandwidth is outweighed by the L-fold 

increase in peak optical power [12]. Comparing the two methods of detection, it is clear that 

whilst hard-decision decoding is simpler to implement, it does incur a -1.5 dB average optical 

power penalty compared with the more complex soft-decision decoding [17]. This power 

penalty is consistent for all orders of PPM.

3.3.4 Review o f error performance on multipath channels

The performance of PPM on multipath channels without equalization is considered in [107]. 

The authors found that the power penalty due to ISI increases more rapidly for PPM than for 

OOK, and increases most rapidly for large L, due to the shorter slot duration. For small values 

of normalized delay spread DT, which is defined as the channel RMS delay spread divided by 

the bit duration, PPM maintains its lower average power requirement over OOK, with higher 

values of L still giving the best power efficiency. However, as DT increases, i.e. when the 

severity of ISI increases and/or the data rate increases, higher order PPM suffers a greater
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increase in ISI power penalty and consequently lower values of L become more power efficient. 

Eventually, as DT increases further, the ISI power penalty for PPM becomes too severe and 

OOK becomes the more efficient modulation technique. The unequalized performance of PPM 

on multipath channels is considered in some detail in chapter 6.

In the presence of multipath distortion, the optimum PPM receiver employs a whitened matched 

filter front end, followed by a MLSD which can be performed on a symbol by symbol basis 

using the Viterbi algorithm [10]. The performance of PPM using MLSD on multipath channels 

is analysed in [102, 103]. MLSD is found to offer a significant improvement over unequalized 

systems, resulting in a significantly slower rate of increase of power penalty as DT increases. 

Additionally, when MLSD is used, higher values of L  consistently maintain a higher power 

efficiency. However, even when MLSD is used, PPM is found to suffer larger ISI power 

penalties than OOK using MLSD. Consequently, as DT increases, the advantage of any given 

PPM order over OOK diminishes.

Due to the complexity and delay associated with the implementation of MLSD, a number of 

suboptimal adaptive equalization techniques for PPM have been proposed. The performance of 

ZF-DFEs, operating at both the slot rate and symbol rate, was analysed by Barry [10, 108, 109]. 

For the slightly more complex symbol rate equalizers, which feedback symbol decisions rather 

than intermediate slot decisions, methods to cancel intrasymbol interference were also 

considered. Barry found that whilst the equalizers were effective at mitigating ISI, for some 

channels there remained a significant gap between their performance and that of the MLSD. 

Audeh et. al. analysed the performance of PPM using chip rate and symbol rate ZF-DFEs on a 

collection of 46 experimentally measured indoor infrared channels [110]. Compared with 

MLSD, the authors found that the performance of both equalizers is very close to that of MLSD 

on the channels considered, with the symbol rate ZF-DFE giving a small improvement in 

performance over the slot rate ZF-DFE.
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3.3.5 Trellis-coded PPM

The performance of PPM on multipath channels may be improved by using trellis coding, which 

is designed to maximise the minimum Euclidean distance between allowed signal sequences 

[111]. The two key concepts of trellis coding are signal set expansion and set partitioning. 

Signal set expansion is used to provide the redundancy necessary for coding to take place. Note 

that this does not necessarily result in an increased bandwidth requirement or a reduced the data 

rate. For example, consider 16-PPM which encodes 4 bits of data per symbol. If each symbol is 

replaced by two 8-PPM symbols, encoding 6 bits of data, then a rate 2/3 code can be 

accommodated whilst still maintaining the same slot and data rates [111]. In the presence of 

multipath dispersion, set partitioning increases the Euclidean distance between valid symbols 

compared with uncoded PPM. Consequently, the power requirements of trellis-coded PPM 

grow at a much slower rate compared with uncoded PPM as the severity of ISI increases. Using 

MLSD, Lee et. al. analysed the performance of rate-2/3 coded 8-PPM and rate-3/4 coded 16- 

PPM on multipath channels [111]. For a normalized delay spread of 0.06, the authors found that 

rate 3/4 coded 16-PPM achieved the highest power efficiency of the schemes considered, with a 

gain of 6.3 dB (electrical) over uncoded 32-PPM, though it does have a slightly lower 

bandwidth requirement. The problem with using MLSD for the detection of trellis-coded PPM 

is that its high computational complexity excludes the use of high constraint length codes or 

prevents operation under severe channel conditions. This prompted Lee et. al. to consider the 

use of suboptimal, reduced complexity detection techniques for trellis-coded PPM, which allow 

better codes to be used at the expense of a power penalty resulting from the suboptimal 

detection [112, 113]. The fundamental idea behind this is that if the gain due to the use of better 

codes is greater than the penalty incurred due to suboptimal detection, then an overall net 

improvement in performance can be achieved. The authors considered the use of parallel 

decision-feedback decoding and symbol-rate DFE to mitigate the ISI, leaving the Viterbi 

algorithm to deal solely with the process of decoding. For the same level of complexity, the 

suboptimal detection techniques achieved net gains ranging from -0.5 dB to -2  dB (electrical) 

as the delay spread increased.



3.3.6 PPM variants

There are a number of variants of PPM which have also been considered for use in indoor 

optical wireless communication systems. Multiple PPM (MPPM) is one such variant, originally 

proposed for use in direct detection free-space laser communications to give an improvement in 

bandwidth efficiency over PPM [114, 115]. In MPPM, each symbol of duration 

Tsymb = Tb log 2 L is divided into n slots, each with a duration of T ^ / n . A pulse is transmitted

in w of these slots, thereby giving

log2

\ wJ

bits. As an example,
w V J 2J

possible symbols and hence, the potential to encode 

-MPPM has 6 possible symbols, as illustrated in Fig. 3.11.
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Fig. 3.11: Valid symbols for -MPPM

However, not all of the possible symbols are necessarily used. For example, a reduced symbol 

set may be chosen which has a large minimum Hamming distance. Park and Barry examined the 

performance of MPPM on the AWGN channel [116]. The authors found that with w = 2, MPPM 

outperforms PPM both in terms of bandwidth efficiency and power efficiency. Moving to w = 8 

greatly increases the number of valid symbols, thereby giving an improvement in bandwidth 

efficiency at the expense of an increased power requirement. Park and Barry extended their 

analysis of MPPM by examining the effects of ISI [117, 118]. For both unequalized detection 

and MLSD, the authors found that the power requirements of MPPM increase at a similar rate to
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those of PPM as the severity of ISI increases. As with PPM, the performance of MPPM in the 

presence of ISI may be improved through the use of trellis coding. Park and Barry compared the

performance of trellis-coded
r y j \

2v /
-MPPM and trellis-coded 16-PPM over multipath channels,

both using the same constraint length and MLSD [119]. The authors found that whilst PPM 

outperforms MPPM on channels which suffer only mildly from multipath dispersion, MPPM is 

the more power efficient technique when the ISI is more severe.

Another variant of PPM which has also been proposed for use in indoor optical wireless 

communication systems is differential PPM (DPPM) [120, 121], DPPM symbols may be 

derived from PPM symbols simply by omitting the empty slots which follow the pulses, thus 

resulting in symbols of unequal duration and hence, a nonuniform data rate. As an example, the 

symbols for 4-DPPM are illustrated in Fig. 3.12.

s,(f) s,(t)
(La-1) Pavg

symb symb symb symb

Fig. 3.12: 4-DPPM symbol set

Since symbol boundaries are not known prior to detection, soft decision decoding of DPPM 

requires the use of MLSD, even in the absence of coding or ISI. Consequently, hard-decision 

decoding is the most likely method of detection for practical systems employing DPPM, a 

process which is made simpler by the fact that DPPM does not require any symbol 

synchronisation. On the AWGN channel, for any given L, DPPM has a slightly higher power 

requirement but a much lower bandwidth requirement compared with PPM. In the presence of 

multipath dispersion, for both unequalized hard-decision detection and MLSD, the ISI power 

penalty for DPPM is lower than that of PPM for any given value of normalized delay spread. A 

number of suboptimal equalization techniques for DPPM have also been considered, these being 

slot-rate and multislot-rate ZF-DFEs. For a 3 dB average optical power penalty, systems using a
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slot-rate DFE can tolerate a delay spread approximately three times higher than the unequalized 

system. At this delay spread, the multislot-rate DFE yields a 0.5 dB optical power gain over the 

slot-rate DFE.

3.4 Summary

In this chapter, the modulation techniques which have been considered for use in indoor optical 

wireless communication systems have been reviewed. Since power efficiency is the most 

important criterion when evaluating modulation techniques, this favours schemes which have a 

low duty cycle, thereby achieving a large peak-to-mean power ratio. Consequently, baseband 

modulation techniques are more power efficient than subcarrier based schemes, with PPM 

offering a better power efficiency than OOK. However, it is not simply a question of selecting a 

modulation technique which offers a low duty cycle, since this also influences how well the 

scheme satisfies the other selection criteria. Baseband schemes which offer a low duty cycle, 

such as PPM, also suffer from poor bandwidth efficiency, and are therefore more susceptible to 

intersymbol interference resulting from multipath dispersion. This is evident when comparing 

the unequalized performance of OOK and PPM. As the ratio of channel delay spread to bit 

duration increases, the power advantage of any given PPM order over OOK diminishes. This 

subject is covered in detail in chapter 6. In the presence of multipath dispersion, the 

performance of both modulation techniques may be improved using MLSD, suboptimal 

equalization and/or some form of coding scheme. However, all these techniques result in an 

increase in system cost and complexity, which cannot be ignored in mass-market optical 

wireless transceivers. In addition, there are other considerations which must also be taken into 

account when selecting a modulation technique. One such consideration is the ability of a 

scheme to mitigate interference from artificial sources of ambient light, which has the potential 

to induce severe power penalties if ignored. As examined in detail in chapter 5, due to its more 

sophisticated method of detection, PPM(MAP) is virtually immune to ambient light interference 

at medium to high data rates. For baseband modulation techniques which use threshold
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detection, schemes which do not have a significant amount of their power located at DC and 

low frequencies are more favourable, thereby allowing electrical high-pass filtering to be used 

effectively without introducing significant baseline wander.

Thus, when selecting a modulation technique suitable for use in indoor optical wireless 

communication systems, there are numerous considerations which must be taken into account, 

and there is no one modulation scheme which is best in each of the selection criteria. 

Nevertheless, to date, PPM has generally been the preferred choice, primarily due to its power 

efficiency.
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Chapter 4

DPIM Code Properties

4.1 Introduction

Pulse interval modulation (PIM) is a baseband scheme which belongs to the family of pulse 

time modulation techniques, and was first considered for use in analogue optical fibre 

communication systems more than two decades ago [122-125]. As the name implies, PIM 

operates by varying the interval between adjacent pulses in accordance with the modulating 

signal. More recently, Ghassemlooy et. al. introduced a discrete version of PIM for use on 

digital signals [126, 127], in which time is divided into discrete slots. In order to differentiate 

this from traditional analogue PIM, the authors referred to the new scheme as digital PIM 

(DPIM). Although PPM, as discussed in the previous chapter, refers to digital PPM as opposed 

to its analogue counterpart, the naming convention for DPIM is maintained throughout this 

thesis in order to avoid any confusion. DPIM has been investigated for use in transmitting 

analogue signals over optical fibre [126-130], and has also been briefly examined for 

transmitting analogue signals over short range free-space point-to-point links [131].
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Unlike PPM, DPIM is classified as an anisochronous modulation technique, meaning that it 

does not have a fixed symbol structure. This characteristic yields benefits such as an improved 

bandwidth efficiency, but also has repercussions when considering such things as maximum 

likelihood detection and nonuniform throughput. These issues are addressed in the chapter when 

they arise.

This chapter provides a general introduction to DPIM, and discusses the characteristics which 

make it suited for use in indoor optical wireless communication systems, bearing in mind the 

selection criteria outlined in section 3.1. Where appropriate, the scheme is compared with the 

more established techniques of OOK and PPM. The remainder of this chapter is organised as 

follows. DPIM code properties are introduced in section 4.2, and a full spectral analysis is 

presented in section 4.3, which is based on a new expression for the slot autocorrelation 

function. Appropriate measures of performance for DPIM are discussed in section 4.4, and the 

receiver structure is examined in section 4.5. The error performance of DPIM on nondistorting 

channels limited by AWGN is studied in section 4.6, which includes the effects of adding a 

guard band and optimizing the threshold level. Finally, the chapter is summarized in section 4.7.

4.2 DPIM Code Properties

In DPIM, each block of log2L data bits is mapped to one of L possible symbols, each different in 

length. Every symbol begins with a pulse, followed by a series of empty slots, the number of 

which is dependent on the decimal value of the block of data bits being encoded. Consequently, 

the minimum and maximum symbol durations are Ts and LTS, respectively, where Ts is the slot 

duration. In order to provide some immunity to the effects of ISI, a guard band consisting of one 

or more empty slots may be added to each symbol immediately following the pulse. Clearly, 

adding a single guard slot changes the minimum and maximum symbol durations to 2TS and 

(L+ l)rs , respectively. The mapping of source data to transmitted symbols for 4-DPIM with no
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guard band (NGB) and with a guard band consisting of one slot (1GS) is shown in Fig. 4.1 The 

shaded areas in the figure represent the guard slots.

Source 4-DPIM  Symbols

Data NGB 1GS

00
__ i

01
i i

10
i i i i i

11
i i i i i i i

Fig. 4.1: Mapping of source data to transmitted symbols for 4-DPIM(NGB) and 4-DPIM(lGS)

In DPIM, since the symbol duration is variable, the overall data rate is also variable. Therefore, 

the slot duration is chosen such that the mean symbol duration is equal to the time taken to 

transmit the same number of bits using fixed data rate schemes such as OOK or PPM. This slot 

duration is given as:

_ Tb log, L
t . “ - y * —  (4-D

avg

where Tb is the bit duration and Lavg is the mean symbol length in slots. Assuming HD random 

data, each symbol is equally likely and consequently, Lavg is given as:

f c+i )  
2

Lavg = — for DPIM(NGB), (4.2)

= for DHM(lGS). (4.3)
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When the data is HD, for any given L, DPIM achieves the same average data rate as PPM, but 

has a longer slot duration, and consequently requires less bandwidth. The bandwidth 

requirement, normalized to the bit rate, versus number of bits per symbol is plotted in Fig. 4.2 

for PPM, DPIM(NGB) and DPIM(IGS). As expected, the bandwidth requirement of DPIM 

approaches half that of PPM as L increases, since an average length DPIM symbol with contain 

only approximately half the number of slots of a PPM symbol.

7
DPIM(NGB)

DPIM (IGS)

PPM

4->cflj

3

2

—o —
1

21 3 4 5

No. of bits per symbol (log2L)

Fig. 4.2: Normalized bandwidth requirement versus number of bits per symbol 

for DPIM(NGB), DPIM(IGS) and PPM

A further advantage of DPIM is the fact that, since each symbol is initiated with a pulse, symbol 

synchronisation is not required in the receiver. This is in contrast to PPM, which requires a 

more complex receiver since both slot and symbol synchronisation are required.
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4.3 DPIM Spectral Properties

A DPIM slot sequence may be expressed as [128]:

oo

s dpim  (0 = ^ a np{ t - nTs ) 9 (4.4)
n = -o o

where pit) is the pulse shape, Ts is the slot duration, and an is a random variable which 

represents the presence or absence of a pulse in the n* time slot. The sequence sDPu^t) is a 

cyclostationary process [132] and, following the method outlined in [120, 121], its PSD may be 

calculated using:

where P ( f ) is the Fourier transform of the pulse shape pit), and Sai f )  is the PSD of the slot 

sequence. For unit amplitude rectangular shaped pulses with a duration of Ts, P{ f )  is given by:

/ -x _  s in fa /T .)
P(f)=T> y ,  ■ (4.6)

n f Ts

Sa i f )  is found by calculating the discrete-time Fourier transform of the slot autocorrelation 

function /?*. Since DPIM(NGB) symbols may be thought of as time reversed DPPM symbols, 

DPIM(NGB) has a slot autocorrelation function identical to that of DPPM, which is given by 

[121]:
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For DPIM(IGS), the slot autocorrelation function is given by [133]:

-l
avg

(  -1 -1  ^ 
L avg L  1 f l  + 1

k - 1
f 1-

k - \
/ l  + 4L-1 \ll + 4L~l

J l  + 4 L ~ \ I
2

I
2

U  z=l

k = 0 
k = 1

2 < k < L  + l ,  (4.8) 

k >  L + l

where Lavg is given in (4.3). For reference, a full derivation of this expression may be found in 

Appendix A. For both DPIM(NGB) and DPIM(IGS), Rk approaches Lavg'2 as k increases, which 

is intuitive since two pulses far away from each other appear uncorrelated. It is found that for 

k > 5L, Rk may be approximated as Lavg'2 with a good degree of accuracy. Since the mean value 

of the slot sequence is non-zero, Sa( f ) is composed of a continuous term, S c( f ) ,  and a 

discrete term, Sd ( / ) ,  i.e.:

Sa( f )  = Sc( f )  + Sd( f ) .  (4.9)

When consideration is limited to rectangular shaped pulses which occupy the full slot duration, 

the nulls of |p ( /) |2 cancel out the delta functions in Sd ( f ) ,  except at DC. Consequently, the 

discrete term is ignored in this analysis. The continuous component of Sa( f ) may be 

calculated from Rk using [120,121]:



s c( f ) *  t k - w 2h J2m-
k = - 5 L

(4.10)

By substituting the appropriate Rk into (4.10), and then substituting for P { f )  and Sai f )  in 

(4.5), the PSD of DPIM(NGB) and DPIM(IGS) was plotted for L = 4, 8, 16 and 32, as shown in 

Figs. 4.3 and 4.4, respectively. All curves were plotted for the same average optical power, 

using rectangular shaped pulses occupying the full slot duration. In both figures, the power axis 

is normalized to the average electrical power multiplied by the bit duration and the frequency 

axis is normalized to the bit rate Rb. The discrete terms at DC are not shown in either o f the two 

figures.

7
1 = 32 
L = 16

0
0 2 3 4 5 6

Fig. 4.3: PSD of DPIM(NGB) for L  = 4, 8, 16 and 32
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Fig. 4.4: PSD of DPIM(IGS) f o r !  = 4, 8, 16 and 32

From Figs. 4.3 and 4.4 it is clear that, unlike PPM, the PSD of DPIM does not fall to zero at 

DC, though the power content at low frequencies is relatively small compared with OOK. 

Consequently, this implies that DPIM will be more susceptible to the effects o f baseline wander 

compared with PPM, a subject which is investigated in detail in chapter 5. Comparing the two 

DPIM schemes, for any given L, DPIM(NGB) has a slightly higher DC power component 

compared with DPIM(IGS), again suggesting a greater susceptibility to baseline wander. By 

observing the null positions, the slightly higher bandwidth requirement o f DPIM(IGS) 

compared with DPIM(NGB) is also evident. Furthermore, if the areas under the curves are 

compared, for a given average optical power, the increase in detected electrical power as L 

increases is easily observed.
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4.4 Measuring the Error Performance of DPIM

In isochronous schemes such as PPM, an error is confined to the symbol in which it occurs. 

Consequently, a single slot error can affect a maximum of log2L bits. By calculating the average 

number of bit errors per symbol error, it is possible to convert the probability of symbol error 

into a corresponding BER using (3.21). In DPIM however, since the pulses actually define the 

symbol boundaries, errors are not confined to the symbols in which they occur. To explain this 

further, consider the transmitted 8-DPIM(lGS) sequence shown in Fig. 4.5(a).

| 100 1001 | 010 | 100 | 

n. . . . n .n. .n...n
( a )

| 111 | 010 | 100 | 

n  *. h .. n ... n
(b)

1001 I 001 1001 I 010 I 100 I
n,i*i .n.n. .n. . .n

( c )

| Oil I 010 I 010 I 100 I

(d)

Fig. 4.5: Types of error in DPIM: (a) Transmitted 8-DPIM(lGS) signal, (b) erasure error, 

(c) false alarm error, and (d) wrong slot error

There are three types of error which need to be considered, as indicated by the asterisks in Figs. 

4.5(b), (c) and (d). These errors are described as follows:

Erasure error: An erasure error occurs when a transmitted pulse is not detected, as depicted in 

Fig. 4.5(b). In DPIM, this type of error combines two symbols into one longer duration symbol, 

hi the example given, data blocks 100 and 001 are combined into a single block 111. Only if the 

newly created symbol is longer than the maximum symbol duration will an error be detected. If
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the new symbol length is valid, then the receiver will assume that this is the symbol which was 

transmitted and consequently, the remaining symbols in the packet will shift one position to the 

left with respect to the transmitted sequence. If no other errors occur in the packet, then the 

packet length will be short by log2L bits.

False alarm error: A false alarm error occurs when a transmitted zero is falsely detected as a 

one, as depicted in Fig. 4.5(c). In DPIM, this has the effect of splitting one symbol into two 

shorter length symbols. In the example given, data block 100 is received as two blocks of 001. 

The error is only detected if one or both of the newly created symbols are shorter than the 

minimum symbol duration. If both new symbols are valid, then the receiver will assume that 

these two symbols were transmitted and consequently, the remaining symbols in the packet will 

shift one position to the right with respect to the transmitted sequence. If no further errors occur 

in the packet, then the packet will contain log2L extra bits.

Wrong slot error: A wrong slot error occurs when a pulse is detected in a slot adjacent to the 

one in which it was transmitted, as depicted in Fig. 4.5(d). This type of error may be thought of 

as an erasure error combined with a false alarm error. In the example given, adjacent data blocks 

100 and 001 are demodulated as 011 and 010. Unless the error results in at least one of the 

newly created symbols being either shorter than the minimum symbol length or longer than the 

maximum symbol length, it will not be detected. A pulse detected in the wrong slot affects both 

symbols either side of the pulse, but has no affect on the remaining symbols in the packet.

Thus, in the case of DPIM, since a single slot error has the potential to affect all the remaining 

bits in a packet, this makes the BER a meaningless measure of performance. Consequently, for 

the remainder of this thesis, the packet error rate (PER) is used when evaluating the error 

performance of modulation techniques. This is in accordance with the majority of network 

protocols, such as Ethernet and IEEE 802.11, which use packet based error detection and 

automatic repeat request [2, 134].
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A packet is considered to be in error if one or more slots within the packet are in error. For a 

packet containing D bits of HD random data, the average number of slots contained within the 

packet is LavgD / log2 L and hence, the PER may be derived from [18] as:

PER = l - ( l -/>„,x ,DPm (4.11)

where P e,siot,D PiM  is the probability of slot error. When P e,siot,D PiM  «  this may be approximated

as:

PER~ h ^ P  IM. (4.12)
log2 L

Packet lengths vary depending on the network protocol used. For example, the payload of an 

IEEE 802.11 packet may contain between 0 and 2500 bytes of data [2], whereas Ethernet packet 

payloads vary between 46 and 1500 bytes [134]. Figure 4.6 shows the relationship between PER 

and probability of slot error for 16-DPIM(NGB) using various packet lengths. Clearly, since 

longer packets contain more slots, they require a lower probability of slot error in order to 

achieve the same PER as shorter packets. Depending on the packet lengths in question, this 

reduction can be greater than an order of magnitude. Similarly, the probability of slot error 

required for a given PER decreases as L increases. Throughout this thesis, all analysis and 

results are based on a fixed packet length of 1 kByte, i.e. 1024 bits.
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■ 128 bits 
■1024 bits 
■2500 bits

Fig 4.6: PER versus probability of slot error for 16-DPIM(NGB) using various packet lengths

4.5 DPIM Receiver Structure

As highlighted by Shiu and Kahn for DPPM, since symbol boundaries are not known prior to 

detection, the optimal soft-decision decoding of DPIM would require the use of MLSD, even in 

the absence of coding or ISI [120, 121]. In practise, this means that for a packet containing n 

slots and w pulses, the receiver would have to compare the received sequence with every 

possible combination of w pulses in n slots. Even for very short packet lengths of say 64 bits, a 

16-DPIM(NGB) packet would contain on average 136 slots of which 16 would be ones. There 

fl3 6 ^
are

16v
~ 1020 possible combinations of 16 pulses in 136 slots, and clearly, comparing the

received sequence against each of these is unfeasible. Thus, the most likely method of detection 

for DPIM is hard decision decoding using a threshold detector.
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As illustrated in Fig. 4.7, a DPIM receiver employing hard-decision decoding is functionally 

identical to the hard-decision receivers already described in chapter 3 for OOK and PPM(TH). 

The receiver consists of a continuous-time filter with an impulse response r(t), which is matched 

to the transmitted pulse shape pit). The filter output is sampled at the end of each slot period, 

and a one or zero is assigned depending on whether the sample is above or below the threshold 

level. A DPIM decoder is then used to convert the slot sequence back into a bit sequence.

Received
DPIM
signal

Output bit 
sequence

sample

DPIM
decoder

Unit energy 
filter r(t) 

(matched to 
Pit))

Fig. 4.7: Hard-decision DPIM receiver

As illustrated in Fig. 4.8, the functionality of a DPIM decoder is very simple, since it merely 

counts the number of empty slots between successive pulses. The falling edge of a detected 

pulse is used to initiate a counter, which operates at the slot rate. On the rising edge of the next 

detected pulse, the count value is equal to the log2L bits which have been encoded in that 

particular symbol. The count value is loaded into the data store and the counter is then reset, 

ready to begin counting again on the falling edge of the pulse. The data bits can then be read out 

serially from the data store as required, which could either be as soon as they are available or at 

the end of the current packet. If the DPIM symbols contain a guard band, this is handled simply 

by delaying the initiation of the counter by a predetermined number of slots. Due to its simple 

functionality, a DPIM decoder is also easily implemented in hardware, or expressed using a 

hardware description language such as VHDL.
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sequence 2 I Data sequence

Counter'W
lo^L store

... ^

reset

Fig. 4.8: Block diagram of a DPIM demodulator

Since DPIM symbol lengths are variable, the overall data rate is also variable. Within a network 

environment, packet buffers are generally used in both the transmitter and receiver, and hence, 

the variable data rate does not pose a problem. If a fixed throughput is required, then one 

solution is to employ a dual mapping technique, as suggested by Shiu and Kahn for DPPM 

[121], whereby source bits are mapped to symbols either normally or in reverse fashion, which 

ever yields the shorter number of slots. A flag slot is added at the beginning of the packet to 

indicate the choice of mapping used, and empty slots are appended to the end of the packet until 

the mean packet duration is reached.

If DPIM is required to operate in a non packet based real time fixed throughput application, one 

method of achieving this is to use a first-in first-out (FIFO) buffer in both the transmitter and 

receiver, as illustrated in Fig. 4.9.

Fixed
rate

output

Fixed
rate
input

Channel

Variable throughput

Transmitter

DPIM
Modulator

DPIM
Demodulator

Receiver

TX FIFO RX FIFO

Fig. 4.9: Using DPIM in a fixed throughput system

By setting the slot rate such that DPIM yields the same average data rate as the fixed throughput 

required, and operating the FIFOs at nominally half full, the variable data rate of the DPIM 

sequence is effectively masked from the rest of the fixed rate system. The FIFOs must be
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sufficiently large to avoid underflow and overflow errors, and the minimum required size may 

be determined from the source data statistics. If a succession of symbols are transmitted which 

are shorter than the average symbol length, the DPIM data rate will be momentarily faster than 

the fixed data rate, causing the transmitter FIFO to empty and the receiver FIFO to fill. 

Conversely, if a number of longer duration symbols are transmitted, the DPIM data rate will be 

momentarily slower than the fixed rate, causing the transmitter FIFO to fill and the receiver 

FIFO to empty.

4.6 Error Performance on Nondistorting Channels

4.6.1 DPIM with no guard band

Since the average duty cycle of a DPIM encoded packet is 1jL avg , it follows that each pulse 

must have an amplitude of LmgPavg in order to maintain an average optical power of Pavg, 

assuming rectangular shaped pulses are used. A unit-energy filter matched to the transmitted 

pulse shape pit) has a rectangular impulse response r{t) with amplitude 1 and duration Ts. 

As illustrated in Fig. 4.10, in the absence of noise, the peak output of this filter when a pulse is 

transmitted is 4 E  = LavgRPavĝ jr~s • When an empty slot is transmitted, the peak output of the 

matched filter is 0.

Detected pulse 
▲

Output of matched filter

L RPavg avg l  r p  V r -avg avg s

>  t >  t

Fig. 4.10: Matched filter output for detected DPIM pulse
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Thus, in the presence of AWGN with double-sided PSD N 0 / 2 , the probability of slot error for 

DPIM(NGB) using hard decision decoding may be derived from [95] as:

Pe,slot,D PIM  (NGB) ~  P ( P l i e ) Q
' 4 E - a + P(zero)Q

r \
a

(4.13)

where P(one) and P(zero) are the a priori probabilities of getting a pulse and an empty slot, 

respectively, as given by:

P(one) = —-— and P(zero) =  ̂ avg - (4.14)
avg avg

As discussed in section 4.6.3, when the probability of error is low, a threshold level set midway 

between expected one and zero levels is very close to the optimum value. Thus, when

a  = J e /2  , (4.13) reduces to:

e,slot,DPIM (NGB) =  Q
2Nn

(4.15)

Note that in the above expression, E  is the energy of a symbol, which encodes log2L bits of data. 

Hence, the average energy per bit, Eb, is given as:

Eb =
log2 L

(4.16)

Thus, (4.15) may be expressed in terms of Eb/N 0 by substituting for E. Note that, since 

4 e  = Lavg RPavg -yjT) , substituting for Ts from (4.1), Eb may be expressed simply as:
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E „  =
E

log 2 L log 2 L
=  L avg (4.17)

The average optical power requirements and bandwidth requirements of DPIM(NGB) are 

plotted in Fig. 4.15 for various L. In Fig. 4.15, the average optical power requirement is 

normalized to that required by OOK-NRZ to send 1 kByte packets at an average PER of 10'6 

and the bandwidth requirement is also normalized to OOK-NRZ. Note that the power 

requirements assume that an optimum threshold level is used, as covered in detail in section 

4.6.3. The performance of the scheme on nondistorting channels limited by AWGN is discussed 

in section 4.6.4.

4.6.2 DPIM with one guard slot

When a guard band is employed, upon detection of a pulse the following slot(s) contained 

within the guard band are automatically assigned as zeros, regardless of whether or not the 

sampled output of the receiver filter is above or below the threshold level. In the case of 

DPIM(IGS), the probability of slot error for any given slot is dependent on the decision made 

for the previous slot. Thus, there are four possible scenarios which need to be considered:

(i) The previous slot was a one and was correctly detected

If the previous slot was a one, the current slot is a guard slot and therefore must be a zero. Since 

the receiver detected the previous slot correctly, the current slot is automatically assigned a zero, 

and consequently it is not possible for an error to occur in the current slot. Thus,

P„,o,=  0- (4.18)
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(ii) The previous slot was a one but was falsely detected as a zero

If the previous slot was a one, the current slot is a guard slot and must therefore be a zero. 

However, since the previous slot was incorrectly detected as a zero, the receiver will not 

automatically assign a zero to the current slot. Therefore, a wrong decision could be made 

should a false alarm error occur in the current slot. The probability of this occurring is given by:

e,slot Q
avg

[4 e - a ] n
/ \ 

a

(>o/2 J Id[>o/2 J (4.19)

In this expression, the first term represents the probability that the previous slot was a one, the 

second term is the probability of that one being detected as a zero, and the third term is the 

probability that the current slot is falsely detected as a one. Clearly, when the probability of 

error is low, this scenario contributes very little to the overall average probability of slot error, 

since an erasure error and a false-alarm error must occur in adjacent slots.

(iii) The previous slot was a zero and was correctly detected

If the previous slot was a zero, the current slot could be either a one or a zero. Since the 

previous slot was correctly detected, the current slot is not automatically assigned a zero. Thus, 

the expression for the probability of error for the current slot is given as:

P — ■e,slot
- i ) l ~ Q

r \  
a

avg /-I

i h n  - 1) Q
avg

r \
a

V ^o /2
Q

avg

4 e  - a (4.20)

In this expression, the first term represents the probability of a zero and the second term is the 

probability of that zero being correctly detected. The third term is simply the probability of error 

for the current slot, as given in (4.13) for DPIM(NGB).
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(iv) The previous slot was a zero but was falsely detected as a one.

If the previous slot was falsely detected as a one, the current slot is incorrectly assumed to be a 

guard slot and the receiver automatically assigns a zero to it. If the current slot should be a one, 

then an error will occur. The probability of this occurring is given by:

p =■e,slot
-i)

Q
avg

a

V ^ / 2 avg
(4.21)

The first term represents the probability of a zero, the second term is the probability of that zero 

being falsely detected as a one, and the third term is the probability that the following slot is a

one.

Thus, putting these possible scenarios together in one expression, the probability of slot error 

for DPIM(IGS) is given by:

e,slot,DPIM (IGS)

K *  - i )
avg

Q
avg

•>[e - cl 

V^o/2

\  r \
a

Q
J-

K  - i)
avg

l - Q

a
Q

avg

4 e - a  

V^o/2
+ Ks - 1) Q

r ^
a

j

\
a

avg avg

(4.22)

Using the optimum threshold level, as discussed in section 4.6.3, the average optical power 

requirements and bandwidth requirements of DPIM(IGS) are plotted in Fig. 4.15 for various L. 

The performance of the scheme on nondistorting AWGN channels is discussed in section 4.6.4. 

As previously mentioned, the average optical power requirement in Fig. 4.15 is normalized to 

that required by OOK-NRZ to send 1 kByte packets at an average PER of 10'6, and the 

bandwidth requirement is also normalized to OOK-NRZ.
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4.6.3 Optimum threshold level

Assume OOK is used to transmit an information sequence comprising of IID random data, and 

the transmitted signal is corrupted by signal-independent AWGN. If the received signal is 

passed through a matched filter and sampled at the optimum point, let s0 denote the sample 

value of any given bit in the sequence. There are two conditional probability density functions 

for s0, depending on whether a one or a zero was sent, as illustrated in Fig. 4.11.

P(So)

P(error | one)' •P(error | zero)

opt -  2

Fig. 4.11: Conditional probability density functions of s0 

in the presence of signal independent AWGN

Since the AWGN is independent of the signal, the probability density functions are 

symmetrical, and are given by [95]:

i
P(s0 | zero) = —= — e 2°2 , (4.23)

V27ia

i (*o-£)2
P(s0 I one). .—  • e 2°2 , (4.24)

V27ta

where P(s0 | zero) is the probability of s0 given that a zero was sent, P(s0 | one) is the 

probability of s0 given that a one was sent, and a  is the standard deviation of the AWGN. A

decision is made by comparing s0 with the threshold level a , and assigning a one if s0 > a  and
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a zero otherwise. There are two possible ways in which errors can arise. If a one was sent and 

s0 < a , an erasure error occurs, as illustrated by the shaded area to the left of a  in Fig. 4.11. 

The probability of erasure error is given by [95]:

a
P(error \ one) = J P(s0 | one) ds0 . (4.25)

Similarly, if a zero was sent and s0 > a , a false alarm error occurs, as illustrated by the shaded 

area to the right of a  in Fig. 4.11. The probability of false alarm error is given by [95]:

oo

P(error \ zero) = J P(s0 \ zero) ds0 . (4.26)
a

Thus, the overall probability of error is given by [95]:

a  oo

Pierror) = P(one) • 1 ^ 0  | one) ds0 + P(zero) • J P(s0 \ zero) ds0 . (4.27)
—oo (X

The optimum threshold level, i.e. that which minimises the probability of error, may be found 

by differentiating (4.27) with respect to a, and then solving for the threshold level that set the 

derivative equal to zero [95, 96]. In the case of OOK, since ones and zeros are equally likely 

and the probability distributions are identical, the optimum threshold level occurs at the point at 

which the two conditional probability density functions intersect, which is midway between 

expected one and zero levels [96,135]. Thus, for OOK, a opt = E /2 .

With the exception of 2-DPIM(NGB), for all orders of DPIM(NGB) and DPIM(IGS), the 

probability of receiving a zero is greater than the probability of receiving a one. Therefore, the
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optimum threshold level does not lie midway between expected one and zero levels. Intuitively, 

since zeros are more likely, it is apparent that the probability of error can be improved by using 

a threshold level which is slightly higher than the midway value. This increases the probability 

of correctly detecting a zero, at the expense of increasing the probability of an erasure error. 

However, since zeros are more likely, an overall improvement in average error performance is 

achieved.

Generally, the cost of mistaking a zero for a one is the same as the cost of mistaking a one for a 

zero. In this case, if the probability densities are scaled by the a priori probabilities given in 

(4.14), then the optimum threshold level occurs where the probability densities intersect [135], 

as illustrated in Fig. 4.12.

P(?o)

opt
2

Fig. 4.12: Scaled conditional probability density function of sQ for P(zero) > P(one)

At the point of intersection,

{ s p - E f  s02
P(one).—p = - -e  2°2 = P(zero)• .—  e 2°2 . (4.28)

V2jta V27ia

Therefore, the optimum threshold level is equal to the value of 50 which satisfies:
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{s0- e Y  __£ol
f ( s 0) = P(one).—= — -e 2°2 - P(zero)•- j = - -e 2°2 = 0 . (4.29)

V271CT V27ta

In order to find the optimum threshold level from (4.29), the Newton-Raphson procedure for 

solving nonlinear equations may be used. The Newton-Raphson iteration procedure for 

obtaining an approximation to the root of f { x )  is given by [136]:

f ix  )
•*n+l =  X n 7 7 7  \ i n ~ ^ v )  • (4.30)

f \ Xn )

Thus, differentiating (4.29) with respect to sq:

f ' ( s 0) = P(one) • - e 2°2 -  P (ze ro )--~ -e  2°2 = 0 . (4.31)

Starting with an initial guess of a midway threshold level, i.e. a  = E /2 , the Newton-Raphson 

method finds the optimum threshold level to a good degree of accuracy after several iterations.

For various PERs, based on a packet length of 1 kByte, the optimum threshold level was 

determined iteratively for various orders of DPIM(NGB) and DPIM(IGS). The method used to 

achieve this involves making an initial guess for Pavg, and then iteratively determining the 

optimum threshold level and hence, the minimum PER. This value is then compared with the 

target PER and, if necessary, Pavg is adjusted and the whole process repeated until the target 

PER is reached. The optimum threshold level versus PER for DPIM(NGB) and DPIM(1 GS) are 

plotted in Figs. 4.13(a) and 4.13(b), respectively. In both figures, the optimum threshold level is 

normalized to the expected matched filter output when a one is transmitted.
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Fig. 4.13: Normalized optimum threshold level versus PER: 

(a) DPIM(NGB), and (b) DPIM(IGS)
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From Figs. 4.13(a) and (b) it is clear that as the probability of error falls, i.e. as the SNR 

increases, the optimum threshold level tends towards the midway value for both DPIM(NGB) 

and DPIM(IGS). With the exception of moving from 2-DPIM(NGB) to 4-DPIM(NGB), it is 

also evident that increasing L moves the optimum threshold level further away from the midway 

value. For example, at a PER of 10‘6, the optimum threshold level for 4-DPIM(NGB) is 0.5 % 

above the midway value, and this increases to -3.3 % when 32-DPIM(NGB) is used. This is due 

to the fact that increasing the number of bits per symbol increases P(zero) and decreases P{one), 

thereby moving the point of intersection of the scaled conditional probability density functions 

further away from the midway value. 2-DPIM(NGB) is the one case where the probability of a 

one is greater than the probability of a zero. Consequently, the optimum threshold level lies 

below the midway value. Increasing the order from 2-DPIM(NGB) to 4-DPIM(NGB) actually 

brings the a priori probabilities closer together, and consequently results in an optimum 

threshold level which is closer to the midway value. Comparing DPIM(NGB) and DPIM(IGS), 

for any given L and PER, the normalized optimum threshold level is slightly higher for 

DPIM(IGS). This is due to the fact that the presence of the guard slot increases P(zero) and 

reduces P(one), which consequently increases the optimum threshold level slightly. The 

difference between the two schemes is more pronounced for small values of L, where adding a 

guard slot has a more significant effect on the a priori probabilities. As an example, for a PER 

of 10'6, adding a guard slot increases the normalised optimum threshold level by -1 % for L = 4, 

whilst the increase is just -0.2 % for L -  32. Nevertheless, for an average PER of 10'6, the 

optimum threshold level is within 3.5 % of the midway value for all orders of DPIM(NGB) and 

DPIM(IGS) considered.

In order to quantify the extent to which the choice of threshold level affects error performance, 

the average optical power penalty incurred when using a midway threshold level as oppose to 

the optimum level is plotted in Fig. 4.14 for both DPIM(NGB) and DPIM(IGS). The power 

penalties are based on a PER of 10'6 and a packet length of 1 kByte.
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Fig. 4.14: Average optical power penalty incurred when using a midway threshold level versus 

number of bits per symbol for DPIM(NGB) and DPIM(IGS)

From Fig. 4.14 it is clear that, in terms of average optical transmit power, there is very little 

difference between using a midway threshold level and the optimum value. For both 

DPIM(NGB) and DPIM(IGS), the power penalty increases as the number of bits per symbol is 

increased, due to the fact that the a priori probabilities move further apart. The one exception to 

this is moving from 2-DPIM(NGB) to 4-DPIM(NGB), which lowers the power penalty due to 

the fact that, as previously stated, the a priori probabilities move closer together. The power 

penalties for DPIM(IGS) are slightly higher than they are for DPIM(NGB), again due to the a 

priori probabilities being further apart for any given L. Of the schemes considered, 

32-DPIM(lGS) benefits the most from using an optimum threshold level, but this still only 

yields a mere -0.08 dB reduction in average optical transmit power compared with a midway 

threshold level.

4.6.4 Performance comparison

In order to compare the performance of DPIM(NGB) and DPIM(IGS) on a nondistorting 

channel limited by AWGN, the average optical power requirement versus bandwidth 

requirement is plotted for both schemes in Fig. 4.15. To aid comparison, similar curves are also
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plotted for OOK and PPM. Note that following [120, 121], the average optical power 

requirement is normalized to that required by OOK-NRZ to send 1 kByte packets at an average 

packet error rate of 10'6. The bandwidth requirement is also normalized to OOK-NRZ.

OOK

DPIM(NGB) 

DPIM(IGS)

PPM (TH detector) 

PPM (MAP detector)
RZ (0.5)

RZ (0.33)
RZ (0.25)

2 3 4 5

Normalized bandwidth requirement

Fig. 4.15: Normalized average optical power requirement versus normalized bandwidth 

requirement for various modulation techniques operating on a nondistorting AWGN channel

In a similar manner to PPM, both DPIM(NGB) and DPIM(IGS) yield an average optical power 

requirement which decreases steadily as L increases. For any given Z, due to the inclusion of a 

guard slot, DPIM(IGS) has a lower average duty cycle compared with DPIM(NGB), and 

consequently achieves a higher peak-to-mean power ratio. As a result, DPIM(IGS) has a 

slightly lower average optical power requirement compared with DPIM(NGB), which is 

achieved at the expense of a slightly higher bandwidth requirement. As Z increases, the
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difference in performance between the two DPIM schemes diminishes, since the inclusion of a 

guard slot has less effect on the average duty cycle for larger values of L.

Comparing the performance of the two DPIM schemes with OOK, it is evident that there is little 

point in using DPIM to encode a single bit per symbol, since OOK-NRZ outperforms 

2-DPIM(NGB) and 2-DPIM(lGS) both in terms of power efficiency and bandwidth efficiency. 

For L>  2, both DPIM schemes yield a reduction in average optical power requirement 

compared with OOK-NRZ, at the expense of an increased bandwidth requirement.

Comparing the performance of both DPIM schemes with PPM using a threshold detector, it is 

clear that, for a given number of bits per symbol, PPM(TH) has a lower average power 

requirement compared with DPIM, all be it at the expense of an increased bandwidth 

requirement. This is due to the fact that each PPM symbol has a fixed duty cycle of 1/L, 

whereas DPIM symbols have a variable duty cycle, the average of which is higher than 1/L. 

Consequently, for any given L, PPM yields a higher peak-to-mean power ratio than both 

DPIM(NGB) and DPIM(IGS). However, for any given L, DPIM symbols contain, on average, 

only approximately half the number of slots of PPM symbols. By exploiting this fact, DPIM can 

encode an additional bit per symbol, thereby giving an improvement in both power efficiency 

and bandwidth efficiency over PPM(TH). To highlight this point, consider the performance of 

32-DPIM(lGS) and 16-PPM(TH). 32-DPIM(lGS) has an average duty cycle of 1/17.5 

compared with 1/16 for 16-PPM. Consequently, due to its higher peak-to-mean power ratio, 

32-DPIM(lGS) requires -0.7 dB less average optical power than 16-PPM(TH). In addition to 

this, since 32-DPIM(lGS) encodes 5 bits per symbol, it has a normalized bandwidth 

requirement of 3.5, compared with 4 for 16-PPM.

Compared with PPM using a MAP detector, encoding an additional bit per symbol allows 

4-DPIM(NGB) and 4-DPIM(lGS) to offer an improvement in both power efficiency and 

bandwidth efficiency over 2-PPM(MAP). 8-DPIM(lGS) also yields a small improvement in 

power efficiency and bandwidth efficiency over 4-PPM(MAP), whilst 8-DPIM(NGB) is slightly
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less power efficient. However, for L > 8, encoding an extra bit per symbol is not sufficient to 

make DPIM more power efficient than PPM(MAP). As an example, 32-DPIM(lGS) requires a 

~0.7 dB increase in average optical power requirement in order to achieve the same level of 

performance as 16-PPM(MAP).

4.7 Summary

In this chapter, the basic properties of DPIM have been presented, and its performance on 

nondistorting AWGN channels has been analysed. DPIM has been shown to offer a number of 

advantages over OOK and PPM, making it a worthy contender for use in indoor optical wireless 

communication systems. The unique symbol structure of DPIM results in a simplified receiver 

design, since symbol synchronisation is not required. In addition to this, DPIM is a more 

bandwidth efficient modulation technique compared with PPM, since DPIM symbols contain, 

on average, fewer slots than PPM symbols, for any given L. As an example, 16-DPIM(NGB) 

requires just -53 % of the bandwidth required by 16-PPM. Unfortunately, this fact also means 

that DPIM has an inferior peak-to-mean power ratio compared with PPM, which results in an 

increased average optical power requirement. Comparing the same two codes, 16-DPIM(NGB) 

has a -1.3 dB higher average optical power requirement than 16-PPM(TH). However, by 

encoding an additional bit per symbol, DPIM can outperform PPM using a threshold detector 

both in terms of power efficiency and bandwidth efficiency. As an example of this, 

32-DPIM(NGB) has a -0.6 dB lower average optical power requirement than 16-PPM(TH), and 

requires 17.5 % less bandwidth. If MAP detection is used, then PPM offers a lower average 

optical power requirement than DPIM(NGB) and DPIM(IGS) for L > 8, though this is 

achieved at the expense of a more complex receiver structure.

Adding a guard band to each DPIM symbol increases the peak-to-mean power ratio of the 

scheme, and thus results in a lower average optical power requirement, which is achieved at the
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expense of a slightly higher bandwidth requirement. For example, 16-DPIM(1GS) has a -0.2 dB 

lower average optical power requirement than 16-DPIM(NGB), but requires -12 % more 

bandwidth. However, the main objective of the guard band is to provide a simple means of 

making the scheme more resistant to ISI resulting from multipath propagation. This subject is 

discussed in detail in chapter 6.

Whilst DPIM is a more bandwidth efficient scheme compared with PPM, it does have a greater 

proportion of its power located in the vicinity of DC. Although small in comparison with OOK, 

this fact does suggest that DPIM will be more sensitive to the effects of baseline wander 

compared with PPM. Consequently, this will limit the maximum electrical high-pass filter cut- 

on frequency which can be used, thereby making it a less effective method for mitigating the 

interference emanating from artificial sources of ambient light. This subject is focussed on in 

chapter 5.

Thus, DPIM is a promising modulation technique for use in indoor optical wireless 

communication systems. However, in order to provide a better assessment of its suitability, the 

performance of the scheme must be evaluated in the presence of artificial light interference and 

multipath dispersion This analysis is carried out in chapters 5 and 6, respectively.
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Chapter 5

The Effect of Ambient Light Sources 

on Link Performance

5.1 Introduction

Infrared transceivers operating in typical indoor environments are subject to intense ambient 

light, emanating from both natural and artificial sources. The average power of this background 

radiation generates shot noise, which is accurately modelled as white, Gaussian and independent 

of the received signal [18]. In addition to this, artificial sources of ambient light also generate a 

periodic interference signal, which has the potential to significantly degrade link performance. 

Of all the artificial sources of ambient light, fluorescent lamps driven by electronic ballasts are 

potentially the most degrading, since the resulting interference signal contains harmonics of the 

switching frequency which can extend into the MHz range [15, 16]. Consequently, in this 

chapter, consideration is limited to this type of interference source.

88



The most widely adopted technique used to mitigate the effect of ambient light interference is 

electrical high-pass filtering, which may be achieved in practice by tuning the AC coupling 

between successive amplifier stages [15]. However, whilst electrical high-pass filtering may be 

effective in attenuating the interference signal, it also introduces a form of ISI known as 

baseline wander, which is more severe for baseband modulation techniques which contain a 

significant amount of power at DC and low frequencies. The higher the high-pass filter (HPF) 

cut-on frequency, the greater the attenuation of the interference signal, but also the more severe 

the baseline wander. Thus, a trade off exists between the extent of fluorescent light interference 

rejection and the severity of baseline wander [89, 137]. In this chapter, electrical high-pass 

filtering is investigated as a means of mitigating the effect of high frequency fluorescent light 

interference. This analysis includes the effect of baseline wander, and determines optimum HPF 

cut-on frequencies which minimize the overall power penalty.

In terms of operating environment, there are numerous factors which affect the performance of 

an indoor infrared wireless system, such as: the number, type and location of artificial light 

sources within a room; the location, orientation and directionality of the transmitter and 

receiver; the existence of natural ambient light, and if so, the size and location of windows, 

along with the weather conditions. Due to the existence of such a large number of factors, it is 

convenient to evaluate the performance by considering a typical indoor environment. To 

facilitate comparison with published research in this area, two cases of ambient light conditions 

first chosen by Moreira et. al. [15] in a similar study are used. These cases are as follows:

Case 1: No interference:

Natural (solar) ambient light, generating an average photocurrent IB of 200 pA.

Case 2: Fluorescent light interference:

Natural ambient light as in case 1, plus electronic ballast driven fluorescent light, 

generating an average photocurrent of 2 pA, thus giving a total average background 

photocurrent of 202 pA.
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The major differences between electronic ballast driven fluorescent lamps offered by different 

manufacturers are the switching frequency used, which are typically in the range 20 - 40 kHz, 

and the relative strengths of the high frequency and low frequency components [84, 85]. Unlike 

the case of lamps driven by the power line, emissions from lamps driven by different electronic 

ballasts are generally not synchronised. Hence, for a given time-averaged fluorescent-induced 

photocurrent, corresponding to a given level of illumination, the waveform from one or more 

tubes driven by a single ballast will generally have the greatest possible amplitude excursion 

and slope, and will thus represent the worst case [16]. In this analysis, the fluorescent light 

interference signal is generated using the model developed by Moreira et. al. [84, 85].

In this chapter, the performance of DPIM(NGB) and DPIM(IGS) operating at bit rates of 1, 10 

and 100 Mbit/s is considered. For comparison, OOK-NRZ (hereafter referred to as OOK), 

PPM(TH) and PPM(MAP) are also evaluated. Throughout the chapter, all power requirements 

are normalized to the average optical power required by OOK to send 1 Kbyte packets at an 

average PER of 10*6 when operating at 1 Mbit/s in the absence of fluorescent light interference 

and electrical high-pass filtering. The remainder of this chapter is organised as follows. Section

5.2 describes the model used to generate the fluorescent light interference signal. In section 5.3, 

numerical analysis is used to evaluate the performance of the three schemes in the presence of 

fluorescent light interference without high-pass filtering. Section 5.4 examines the effect of the 

baseline wander introduced by the high-pass filter, in the absence of fluorescent light 

interference. In section 5.5, optimum high-pass filter cut-on frequencies are determined, and 

using these optimum values, power penalties are estimated in order to evaluate the effectiveness 

of high-pass filtering in mitigating the effect of fluorescent light interference. Finally, the main 

findings of the chapter are summarized in section 5.6.
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5.2 Fluorescent Lamp Model

Based on extensive measurements of a variety of fluorescent lamps driven by electronic ballasts, 

Moreira et. al. produced a model to describe the interference signal [84, 85]. All measurements 

were taken using an optical long-pass filter, and consequently, the values used in the model 

reflect this particular case. The interference signal is comprised of a low frequency component, 

similar to that of a fluorescent lamp driven by a conventional ballast, and a high frequency 

component, which is generated by the switching circuit of the electronic ballast. Thus, the zero 

mean periodic component of the photocurrent mji(t) is given as [84, 85]:

+ (5.1)

The low frequency component may be expressed as [84, 85]:

I  20
m iow (0  = ■- f -  2  t cos(27*(l00/ -  50)t + cpf) + Wf cos(2jt • 100/r + <[>,)], (5.2)

A  i=l

where O, and T , are the amplitudes of the odd and even harmonics of 50 Hz, respectively, given 

by [84, 85]:

= 10(-13.Mn(l00l-50)+27.l)/20 1 < * < 20 , (5.3)

XJ/. = 10(-2°.81n(100/)+92.4)/20 1 < / < 20, (5-4)

and (pi and <{>, are the phase of the odd and even harmonics of 50 Hz, respectively, as given in 

Table 5.1. A\ is the constant that relates the interference amplitude with IB, taken to be 5.9 in this 

analysis, and IB is the average photocurrent generated by the fluorescent lamp, taken to be 2 pA.
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i <P« (rad) 4\  (rad) i (Pi (rad) (J), (rad)
1 4.65 0 11 1.26 6.00
2 2.86 0.08 12 1.29 6.17
3 5.43 6.00 13 1.28 5.69
4 3.90 5.31 14 0.63 5.37
5 2.00 2.27 15 6.06 4.00
6 5.98 5.70 16 5.49 3.69
7 2.38 2.07 17 4.45 1.86
8 4.35 3.44 18 3.24 1.38
9 5.87 5.01 19 2.07 5.91
10 0.70 6.01 20 0.87 4.88

Table 5.1: Low frequency component phase values

The high frequency component may be expressed as [84, 85]:

" w  (0=■- f  £  r , cos(27t/%ft j t  + Bj),  (5.5)
A 2 j =1

where Tj and 0; are the amplitude and phase of the harmonics, fu &h is the electronic ballast 

switching frequency, and A2 is the constant that relates the interference amplitude to IB, taken to 

be 2.1 in this analysis. The parameters f high, Iy and 0y depend on the type of electronic ballast, 

and vary from one manufacturer to the next. In this work, fhigh is taken to be 37.5 kHz and the 

parameter values given in Table 5.2 represent a particular case with this switching frequency.

j Ty (dB) Qj (rad) j Iy (dB) Qj (rad)
1 -22.2 5.09 12 -39.3 3.55
2 0 0 14 -42.7 4.15
4 -11.5 2.37 16 -46.4 1.64
6 -30.0 5.86 18 -48.1 4.51
8 -33.9 2.04 20 -53.1 3.55
10 -35.3 2.75 22 -54.9 1.78

Table 5.2: High frequency component amplitude and phase values

For the chosen switching frequency of 37.5 kHz, there are 750 cycles of the high frequency 

component per cycle of the low frequency component. With 1B = 2 pA, one complete cycle of
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the low frequency component and three complete high frequency component cycles of the 

interference photocurrent are shown in Fig. 5.1.
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Fig. 5.1: Photocurrent generated by the interference signal:

(a) low frequency component, and (b) high frequency component

5.3 The Effect of Fluorescent Light Interference Without Electrical 

High-Pass Filtering

5.3.1 OOK

A block diagram of the OOK system under consideration is shown in Fig. 5.2.
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(sometimes noise  
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Fig. 5.2: Block diagram of the OOK system
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The transmitter filter has a unit-amplitude rectangular impulse response pit), with a duration of 

one bit, Tb. The output of the transmitter filter is scaled by the peak detected signal photocurrent 

2RPavg, where R is the photodetector responsivity and Pavg is the average received optical signal 

power. The fluorescent light induced photocurrent, mjit), is then added to the signal, along with 

the signal independent shot noise, nit), which is modelled as white and Gaussian, with a double­

sided power spectral density, No/2, given as [17]:

(5.6)

where q is the electron charge and 1B is the average photocurrent generated by the background 

light, which is taken as 202 pA. In this section, the HPF is omitted and the detected signal is 

passed directly to a unit energy filter with an impulse response lit), which is matched to pit). 

The filter output is sampled at the end of each bit period, and a one or zero is assigned 

depending on whether the signal is above or below the threshold level at the sampling instant.

The threshold level is set to its optimum value of a opt = RPavg > which is midway between 

expected one and zero levels.

The output of the matched filter due to the fluorescent light interference signal, sampled at the 

end of each bit period, is given as [16]:

(5.7)

where the symbol 0  denotes convolution. By considering every bit over a 20 ms interval (i.e. 

one complete cycle of %(?)) and averaging, the probability of bit error is given as [16]:

1 -vi
Pe,bit,OOK  = T 7 7  /  j2 M ~ Q

RPa,gJh +mk] , J  RP<*gJh-m
JnJ2 n 4WJ2

/-I
(5.8)
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where M  is the total number of bits over a 20 ms interval. For a given packet length, D, the 

probability of bit error may be converted into a corresponding PER using the expression derived 

from [18] as:

PER = \ - { \ - P ei[,'00K)D. (5.9)

In order to achieve viable simulation run times, a number of assumptions are required, as 

described below:

i) When analysing OOK operating at 1 Mbit/s, a sampling interval of 200 ns is used when 

generating the interference signal, giving 5 samples per bit duration. Maintaining 5 samples 

per bit duration at 100 Mbit/s would result in 107 samples per cycle of the interference 

signal, which is unfeasible. Therefore, when analysing bit rates of 10 Mbit/s and 100 Mbit/s, 

the sampling interval is held at 200 ns and linear interpolation is used to approximate the 

values of the interference amplitude in between the actual sample points. Since a sample 

interval of 200 ns gives -133 samples per high frequency component cycle, linear 

interpolation should provide reasonably good accuracy.

ii) With a switching frequency of 37.5 kHz, there are 750 cycles of the high frequency 

component per cycle of the low frequency component, and hence, the low frequency 

component may be assumed to be an offset which is constant over the duration of one high 

frequency component cycle. Rather than evaluating all of the 750 offset values, a single 

offset is used, which is equal to the RMS value of the low frequency component of the 

interference signal, taken over one complete cycle, i.e. 20 ms. Thus, two new interference 

signals are generated, one being a single high frequency cycle plus the offset and the other 

being a single high frequency cycle minus the offset. For each bit interval, the error 

probability is calculated for both signals and the mean value is then taken. This gives a

95



significant reduction in computation time, since only one high frequency cycle needs to be 

considered in order to evaluate the error probability.

In order to verify the accuracy of this method, the optical power penalty resulting from the 

fluorescent light interference was calculated using both the exact method arid the RMS offset 

method described above. It was found that for bit rates of 1, 10 and 100 Mbit/s the RMS 

offset method gives a power penalty which is just 0.23, 0.17 and 0.12 dB less than the exact 

method, respectively.

iii)For 10 Mbit/s and 100 Mbit/s analysis, only one bit period per sampling interval is evaluated. 

Since there are ~ 133 samples per high frequency component cycle, the variation in amplitude 

of the interference signal between bit periods within the same sampling interval will be 

small, and therefore this assumption should not result in a large inaccuracy.

For each bit rate under consideration, the PER was calculated and the average received optical 

signal power varied until the target PER of 10'6 was achieved. The normalized average optical 

power requirements for OOK, with and without fluorescent light interference, are plotted in 

Fig. 5.3.
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Fig. 5.3 : Normalized average optical power requirement versus bit rate for OOK 

with and without fluorescent light interference

From Fig. 5.3 it can be observed that, in the presence of fluorescent light interference, the 

average optical power required to achieve a given PER is almost the same for all three bit rates 

under consideration. Relative to the power requirements without interference, power penalties 

decrease as the bit rate increases. For bit rates of 1, 10 and 100 Mbit/s fluorescent light 

interference results in significant power penalties of 16.7,11.9 and 7.4 dB, respectively.

5.3.2 PPM

A block diagram of the PPM system, considering both threshold detection and MAP detection, 

is shown in Fig. 5.4.
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Fig. 5.4: Block diagram of the PPM system

The PPM encoder maps each block of log2L input bits to one of L  possible symbols. The 

symbols are passed to a transmitter filter, which has a unit-amplitude rectangular impulse 

response pit), with a duration of one slot Ts, where Ts = Tb log2 L /L . The output of the 

transmitter filter is scaled by the peak detected signal photocurrent LRPmg. The fluorescent light 

interference signal mji{t) is then added to the signal, along with the shot noise nit). In this 

section, the HPF is omitted and the detected signal is passed directly to a unit energy filter with 

an impulse response r(f), which is matched to pit). For the threshold detection based receiver, 

the filter output is sampled at the end of each slot, and a one or zero is assigned depending on 

whether the signal is above or below the threshold level at the sampling instant. In cases where 

no sample or more than one sample is above the threshold level, mediation is required. The

threshold level is set to a  = RPavg ijLTb log2 l / i , which is midway between expected one and

zero levels. Note that unlike OOK, this represents a suboptimal threshold level. However, in 

order to overcome the interference, the peak signal power to shot noise ratio must be high, and 

therefore a midway threshold is actually very close to the optimum value. For the MAP 

detection based receiver, the filter is sampled at the end of each slot period and each block of L 

samples are then passed to a soft decision detector, which assigns a one to the slot which 

contains the largest sample and zeros to the remaining slots.

For the analysis of PPM(TH), a similar approach to that outlined for OOK is employed, but in 

this case every slot is considered over a 20 ms interval, rather than every bit. The output of the 

matched filter due to the fluorescent light interference signal, sampled at the end of each slot
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period, is given by (5.7), with the sampling times replaced by t = kTb \og2 L /L .  The same 

assumptions are made in order to keep the run-times manageable, and it is necessary to change 

the sampling interval slightly in order to ensure that it is a multiple of the slot duration. The 

probability of slot error for PPM(TH) is given as:

1 N
°e,slot,PPM (JH ) ~ ~ 7 7 ^  

™ k=l iQRPavg yjLTb 1°§2 L fa  + mk +

(L-l)
Q

RPqyg ^ L T b log 2 L / 2 - m , (5.10)

where N  is the total number of slots over a 20 ms interval.

For a given packet length, D, the probability of slot error may be converted into a corresponding 

PER using the expression derived from [18] as:

PER = 1 -  (l -  Pe,sla,PPMiTH) L. (5.11)

For each bit rate and order under consideration, the PER was calculated and the average 

received optical signal power varied until the target PER of 10'6 was achieved. The normalized 

average optical power requirements for PPM(TH), with and without fluorescent light 

interference, are shown in Fig. 5.5.
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Fig. 5.5: Normalized average optical power requirement versus bit rate for PPM(TH) 

with and without fluorescent light interference

Similar to OOK, it is evident from Fig. 5.5 that the average optical power required by PPM(TH) 

to achieve a given PER in the presence of fluorescent light interference is almost independent of 

the bit rate. Relative to the power requirements without interference, power penalties at 1 Mbit/s 

range from 12.8 - 15.2 dB, whilst at 100 Mbit/s the range is 4.2 - 6.1 dB. Whilst these power 

penalties are slightly lower than those of OOK, they are nevertheless significant.

For PPM(MAP), rather than considering each slot individually, each o f the NIL symbols, 

consisting of L consecutive slots, must be considered together. Thus, for each symbol, a vector 

[miL+x m iL+2 ... mlL+L] is defined, where 0 < / < (NIL)-1, which represents the matched filter 

outputs due to the interference signal. A one is then assigned to each o f the L slots in turn, and 

the corresponding probability of symbol error is calculated using the union bound. From these L 

probabilities, the mean probability of symbol error is then calculated. This process is repeated 

for the next interference signal vector, and so on until all the symbols have been considered. The
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overall probability of symbol error is then found by averaging over all NIL symbols. 

Assumptions similar to those used in the analysis of OOK and PPM(TH) are made, but this time 

assumption (iii) is changed such that one symbol period per sampling interval is evaluated, 

rather than one bit period. Thus, the probability of symbol error for PPM(MAP) is given as [16]:

(W /lV-1 L L

e,symb,PPM (MAP)
X  t o

Q
j =1 Jt=l 

k * j

r p :avg VL1°g 2  LTb + miL+j ~ m ;iL+k

W o
(5.12)

For a given packet length of D bits, the probability of symbol error may be converted into a 

corresponding PER using the expression derived from [18] as:

PER = 1 -  (l -  Pt,m b,PPMmF) )D/logj 1 . (5.13)

For each bit rate and order under consideration, the PER was calculated and the average 

received optical signal power varied until the target PER of 10'6 was achieved. The normalized 

average optical power requirements for PPM(MAP), with and without fluorescent light 

interference, are shown in Fig. 5.6.
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Fig. 5.6: Normalized average optical power requirement versus bit rate for PPM(MAP) 

with and without fluorescent light interference

From Fig. 5.6 it is clear that for PPM(MAP), the average optical power required to achieve a 

given PER in the presence of fluorescent light interference is dependent on the bit rate. 

Interestingly, for any given Z, bit rates of 10 and 100 Mbit/s actually require less average optical 

power than the 1 Mbit/s case, with 10 Mbit/s yielding the lowest average power requirements. 

At 1 Mbit/s, power penalties are marginally lower than those of PPM(TH), ranging from 

11.6 - 13.5 dB. At 10 Mbit/s, power penalties are down to just 1.3 - 2.1 dB, whilst at 100 Mbit/s, 

fluorescent light interference does not result in a power penalty for any of the values of Z 

considered. The reduction in power penalty as the bit rate increases is due to the reduced 

variation of the fluorescent light interference signal over the duration o f one symbol. Since, in 

MAP detection, it is the values of the fluorescent light interference samples relative to other 

samples within the same symbol which is important, rather than the absolute values, this 

reduction lowers the probability of symbol error, thus reducing the power penalty.
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5.3.3 DPIM

A block diagram of the DPIM system under consideration is shown in Fig. 5.7.
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Fig. 5.7: Block diagram of the DPIM system

The DPIM encoder maps each block of log2L input bits to one of L possible symbols. The 

symbols are passed to a transmitter filter, which has a unit-amplitude rectangular impulse 

response p(t), with a duration of one slot Ts, where Ts = Tb log2 L/Lavg and Lavg is the average

symbol length in slots. The output of the transmitter filter is scaled by the peak detected signal 

photocurrent LavgRPavg. The fluorescent light interference photocurrent is then added to 

the signal, along with the shot noise n(t). In this section, the high-pass filter is omitted and the 

detected signal is passed directly to a unit energy filter, which has an impulse response r(t), 

which is matched to p(t). The filter output is sampled at the end of each slot period, and a one or 

zero is assigned depending on whether the signal is above or below the threshold level at the

sampling instant. The threshold level is set to a  = RPavg ̂ L avgTb log2 L j l ,  which is midway

between expected one and zero levels. Again, as with PPM(TH), note that this threshold level is 

suboptimal.

The output of the matched filter due to the fluorescent light interference signal, sampled at the 

end of each slot period, is given by (5.7), with the sampling times replaced by 

t = kTb log 2 LjL avg .
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Following a similar method used for the PPM(TH) analysis, again with the sampling interval 

changed slightly in order to ensure it is a multiple of the slot duration, the average probability of 

slot error for DPIM(NGB) is given as:

1
°e,slot,DPIM (NGB) ~ T 7 ^ ,  

”  *=1
Q

avg

R P a > g 4 L ™ gTb lo§2 L ! 2  +  m l
+

K  -i).
avg

R P a v g * jL « ,g T b log2 L / 2 ~

J -

(5.14)

where N  is the total number of slots under consideration, and Lavg is the average number of slots 

per symbol, as given in (4.2). For a given packet length of D bits, the probability of slot error 

may be converted into a corresponding PER using (4.11), with the substitution Lavg = (L + 1)/2 .

For each bit rate and order under consideration, the PER was calculated and the average 

received optical signal power varied until the target PER of 10'6 was achieved. The normalized 

average optical power requirements for DPIM(NGB), with and without fluorescent light 

interference, are plotted in Fig. 5.8.
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Fig. 5.8: Normalized average optical power requirement versus bit rate for DPIM(NGB) 

with and without fluorescent light interference

As previously observed for OOK and PPM(TH), it is evident from Fig. 5.8 that DPIM(NGB) 

also has average optical power requirements which are very similar for all three bit rates under 

consideration, when operating in the presence of fluorescent light interference. Again, relative 

to the power requirements without interference, power penalties are seen to fall as the bit rate 

increases. DPIM(NGB) has power penalties which are slightly higher than those of PPM(TH), 

ranging from 14.2 - 16.2 dB at 1 Mbit/s to 5.3 - 7 dB at 100 Mbit/s.

For DPIM(IGS), when calculating the probability of slot error for any given slot, k , it is 

necessary to consider both nik and m ^ .  The average probability of slot error is given as:
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X

Ve / 2 -m t_,

v ^

+

P(one) , (5.15)

where /V is the total number of slots under consideration, ^avg^b  1 ° § 2  L 1S the

expected output of the matched filter due to a one, LflVg is the average number of slots per 

symbol, as given in (4.3), and P{one) and P(zero) are the a priori probabilities of getting a pulse 

and an empty slot, respectively, as given in (4.14). The first term is the probability of slot error 

for the case when the previous slot is falsely detected as a zero. The second term is the 

probability of slot error given that the previous slot is correctly detected as a zero, and the third 

term is the probability of slot error when the previous slot is falsely detected as a one. Again, 

the probability of slot error may be converted into a corresponding PER using (4.11), with the 

substitution Lavg = (L + 3 )/2 .

For each bit rate and order under consideration, the PER was calculated and the average 

received optical signal power varied until the target PER of 10*6 was achieved. The normalized 

average optical power requirements for DPIM(IGS), with and without fluorescent light 

interference, are plotted in Fig. 5.9.
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Fig. 5.9: Normalized average optical power requirement versus bit rate for DPIM(IGS) 

with and without fluorescent light interference

From Fig. 5.9 it is again evident that when operating in the presence of fluorescent light 

interference, the power requirements are very similar for all three bit rates under consideration. 

Compared with DPIM(NGB), for any given L and bit rate, DPIM(IGS) has a marginally lower 

average optical power requirement. This is due to the fact that the inclusion of a guard band 

gives a slight improvement in power efficiency, as previously discussed in chapter 4. Again, 

relative to the power requirements without interference, power penalties are seen to fall as the 

bit rate increases. At 1 Mbit/s DPIM(IGS) has power penalties of 14.1 - 15.5 dB, which fall to 

5.2 - 6.4 dB at 100 Mbit/s.
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5.4 The Effect of Baseline Wander Without Fluorescent Light 

Interference

A sequence of pulses which is passed through a HPF experiences a variation in the nominal zero 

level, which at any given time is offset by an amount that is determined by the past history of 

the pulses [138]. This variation in the nominal zero level is a form of ISI known as baseline 

wander, which has a detrimental effect on the performance of baseband modulation techniques. 

In this section, the optical power penalty required to overcome the effect of baseline wander is 

investigated.

For all the analysis involving high-pass filtering throughout this chapter, the HPF is modelled as 

a first-order RC filter with a 3 dB cut-on frequency of / c, and an impulse response denoted as 

g(t). The response of the HPF to a single rectangular pulse of amplitude A and duration Tb may 

be expressed as [139]:

where RC is the filter time constant, which is related to the cut-on frequency by RC = l/2n fc .

through a HPF, the output is equal to the summation of the individual responses of the pulses 

within the sequence. Thus, for a bit sequence A \A 2 ... An, where Al n e  {0,l}, the output of a 

first order RC HPF at the end of the n*1 bit may be expressed as [89]:

Due to the principle of superposition of linear systems, if a sequence of such pulses is passed

(5.17)
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To illustrate the effect of baseline wander, consider 5 |xs of an 8-DPIM(lGS) sequence, 

operating at 1 Mbit/s, which is passed through a high-pass filter and then a unit-energy 

rectangular impulse response filter. Assume the input to the HPF consists of rectangular shaped 

pulses with an amplitude of 1 V, as shown in Fig. 5.10(a). The output of the HPF for a cut-on 

frequency of 100 kHz, i.e. f c/R b =0.1, is shown in Fig. 5.10(b). The output of the matched 

filter is shown in Fig. 5.10(c). Note the variation in the peak matched filter output as the pulse 

density varies, which has a detrimental effect on the error performance.

50
Time (us)

50
Time (us)

Time (us)

Fig. 5.10: 8-DPIM(lGS) sequence: (a) HPF input, (b) HPF output, and (c) matched filter output

For all the analysis involving high-pass filtering throughout this chapter, sequence lengths are 

carefully chosen to ensure that the output of the filter has reached a steady state, i.e. the signal 

has no DC component, prior to any analysis being carried out. Throughout the remainder of this 

chapter, HPF cut-on frequencies are generally normalized to the bit rate, denoted as f c/R b • 

Consequently, the power penalties calculated in this section (section 5.4) differ to those derived 

in the rest of this chapter since they are essentially independent of the bit rate.
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5.4.1 OOK

The effect of baseline wander on the performance of OOK may be analysed using the system 

shown in Fig. 5.2, with the high-pass filter present and the fluorescent light interference signal 

absent.

In order to examine the probability distribution of the baseline wander, an OOK sequence 

containing 105 bits, with Pavg = 1 W and /?& = 1 Mbit/s, was passed through the system. If the 

DC component of the signal is removed, but the cut-on frequency is sufficiently small to ensure 

there is no baseline wander, the expected unit energy matched filter outputs for a one and a zero

will be RPavg ̂ Tb and -  RPavg , respectively. In the absence of noise, a histogram plot of

the difference between the expected and actual matched filter output was generated for 

normalized cut-on frequencies of 10*3 and 10'2, as shown in Fig. 5.11. For both histograms, the 

values are grouped into 51 classes, each having a width of 2 x 10‘5. The solid line in the centre 

of the middle class indicates a value of zero, i.e. no difference between expected and actual 

matched filter outputs, which would be the case in the absence of baseline wander.
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Fig. 5.11: Histogram of matched filter output for OOK with:
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The increase in the variance of the probability distribution as f c/R b increases from 10'3 to 10'2 

is evident from the figure. For the relatively low values of f c/R b considered, the HPF impulse 

response spans many bit periods. Accordingly, the ISI introduced by the HPF is comprised of 

the weighted sum of many IID binary random variables. Therefore, as a result of the central 

limit theorem, the distribution can be approximated as Gaussian [16], as confirmed by the 

overall shape of the histograms. Street et. al. [140] used this Gaussian approximation to develop 

closed form expressions for the probability of error due to baseline wander and Gaussian noise 

for OOK and Manchester encoding. Samaras et. al. [89, 137] extended this work, using 

nonclassical gauss quadrature rules to determine the probability of error, rather than assuming a 

Gaussian distribution.

The method used to analyse the effect of baseline wander on error performance is as follows: 

The discrete time equivalent impulse response of the cascaded transmitter filter, high-pass filter 

and receiver filter is calculated, denoted as cj. The resulting impulse response has an infinite 

duration, but because it decays rapidly to zero with time, it can be truncated without significant 

loss of accuracy [16]. Let the length of the truncated impulse response be denoted as J. The 

exact method of calculating the BER would then be to generate every possible sequence of bits 

with a length equal to J, calculate the probability of error for the 7th bit in each sequence and 

then average over all possible sequences. However, in order to keep the computation time 

practical, this method is only viable for sequence lengths below 20. Simulation has shown that 

this is not sufficient to accurately quantify the BER for medium values of f c/R b . Therefore, 

rather than generate every possible sequence, K  distinct sequences are generated and the 

probability of error is then found by averaging over K. Before the analysis can be carried out, it 

is necessary to determine suitable values for J  and K, which will give reasonable run-times and 

yet still maintain a good degree of accuracy. For small values of f c/R b (~ 10*5) the HPF 

impulse response spans many bit periods and hence, long values of J  are required. However, the 

baseline wander effect is almost negligible and hence there is little variation between sequences 

and consequently small values of K  are sufficient. As f c/R b increases, the impulse response
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decays much more rapidly and hence, shorter sequence lengths may be used. However, the 

effect of baseline wander is greater and therefore more sequences need to be averaged in order 

to obtain reliable results. By a process of trial and error, values of /  = 200 and K  = 50 000 were 

found to give a good compromise between accuracy and computation time.

The discrete time equivalent impulse response, truncated to have a duration of J  bit periods, is 

given as [16]:

Considering K  distinct bit sequences of length J, denoted as ai, a2, ...a*, let a y  represent the 

value of the J* bit in sequence a„ where a y  e  {0,1}. When a, is passed through the system, the 

matched filter output, sampled at the end of the 7th bit period, is given by:

1 < j < J
otherwise

(5.18)

(5.19)

The BER is then found by averaging over all K  sequences:

\ /

(5.20)

where Gn is the standard deviation of the zero-mean non-white Gaussian noise, given as [89,



Note that the optimum threshold level is now zero since the HPF removes the DC component of 

the signal. A value of IB = 200 pA is used in (5.6) to generate NJ2, since the fluorescent 

interference signal is not considered in this section.

For each value of f c/R b in the range 10'5 to 1, the PER was calculated and the average 

received optical signal power varied until the target PER of 10*6 was achieved. Fig. 5.12 shows 

a plot of normalized average optical power requirement versus f c/R b for OOK.

a,

HPF cut-on frequency / bit rate

Fig. 5.12: Normalized optical power requirement versus f c/R b for OOK

From Fig. 5.12 it is evident that OOK is very susceptible to baseline wander. Power penalties 

are incurred for normalized cut-on frequencies above ~10'3, and a 3 dB average optical power 

penalty is introduced when the HPF cut-on frequency is a mere ~1 % of the bit rate.
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5.4.2 PPM

The effect of baseline wander on the performance of PPM may be analysed using the system 

shown in Fig. 5.4, with the HPF present and the fluorescent light interference signal absent.

Again, the probability distribution of the baseline wander was examined, in the absence of 

noise, using an 8-PPM sequence containing 105 slots, with Pavg = 1 W and Rb = 1 Mbit/s. A 

histogram plot of the difference between the expected matched filter output (in the absence of 

baseline wander) and the actual matched filter output was generated for a normalized cut-on 

frequency of 5 x 10'2, as shown in Fig. 5.11. The values are grouped into 51 classes, each class 

having a width of 2.5 x 10'5. The solid line indicates a value of zero, i.e. no difference between 

expected and actual matched filter outputs, which would be the case in the absence of baseline 

wander.
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Fig. 5.13: Histogram of matched filter output for 8-PPM with f c/R b = 5 x 10'2

the PPM slot sequence is not IID and the HPF cut-on frequencies are not necessarily 

compared to the bit rate, the probability distribution cannot be assumed to be Gaussian

Since

small

[16].
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PPM(TH) may be evaluated in the same way as OOK. The discrete time impulse response given 

in (5.18) is used, with the sampling times replaced by t = jTb log2 L /L . Considering K  distinct 

PPM slot sequences of length 7, denoted as bi, b2, ...b^, let birJ represent the value of the 7th bit 

in sequence b„ where b y  e  {0,1}. When b, is passed through the system, the matched filter 

output, sampled at the end of the 7th slot period, is given by:

Bt,J = LRPanh i ® cj \ j=J- (5-22)

The probability of slot error is then found by averaging over all K  sequences:

1 ^  ̂
°e, slot, PPM (TH) = — Y,<2 

R i=1
(5.23)

where a  is the threshold level, set midway between one and zero levels in the absence of any 

baseline wander, given as:

cc — RPjvg tJLTb log 2 L
1 1

v 2
(5.24)

and cr„ is the is the standard deviation of the zero-mean non-white Gaussian noise, given as:

= K  1
" \  2 2nfc Ts ’

(5.25)

where Ts =Tb log2 L /L . The probability of slot error may then be converted into a PER using 

(5.11).
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For PPM(MAP), the method is similar, but rather than just considering the 7th slot in each 

sequence, the next whole symbol after the 7th slot is considered. Therefore, slightly longer 

sequences must be generated. For sequence k, let the next whole symbol after the 7th slot be 

denoted as bip bitP+1 ... bitP+L, where p > J .  The corresponding outputs of the system are given 

by (5.22) with the sampling times replaced by j  = p, p+l, ... p+L. Assuming that, for the final 

symbol of each sequence under consideration, the ‘one’ was transmitted in slot (p + w ), where 

1 < w < L, the probability of symbol error for PPM(MAP) is given as:

e,symb,PPM (MAP)
i=1 7=1 

j* p + w

f t  _  D
° i ,p + w  i ,p + j

(5.26)

where,

I 1
2 ^  Ts

Again, this may be converted into a corresponding PER using (5.13).

For each value of f c/R b in the range 10‘5 to 1, and each order under consideration, the PER 

was calculated and the average received optical signal power varied until the target PER of 10'6 

was achieved. Figures 5.14 and 5.15 show plots of normalized average optical power 

requirement versus f c/R b for PPM(TH) and PPM(MAP), respectively.
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From Figs. 5.14 and 5.15 it is evident that PPM is much more resistant to the effects baseline 

wander compared with OOK. For both methods o f detection, power penalties are not incurred
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until the HPF cut-on frequency reaches -10% of the bit rate, which is several orders of 

magnitude higher than OOK. Other than the -1.5 dB reduction in optical power penalty which 

MAP detection offers over threshold detection, there is little difference between the two sets of 

curves. As expected, higher orders are slightly more resistant to baseline wander since the 

bandwidth requirement is greater and consequently, there is less power below the cut-on 

frequency as a fraction of the total power.

5.4.3 DPIM

The effect of baseline wander on the performance of DPIM may be analysed using the system 

shown in Fig. 5.7, with the HPF present and the fluorescent light interference signal absent.

The probability distribution of the baseline wander was investigated, in the absence of noise, 

using an 8-DPIM sequence containing 105 slots, again with Pavg = 1 W and Rt = 1 Mbit/s. 

Histograms of the difference between the expected matched filter output (in the absence of 

baseline wander) and the actual matched filter output were generated for both 8-DPIM(NGB) 

and 8-DPIM(lGS), with a normalized cut-on frequency of 10'2, as shown in Fig. 5.16. Both 

histograms use 51 classes, with a class width of 2 x 10'5. The solid line indicates a value of zero, 

i.e. no difference between expected and actual matched filter outputs, which would be the case 

in the absence of baseline wander.
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Fig. 5.16: Histogram of matched filter output for 8-DPIM with f c/R b = 10'2

for: (a) NGB, and (b) 1GS

Again, for the same reason given for PPM, the probability distribution of baseline wander in 

systems employing DPIM is clearly non-Gaussian. Comparing the two histograms, it is evident 

that the presence of a guard slot gives a slight reduction in the variance of the distribution. This 

is due to the fact that, whilst the spectra of the two schemes are very similar, adding a guard slot 

results in a small increase in bandwidth requirement, thus making the scheme slightly more 

resistant to baseline wander. This is analogous to the slight improvement noticed with higher 

order values.

The method used to evaluate OOK and PPM(TH) may also be used to analyse the effect of 

baseline wander on the performance of DPIM. The discrete time impulse response given in

(5.18) is used, with the sampling times replaced by t = jTb log2 L /L avg . Considering K  distinct

DPIM slot sequences of length J , denoted as bi, b2, ...b^, let b y  represent the value of the 7th bit 

in sequence b,. When b, is passed through the system, the matched filter output, sampled at the 

end of the J* slot period, is given by:

(5.28)

119



The probability of slot error is then found by averaging over all K  sequences:

1 K
°e,slot,DPIM (NGB) = ~ ^ t Q

R J=1

-«r (5.29)

where a  is the threshold level, set midway between expected one and zero levels in the absence 

of any baseline wander, given as [141]:

a  ~ RPaVg -\jLavgTb 1°S2 L
1 1
2 L

(5.30)
avg

and ct„ is the is the standard deviation of the zero-mean non-white Gaussian noise, given by

(5.25) with the substitution Ts = Tb log2 LjLavg .

For DPIM(IGS), the expression for the probability of slot error would be unwieldy in the same 

format as (5.29). Therefore it is more convenient to express the probability of slot error as 

pseudo code. Let bitJ and by .i represent the values of the J* and (7-1)* slots in sequence bt, 

where birJ and btj.\ e  {0,1}. Also, let BiyJ and BitJ.j represent the corresponding matched filter 

outputs, after passing through the system, where:

(5.31)

(5.32)

B i J  -  L a vg  R P a v g  ® C j \ j =J  ’

B i , J - l  ~  L a v g R P aVg ® C j \  j= J _ x

Therefore, the probability of slot error for the 7th slot of sequence b„ is calculated using the 

following pseudo code:
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if {bij.i -  1 & Bij.i > a}

^e ,slo t,D P IM  (IGS) ~ ^

elseif {bij.i = 1 & By.\ < a}

e,slot,DPIM (IGS) - Q
a » ,

elseif {by.\ = 0 & B y.i < a} 

if { b y  = 1}

B e,slot,DPIM (IGS) = Q

else

^e,slo t,D P IM  (IGS) ~ Q

end

elseif {by.i = 0 & By.x > a}

' B y - * '

a» J
a  -B ,i , J

a » J

if { t>u = 1}

else 

end

B e,slot,DPIM (IGS) ~  i

B e,slot,DPIM (IGS) ~  ^

end

The probability of slot error is then found by averaging over K  sequences.

For each value of f c/R b in the range 10'5 to 1, and each order under consideration, the PER 

was calculated and the average received optical signal power varied until the target PER of 10'6 

was achieved. Figures 5.17 and 5.18 show plots of normalized average optical power 

requirement versus f c/R b for DPIM(NGB) and DPIM(IGS), respectively.
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Fig. 5.17: Normalized average optical power requirement versus f c/R b for DPIM(NGB)

-z, -1
10 10

HPF cut-on frequency / bit rate

Fig. 5.18: Normalized average optical power requirement versus f c/R b for DPIM(IGS)

Comparing Fig. 5.17 with the OOK curve plotted in Fig. 5.12, it is evident that DPIM(NGB) is 

more resistant to baseline wander than OOK, with higher orders achieving the greatest
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robustness, which is again due to the increased bandwidth requirement. For lower orders, power 

penalties start to become apparent at normalized cut-on frequencies of -0.01, which is an order 

of magnitude higher than OOK, whilst 32-DPIM(NGB) does not incur a 3 dB average optical 

power penalty until the cut-on frequency reaches -9  % of the bit rate. Compared with the 

performance of PPM, plotted in Figs. 5.14 and 5.15, DPIM(NGB) is more susceptible to 

baseline wander. As an example, 16-PPM(TH), which has a similar bandwidth requirement to 

32-DPIM(NGB), does not incur a 3 dB power penalty until the cut-on frequency reaches -60 % 

of the bit rate. As discussed in chapters 3 and 4, this inferiority is due to the fact that the PSD of 

DPIM contains a larger proportion of its power around DC compared with PPM.

From Fig. 5.18 it is clear that the curves for DPIM(IGS) do not follow the same general trend as 

the other modulation techniques considered. Initially, the rate of increase of average optical 

power requirement is relatively slow, and then increases around f c/R b =0.4. This effect is 

more pronounced on lower order curves. The reason for this is that at low values of f c/R b , the 

impulse response of the HPF spans many slots and therefore a guard band consisting of just one 

slot has only a limited effect. Consequently, cut-on frequencies at which the power requirements 

start to increase are similar to those for DPJM(NGB). As f c /R b increases, the HPF impulse 

response decays much more rapidly, Consequently, in DPIM(NGB), the probability of error is 

dominated by sequences containing consecutive ones [133]. However, consecutive ones cannot 

occur in DPIM(IGS) due to the presence of the guard slot in each symbol, and therefore the rate 

of increase of optical power requirement is lower. As the HPF cut-on frequency approaches the 

bit rate, the large power penalties are primarily due to the fact that the HPF has removed the 

majority of the energy in the pulses.
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5.5 The Effect of Fluorescent Light Interference With Electrical 

High-Pass Filtering

As mentioned previously in section 5.1, the choice of cut-on frequency is a trade-off between 

the extent of fluorescent light interference rejection and the severity of the baseline wander 

introduced by the HPF. In this section, the optimum HPF cut-on frequency, i.e. that which 

minimises the overall power penalty, is estimated using a method which combines the analysis 

carried out in the previous two sections. Then, using the optimum cut-on frequencies, optical 

power requirements are calculated, and compared with those obtained in section 5.3 in order to 

assess the effectiveness of high-pass filtering as a means of mitigating the effect of fluorescent 

light interference. Again, all power requirements in this section are normalized to the average 

optical power required by OOK to send 1 Kbyte packets at an average PER of 10'6 when 

operating at 1 Mbit/s in the absence of fluorescent light interference and electrical high-pass 

filtering.

5.5.1 OOK

In order to determine the optimum cut-on frequency for OOK, the system shown in the block 

diagram of Fig. 5.2 is used, with both the fluorescent light interference signal and the HPF 

included.

After passing through the HPF and matched filter, the fluorescent light interference signal is 

sampled at the end of each bit period. The value of these samples is given by [16]:

mk = m(t) 0  g(t) 0  r(t)\t=kTb. (5 .3 3 )
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Using the same notation as section 5.4.1, when sequence a, is passed through the system, the 

matched filter output, sampled at the end of the 7th bit period, AitJ, is given by (5.19). Thus, the 

probability of bit error for any given mk and A y  is:

8 a  =

Q

Q

A i,J  +  m k

~ A U  ~ m k

if au  =1

i f  au  = °

(5.34)

where a„ is standard deviation of the noise, given in (5.21). The overall probability of bit error 

is found by averaging over iV bits and K  sequences:

(5.35)
k=l 1=1

The probability of bit error may then be converted into a corresponding PER using (5.9).

For each normalized cut-on frequency in the range 10'5 to 1, the PER was calculated using the 

method described, and the average optical signal power was adjusted until the target PER of 10*6 

was achieved. For the analysis, a value of K  = 2000 was used, in order to keep the run times 

manageable. Whilst 2000 sequences is not enough to obtain reliable results in terms of the effect 

of baseline wander, it is sufficient to identify the approximate optimum cut-on frequency of the 

high-pass filter. Figure 5.19 shows a plot of normalized average optical power requirement 

versus f c/R b , for bit rates of 1,10 and 100 Mbit/s.
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Fig. 5.19: Normalized average optical power requirement versus normalized HPF cut-on

frequency for OOK at various bit rates

From Fig 5.19 it is evident that high-pass filtering gives virtually no reduction in the average 

optical power requirement for bit rates of 1 and 10 Mbit/s. For the purpose of calculating power 

requirements, optimum normalized cut-on frequencies of 1.4 x lO-4 and 2 x 10'4 were identified 

for 1 and 10 Mbit/s, respectively. These cut-on frequencies represent the maximum values 

which can be used without introducing power penalties due to baseline wander. At a bit rate of 

100 Mbit/s, by using a normalized cut-on frequency of around 7 x 10'3, it is clear that high-pass 

filtering can yield a reduction in the average optical power requirement.

Using these optimum normalized cut-on frequencies, with K =  5 x 104, the average optical 

power requirements were calculated for bit rates of 1, 10 and 100 Mbit/s, as shown in Fig. 5.20. 

Also shown in the figure are the power requirements for OOK with no interference or high-pass 

filtering.
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Fig. 5.20: Normalized average optical power requirement versus bit rate for OOK with 

fluorescent light interference and optimized high-pass filtering

By comparing Fig. 5.20 with Fig. 5.3, it is clear that for bit rates of 1 and 10 Mbit/s, high-pass 

filtering is not effective in reducing the power penalty caused by fluorescent light interference. 

This is due to the fact that OOK is very susceptible to baseline wander and consequently, only 

low normalized cut-on frequencies are possible, which at low to medium bit rates, are not 

effective in attenuating the interference signal. At a bit rate of 100 Mbit/s, high-pass filtering is 

more effective, giving a -4.4 dB reduction in the average optical power requirement. However, 

this still leaves a power penalty of -3  dB compared with the same bit rate without interference. 

The use of line coding has been suggested to permit an increase in HPF cut-on frequency [106], 

though this is would be at the expense of a reduced throughput. Active baseline restoration has 

also been suggested [35], allowing the use of higher cut-on frequencies without reducing the 

throughput. It is also possible that higher-order HPFs may be more suitable for OOK [16].
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5.5.2 PPM

Using the system shown in Fig. 5.4, with both the fluorescent light interference signal and the 

HPF included, optimum HPF cut-on frequencies may be determined for PPM(TH) and 

PPM(MAP) operating with various orders and bit rates.

The fluorescent light interference signal, after passing through the HPF and matched filter, is 

sampled at the end of each slot period. The value of these samples is given by (5.33), with the 

sampling times replaced by t = kTb log2 L /L . Using the same notation as section 5.4.2, when 

sequence b, is passed through the system, the matched filter output, sampled at the end of the 7th 

bit period, Bu , is given by (5.22). Thus, the probability of slot error for any given mk and BiyJ is:

Q

Q

Bitj + m k - a
i f  bi j  = 1  

i f  b u  = 0

(5.36)

where a  is the threshold level, given in (5.24), and on is standard deviation of the noise, given in

(5.25). The overall probability of slot error is then found by averaging over N  slots and K  

sequences:

j  N  K

Pe,siot,ppM(TH) = T ' (5.37)
w a *=1 J=1

The probability of slot error may then be converted into a corresponding PER using (5.11).

For PPM(MAP), using the same notation as section 5.4.2, let BitP BitP+1, ... BiiP+L represent the 

output of the system corresponding to the last symbol in sequence b/, which is given by (5.22), 

with the sampling time replaced by j  = p, p + 1 ,... p+L. Assume that, for the final symbol of each
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sequence under consideration, the ‘one’ was transmitted in slot (p + w), where 1 < w < L. 

Again, NIL interference signal vectors are defined, denoted as mnL+\ mnL+2 ... m„i+i, where 

0 < n < {NIL)-1. For each of the interference signal vectors under consideration, the probability 

of symbol error is calculated for all K  sequences, and the overall probability of symbol error is 

then obtained by averaging:

n _  1 1 'S T ^ 'S T 1 B itP+w + m nL+w i ^ i , p + j  + m n L + j)
e,symb,PPM(M AP) ~  Ar / T ’ „  Z u  2 - t  2 - M  ^

N ! L  K  n= 0 /=! 7=1 I
(5.38)

J*W

where G„ is given in (5.27). Again, the probability of symbol error may be converted into a 

corresponding PER using (5.13).

For each value of f c /R b , the PER was calculated and the average optical signal power adjusted 

until the target PER of 10'6 was reached. Again, a value of K =  2000 was used in the analysis. 

Figs. 5.21 and 5.22 show plots of normalized average optical power requirement versus f c/R b 

for PPM(TH) and PPM(MAP), respectively, for various orders and bit rates.

129



N
or

m
al

iz
ed

 
av

er
ag

e 
op

ti
ca

l 
po

w
er

 
re

qu
ir

em
en

t 
(d

B
) 

N
or

m
al

iz
ed

 
av

er
ag

e 
op

ti
ca

l 
po

w
er

 
re

qu
ir

em
en

t 
(d

B
)

1 M bit/s 
10 M bit/s 
100 M bit/s

H P F  cu t-o n  freq uency  /  b it rate

1 M bit/s
- 10 M bit/s
-  100  M bit/s

S  14  
fe
n 12,

H P F  cu t-o n  freq uency /  b it rate

(a) (b)

1 M bit/s  
10 M bit/s  
100 M bit/s

H P F  cu t-o n  frequency / bit rate

1 M bit/s 
10 M bit/s 
100 M bit/s

bs
oa.13
K.o<DCOcc
>

H P F  cu t-o n  freq uency /  b it rate

(c) (d)

Fig. 5.21: Normalized average optical power requirement vs. normalized HPF cut-on frequency 

for PPM(TH) at various bit rates with: (a) L = 4, (b) L = 8, (c) L = 16, and (d) L -  32
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Fig. 5.22: Normalized average optical power requirement vs. normalized HPF cut-on frequency 

for PPM(MAP) at various bit rates with: (a) L = 4, (b) L = 8, (c) L = 16, and (d) L = 32

With reference to Fig. 5.21, it is evident that electrical high-pass filtering yields reductions in 

the average optical power requirements of PPM(TH), even when operating at just 1 Mbit/s. The 

narrowness of the troughs in the 1 Mbit/s curves of Fig. 5.21 suggest that little variation can be 

tolerated in the HPF cut-on frequency if optimum performance is to be achieved. At 10 Mbit/s 

the troughs are broader, making the actual choice of f c/ Rh not quite so critical. At 100 Mbit/s 

there is a floor in the power requirement curves of Fig. 5.21, indicating that there is a region in 

which the cut-on frequency is high enough to attenuate the interference signal sufficiently such 

that it has no effect, but is not high enough for baseline wander to affect performance. Within 

this region, the fluorescent light induced power penalty is due to the additional shot noise only,
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and selecting a HPF cut-on frequency anywhere within this region will give approximately the 

same level of performance.

With reference to Fig. 5.22, it is clear that electrical high-pass filtering yields reductions in the 

average optical power requirements of PPM(MAP) when operating at 1 Mbit/s. At 10 Mbit/s, 

from the analysis carried out in section 5.3.2, PPM(MAP) was found to suffer only small power 

penalties without the use of electrical high-pass filtering. Consequently, the reduction in the 

average optical power requirements of Fig. 5.22 appear modest, and the broad troughs suggest 

that the HPF cut-on frequency does not have to be very precise in order to minimize the average 

optical power requirements. At 100 Mbit/s, PPM(MAP) was found to be immune to fluorescent 

light interference without the use of electrical high-pass filtering, and consequently there is no 

reduction in the average optical power requirement curves of Fig. 5.22.

Using optimum HPF cut-on frequencies, with K = 5 x l 0 4 sequences, the average optical power 

requirements were calculated for PPM(TH) and PPM(MAP), for various orders and bit rates, as 

plotted in Figs. 5.23 and 5.24, respectively. Also shown in the figures is the performance with 

no interference or high-pass filtering.
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Comparing Fig. 5.23 with Fig. 5.5, for PPM(TH) operating at 1 Mbit/s, high-pass filtering is 

found to offer a 6.5 -  6.9 dB reduction in average optical power requirement, although power 

penalties of 5.8 - 8.7 dB still exist. At 10 Mbit/s, high-pass filtering is more effective, resulting 

in optical power penalties of less than 1 dB, compared with the same bit rate without 

interference. At 100 Mbit/s, high-pass filtering is very effective, completely eliminating the 

power penalties due to fluorescent light interference.

With reference to Fig. 5.24 and Fig. 5.6, PPM(MAP) operating at 100 Mbit/s is immune to 

fluorescent light interference and hence, high-pass filtering gives no improvement. At 10 Mbit/s 

without high-pass filtering, fluorescent light interference results in power penalties ranging from

1.3 - 2.1 dB, compared with the same bit rate with no interference. These power penalties are 

eliminated when electrical high-pass filtering is employed. At 1 Mbit/s, high-pass filtering gives 

a modest 2 .1-4 .8  dB reduction in optical power requirement, leaving power penalties of 

7.7 -10.9 dB compared with the same bit rate without interference, which are actually higher 

than the remaining power penalties for PPM(TH) at 1 Mbit/s.

5.5.3 DPIM

Using the system shown in Fig. 5.7, with both the fluorescent light interference signal and the 

HPF included, optimum HPF cut-on frequencies may be determined for DPIM(NGB) and 

DPIM(IGS) operating with various orders and bit rates.

The fluorescent light interference signal, after passing through the HPF and matched filter, is 

sampled at the end of each slot period. The value of these samples is given by (5.33), with the 

sampling times replaced by t = kTb log2 L/L avg . Using the same notation as used in section

5.4.3, when sequence b, is passed through the system, the matched filter output, sampled at the
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end of the J* bit period, Bp, is given by (5.28). Thus, for DPIM(NGB), the probability of slot 

error for any given mk and Bp  is given as:

J B u  + m k
Q

(5.39)

if bu  =0

where a  is the threshold level, given in (5.30), and c n is standard deviation of the noise, given in

(5.25) with the substitution Ts = Tb log2 L jL avg . The overall probability of slot error is found by 

averaging over N  slots and K  sequences, as given by:

The probability of slot error may then be converted into a corresponding PER using (4.11), with 

the substitution Lavg = (L + 1)/2.

For DPIM(IGS), using the same notation as used in section 5.4.3, the probability of slot error 

for the 7th slot of sequence b„ is expressed using the following pseudo code:

if {bp.i = 1 & {Bp.i + mk.i) > a}

N  K

B e,slot,DPIM (NGB) “ (5.40)
*=1 i=l

elseif {bp.i = 1 & (Bp.i + mk.{) < a}

elseif {bp.i = 0 & (Bp.i + mk.\) < a}

if { bp  = 1}
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= 2
Bu  +mt - a

G.
else

end

Ea  =Q

elseif {bij.i = 0 & (BiM + mk.i) > a} 

if { bitJ = 1}

else 

end

end

=1

«u =°

Again, the overall probability of slot error is found by averaging over N  slots and K  sequences, 

as expressed in (5.40) for DPIM(NGB), which may then be converted into a corresponding PER 

using (4.11), with the substitution Lavg = (L + 3 )/2 .

For each value of f c/R b , the PER was calculated and the average optical signal power adjusted 

until the target PER of 10'6 was reached. Again, a value of K  = 2000 was used in the analysis. 

Figs. 5.25 and 5.26 show plots of normalized average optical power requirement versus f c/R b 

for DPIM(NGB) and DPIM(IGS), respectively, for various orders and bit rates.
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Fig. 5.25: Normalized average optical power requirement vs. normalized HPF cut-on frequency 

for DPIM(NGB) at various bit rates with:(a) L = 4, (b) L = 8, (c) L = 16, and (d) L = 32
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Fig. 5.26: Normalized average optical power requirement vs. normalized HPF cut-on frequency 

for DPIM(IGS) at various bit rates with: (a) L = 4, (b) L = 8, (c) L = 16, and (d) L = 32

From Fig. 5.25, it is evident that when operating at 1 Mbit/s in the presence o f fluorescent light 

interference, electrical high-pass filtering gives no reduction in the average optical power 

requirements of DPIM(NGB). Moving to 10 Mbit/s, electrical high-pass filtering is more 

effective, yielding a reduction in the average optical power requirements. Compared with 

PPM(TH), DP1M(NGB) has lower optimum HPF cut-on frequencies, which is a result o f its 

greater susceptibility to baseline wander. At 100 Mbit/s, electrical high-pass filtering again 

achieves a reduction in the average optical power requirements, and the broad troughs suggest 

that the HPF cut-on frequency does not have to be exact in order to achieve near maximum 

reductions.
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In contrast to DPIM(NGB), from Fig. 5.26 it is evident that electrical high-pass filtering yields 

some reduction in the average optical power requirements of DPIM(IGS) when operating at 

1 Mbit/s. This is due to the fact that the presence of the guard slot increases the schemes 

robustness to baseline wander and consequently, higher HPF cut-on frequencies can be 

supported. The troughs in the power requirement curves of Fig. 5.26 are relatively narrow, thus 

implying that fairly accurate HPF cut-on frequencies are required in order to achieve optimum 

performance. At 10 Mbit/s, electrical high-pass filtering again yields reductions in the average 

optical power requirements. Compared with DPIM(NGB) operating at 10 Mbit/s, the optimum 

HPF cut-on frequencies for DPIM(IGS) are higher, as can be observed by comparing Fig. 5.26 

with Fig. 5.25. At 100 Mbit/s, power penalty reductions can again be achieved through 

electrical high-pass filtering, and optimum HPF cut-on frequencies appear to be similar for both 

DPIM(NGB) and DPIM(IGS). In addition, there is a floor in the power requirement curve for 

32-DPIM(lGS), as previously observed for all orders of PPM(TH) operating at 100 Mbit/s.

Using optimum HPF cut-on frequencies, with K  = 5 x 104 sequences, the average optical power 

requirements were calculated for DPIM(NGB) and DPIM(IGS), for various orders and bit rates, 

as plotted in Figs. 5.27 and 5.28, respectively. Also shown in the figures is the performance with 

no interference or high-pass filtering.
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Fig. 5.28: Normalized average optical power requirement versus bit rate for DPIM(IGS) with 

fluorescent light interference and optimized high-pass filtering
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Comparing Fig. 5.27 with Fig. 5.8, it is clear that for DPIM(NGB) operating at 1 Mbit/s, 

electrical high-pass filtering offers virtually no reduction in the average optical power 

requirement for any of the orders considered. Moving to a bit rate of 10 Mbit/s, electrical high- 

pass filtering yields reductions of 3.2 - 7 dB, leaving power penalties of 2.5 -  8.2 dB compared 

with the same bit rate without interference. At this bit rate, electrical high-pass filtering is 

significantly more effective for higher orders since, with reference to Fig. 5.17, higher 

normalized cut-on frequencies can be supported. At 100 Mbit/s, electrical high-pass filtering is 

very effective, resulting in average optical power penalties of less than 1 dB, compared with the 

same bit rate without interference.

Comparing Fig. 5.28 with Fig. 5.9, it is evident that for DPIM(IGS) operating at 1 Mbit/s, 

electrical high-pass filtering yields modest power penalty reductions of 0.5 - 5.5 dB. However, 

this still leaves power penalties in excess of 10 dB compared with the same bit rate without 

interference. Interestingly, larger reductions are achieved for lower orders. This is due to the 

fact that for a given baseline wander power penalty, lower orders can achieve higher normalized 

HPF cut-on frequencies, as can been observed in Fig. 5.18. Moving to 10 Mbit/s, electrical 

high-pass filtering achieves gives reductions of 6.6 -  8.8 dB, resulting in power penalties of 

1 .6 -3 .5  dB compared with the same bit rate without interference. At 100 Mbit/s, as was the 

case for DPIM(NGB), electrical high-pass filtering is very effective, virtually eliminating the 

average optical power penalty due to fluorescent light interference.

5.6 Summary

For all the modulation techniques considered in this chapter which use threshold detection, i.e. 

OOK, PPM(TH), DPIM(NGB) and DPIM(IGS), the average optical power requirements when 

operating in the presence of interference from a fluorescent lamp driven by a high frequency 

electronic ballast are almost independent of bit rate. Relative to the optical power requirements
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without interference, low bit rate systems are found to suffer the largest power penalties. In 

contrast to this, the optical power requirements for PPM(MAP) are dependent on the bit rate, 

with 10 Mbit/s giving the lowest average optical power requirements of the three bit rates 

considered. As the bit rate increases, there is a significant decrease in the fluorescent light 

induced power penalty. At 100 Mbit/s the power penalty is zero, thus implying that the scheme 

is completely immune to the interference. This is due to the fact that, at higher bit rates, there is 

little variation in the interference signal over the duration of one symbol, and therefore, the 

effect of interference is very small. It is also worth noting that for the same reason, higher orders 

of PPM(MAP) are more resistant to fluorescent light interference than lower orders [16].

One of the simplest techniques which is often used to mitigate the interference from artificial 

sources of ambient light is electrical high-pass filtering. However, electrical high-pass filtering 

introduces baseline wander, which is more severe for modulation techniques which contain a 

significant amount of power located at DC and low frequencies. For this reason, of the three 

modulation techniques considered, OOK is the most susceptible to baseline wander. In contrast, 

PPM is the most resistant to baseline wander, since its PSD falls to zero at DC. From the PSD of 

DPIM carried out in chapter 4, it was postulated that DPIM would be more resistant to baseline 

wander compared with OOK, but would not perform as well as PPM. This was confirmed by 

the analysis carried out in section 5.4. As an example, for OOK, baseline wander was found to 

introduce a 3 dB average optical power penalty when the HPF cut-on frequency was ~1 % of 

the bit rate. 16-PPM(TH) and 16-PPM(MAP) on the other hand, do not suffer 3 dB baseline 

wander power penalties until the HPF cut-on frequency reaches at least 30 % of the bit rate. In 

comparison, for 16-DPIM(NGB), the 3 dB power penalty cut-on frequency is ~5 % of the bit 

rate. The addition of a single guard slot was found to increase the schemes resistance to baseline 

wander, thereby increasing the 3 dB power penalty cut-on frequency to ~ 10 % of the bit rate for 

16-DPIM(1GS).

For electrical high-pass filtering to be effective, the HPF must be capable of significantly 

attenuating the interference signal without introducing sizeable power penalties due to baseline
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wander. At low bit rates, this is generally difficult to achieve, and consequently high-pass 

filtering is not very effective for any of the modulation techniques considered when operating at 

1 Mbit/s. For OOK and DPIM(NGB), electrical high-pass filtering was found to offer virtually 

no reduction in average optical power requirements, and offers modest reductions of 0.5 - 5.5 dB 

for DPIM(IGS), which can support the use of higher cut-on frequencies. At 1 Mbit/s, electrical 

high-pass filtering was found to be most effective for PPM(TH), but even so, fluorescent light 

interference still results in power penalties of 5.8 - 8.7 dB. At a bit rate of 10 Mbit/s, electrical 

high-pass filtering is more effective for all the modulation techniques considered, with the 

exception of OOK which still experiences virtually no reduction in the average optical power 

requirement. Using electrical high-pass filtering, DPIM(NGB) incurs power penalties of 2.5 -  

8.2 dB, the larger values occurring for lower orders, whilst for DPIM(IGS), power penalties are 

reduced to less than 3.5 dB for the orders considered. Again, PPM performs best of all, with 

PPM(TH) achieving power penalties below 1 dB when electrical high-pass filtering is used. For 

PPM(MAP), power penalties are eliminated when electrical high-pass filtering is used, though it 

must be pointed out that due to its more sophisticated method of detection, PPM(MAP) is 

virtually immune to high frequency fluorescent light interference without electrical high-pass 

filtering when operating at 10Mbps and above. At 100 Mbit/s, electrical high-pass filtering is 

very effective, virtually eliminating the fluorescent light induced power penalties for all the 

schemes considered, again with the exception of OOK which still incurs an average optical 

power penalty of ~3 dB.
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Chapter 6

The Effect of Multipath Propagation 

on Link Performance

6.1 Introduction

In both diffuse and nondirected LOS infrared link configurations, the transmitted optical signal 

may undergo multiple reflections from the walls, ceiling, floor and objects within a room, 

before arriving at the surface of the photodetector. In the case of the diffuse configuration, 

where a LOS path does not exist, all the transmitted signal incident on the photodetector surface 

has experienced at least one reflection. This multipath propagation causes the transmitted pulses 

to spread in time, resulting in ISI. The effect of ISI is significant for bit rates above 10 Mbit/s 

[71].

In this chapter, the performance of DPIM is analysed in the presence of multipath propagation 

and AWGN, which is independent of the received signal. Again, for comparison, OOK, 

PPM(TH) and PPM(MAP) are also evaluated. Throughout the chapter, all power requirements
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are normalized to the average optical power required by OOK, operating at a given bit rate, to 

send 1 Kbyte packets at an average PER of 10'6 over an ideal channel, i.e. with an impulse 

response 8(0, limited only by AWGN.

The remainder of this chapter is organised as follows: In section 6.2, the parameters used to 

quantify the severity of the ISI are defined, and the channel model used in the analysis is 

described. The unequalized performance of OOK, PPM and DPIM is evaluated in section 6.3. 

One method of improving the performance of DPIM in the presence of ISI involves placing a 

guard band in each symbol immediately following the pulse. In section 6.4 the effectiveness of 

this technique is analysed, and the results are compared with those obtained for DPIM without a 

guard band. The more common method of combating the effects of ISI is to employ some form 

of equalization technique. In section 6.5, the performance of DPIM using a zero forcing 

decision feedback equalizer is evaluated, and these results are compared with those obtained in 

the guard band analysis. Finally, the main findings of the chapter are summarized in section 6.6.

6.2. Channel Model

The multipath channel, which is completely characterised by its impulse response h(t), is fixed 

for a given position of the transmitter, receiver and intervening reflectors, and changes 

significantly only when any of these are moved by distances in the order of centimetres [142]. 

Due to the high bit rates under consideration and the relatively slow movement of people and 

objects within a room, the channel will vary significantly only on the time scale of many bit 

periods, and hence, it is justifiable to model the channel as time invariant.

The power penalties associated with the channel may be separated into two factors: optical path 

loss and multipath dispersion [62, 63]. The optical gain for a channel with impulse response h(t) 

is defined as:
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G0 = jh ( t ) d t .
—oo

(6.1)

Therefore the average received optical signal power, P rx, is

P r x  — G q P j x  , (6 .2)

where Pjx is the average transmitted optical signal power. Hence,

optical path loss (dB) = -10 log10 G0 . (6.3)

In this chapter, consideration is limited to the power penalty due to multipath propagation only. 

Consequently, the channel impulse response is divided by G0 in order to give unity area. Since 

the channel h(t)lGo has the same unity gain as the ideal channel 5(0, only the effect of multipath 

dispersion is measured. Thus, in this case, Prx = Prx, and for the remainder of this chapter the 

average optical power will be denoted as Pavg.

The RMS delay spread, D rms, is a parameter which is commonly used to quantify the time 

dispersive properties of multipath channels, and is defined as the square root of the second 

central moment of the magnitude squared of the channel impulse response [36, 143]. The RMS 

delay spread can be found from the channel impulse response using the following [32]:

Drms ~
P  h \ t ) d t
J —oo

1/2

(6.4)

where Dmean is the mean delay, given by:



Practical channel measurements by Kahn et. al. [32] have shown that both nondirected LOS and 

diffuse configurations have channel RMS delay spreads which typically range form 1 to 12 ns, 

with diffuse links generally being slightly larger. As one may expect, shadowing is more 

detrimental to nondirected LOS channels, increasing delay spreads to typically between 7 and 

13 ns, whilst on diffuse channels, the increase in delay spread due to shadowing is relatively 

modest. Using these channel measurements to analyse the performance of OOK, with and 

without equalization, the authors discovered a systematic relationship between multipath power 

penalty and normalized delay spread, DT, which is a dimensionless parameter defined as the 

channel RMS delay spread (6.4) divided by the bit duration. This relationship implies that a 

single parameter model is sufficient to calculate ISI power penalties on all four types of 

nondirected channel. Using channel measurements from [32, 36], Carruthers and Kahn used this 

relationship to develop the ceiling bounce model [62, 63], which is given by:

6a6
hit, a) = ----- —u(t) ,  (6.6)

(t + a)

where u(t) is the unit step function and a is related to the RMS delay spread by:

D r m s  ( ^ ( * » a ) ) _  ^ 2  ' ( 6 - 7 )

The authors used the model to predict ISI power penalties for OOK and PPM, with and without 

equalization, and compared the results with those calculated using impulse responses obtained 

from practical channel measurements. For both unequalized and equalized operation, the model 

was found to predict multipath power requirements on nondirected LOS and diffuse channels,



with and without shadowing, with a high degree of accuracy. In this chapter, the multipath 

channel is modelled using the ceiling bounce model (6.6), normalized such that Go = 1.

6.3 Unequalized Performance of Various Modulation Techniques

6.3.1 OOK

A block diagram of the unequalized OOK system under consideration is shown in Fig. 6.1.

Output
bits

Input
bits

sample

Multipath
channel

hit)

Transmitter 
filter 
Pit)

Unit energy 
filter r(t) 

(matched to 
Pit))

2 Pmg R nit)

Fig. 6.1: Block diagram of the unequalized OOK system

The input bits, assumed to be HD and uniform on {0,1}, are passed to a transmitter filter, which 

has a unit amplitude rectangular impulse response pit), with a of duration of one bit, Tb. The 

pulses are then scaled by the peak transmitted optical signal power, 2Pavg, where Pavg is the 

average transmitted optical signal power, before being passed through the multipath channel, 

h{t). The received optical signal power is converted into a photocurrent by multiplying it with 

the photodetector responsivity R. AWGN nit), with a double-sided PSD of N 0/ 2 , is then 

added. The detected signal is passed through a unit energy filter, with an impulse response rit), 

which is matched to pit). Note that this filter is optimum only when there is no multipath 

dispersion. The output of the matched filter is sampled at the bit rate, and the samples are passed 

to a threshold detector, which assigns a one or zero to each bit depending on whether the 

sampled signal is above or below the threshold level, thus generating an estimate of the 

transmitted bit sequence.
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The average BER may be calculated using the method proposed in [71], which is described as 

follows. Let c* denote the discrete-time impulse response of the cascaded system:

ck = p(t)® h(t)® r(J) |(=B1. (6.8)

Unless the channel is nondispersive, ck contains a zero tap, a single precursor tap and possibly 

multiple postcursor taps. The magnitude of the zero tap is larger than the magnitudes of the 

other taps. On a non dispersive channel, the optimum sampling point, i.e. that which minimises 

the probability of error, occurs at the end of each bit period. However, on dispersive channels, 

the optimum sampling point changes as the severity of ISI changes. In order to isolate the power 

penalty due to ISI, two assumptions are made. Firstly perfect timing recovery is assumed. This 

is achieved by shifting the time origin so as to maximise the zero tap, c0 [71]. Secondly, optimal 

decision threshold is assumed. For OOK, basic symmetry arguments can be used to deduce that 

the optimum threshold level lies midway between expected one and zero levels, regardless of 

the severity of ISI [71].

Suppose that ck contains m taps. Let a, be an m-bit sequence and a, be the value of the 

penultimate bit in that sequence, where at e  {0, l} . Let y,- denote the receiver filter output 

corresponding to the penultimate bit, which, in the absence of noise, is given by:

Thus, the probability of error for the penultimate bit in a, is given by:
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8, =

Q

Q
^  opt yi
j N 0/2

if a, = 1

if d; = 0

(6.10)

where a opt is the optimum threshold level, set to the midway value of RPavg -yjTb • The average 

probability of bit error is then found by averaging over all possible m-bit sequences:

P e,bit, OOK (6.11)

The reason why the penultimate bit in each sequence is considered can be explained with the aid 

of Fig. 6.2. Suppose that c* contains a zero tap, a precursor tap and 3 post cursor taps. If a 

sequence is transmitted which contains a single pulse in bit position 1, assuming that the peak 

output of Ck occurs in bit position 1 at the receiver, the post cursor ISI resulting from this one 

affects bit positions 2, 3 and 4, and the precursor ISI affects bit position 0, as illustrated by case 

1 of Fig. 6.2. Considering the probability of error for bit position 4, any pulse transmitted before 

bit position 1 has no effect on bit position 4, as illustrated by case 2. At the other extreme, the 

precursor ISI from a pulse transmitted in bit position 5 affects bit position 4, as illustrated by 

case 3, but pulses transmitted in positions 6 onwards have no effect on bit position 4, as 

illustrated by case 4. Therefore, only bits in positions 1 to 5 result in ISI which affects bit 

position 4. Therefore it is only necessary to consider every combination of bits 1 to 5 in order to 

calculate the average BER for bit position 4.
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Fig. 6.2: Response of c* to a single one in various bit positions

For a given packet length of D bits, the average probability of bit error given in (6.11) may be 

converted into a corresponding PER using (5.9).

For each value of DT in the range 10*3 to 0.5, the RMS delay spread is found by multiplying DT 

by the bit duration, 7*. Note that the actual bit duration used is irrelevant in this analysis, since 

the RMS delay spread is normalized to it. The parameter a is then determined using (6.7), and 

from this, the channel impulse response is calculated using (6.6). The discrete-time impulse 

response of the cascaded system is then determined, with the sampling instants chosen so as to 

maximise c0. The average transmitted optical signal power is then varied until the target PER of 

10‘6 is achieved. Fig. 6.3 shows a plot of average optical power requirement versus normalized 

delay spread for unequalized OOK.
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Fig. 6.3: Normalized average optical power requirement vs. normalized delay spread for OOK

From Fig. 6.3, it may be observed that the unequalized power requirement of OOK increases 

approximately exponentially as DT increases. A 3 dB average optical power penalty is incurred 

when the normalized delay spread is 0.2, and beyond -0.52 the error rate becomes irreducible, 

i.e. the target PER cannot be achieved simply by increasing the transmit power.

Using the continuous-time cascaded impulse response, Fig. 6.4 shows simulated eye diagrams at 

the output of the receiver filter for DT of 0.02 and 0.2. For both plots, Pavg = 1 W and 

Rb = 1 Mbit/s. The zero point on the x-axis corresponds to the optimum sampling point in the 

absence of ISI. From Fig. 6.4, the shift in optimum sampling point as the severity of ISI changes 

is clearly observed, as is the optimum threshold level, which remains at the midway value of 

1 x 10‘3 regardless of DT.
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Fig. 6.4: Simulated eye diagrams at the receiver filter output for: (a) DT = 0.02, and (b) DT = 0.2

6.3.2 PPM

A block diagram of the unequalized PPM system, including both threshold detection and MAP 

detection, is shown in Fig. 6.5.
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Fig. 6.5: Block diagram of the unequalized PPM system

The PPM encoder maps each block of log2L input bits to one of L  possible symbols. The 

symbols are passed to a transmitter filter, which has a unit-amplitude rectangular impulse 

response pit), with a duration of one slot Ts, as given in (3.11). The output of the transmitter 

filter is scaled by the peak transmitted optical signal power, LPavg, and passed through the 

multipath channel h(t). The received optical signal power is converted into a photocurrent by

153



multiplying it with the photodetector responsivity R. AWGN n(t) is added to the detected signal, 

which is then passed to a unit energy filter with an impulse response r(t), which is matched to 

pit). The filtered signal is then sampled at the slot rate. For the threshold detection based 

receiver, a one or zero is assigned to each slot depending on whether the sampled signal is 

above or below the threshold level. For the MAP detection based receiver, each block of L 

samples is passed to a block decoder, which assigns a one to the slot which contains the largest 

sample and zeros to the remaining slots.

PPM(TH) may be analysed using the same method outlined for OOK in section 6.3.1. The 

discrete-time equivalent impulse response, ck, is given by (6.8) with the sampling times replaced 

by t = kTs , where Ts is given in (3.11). Again, the optimum sampling point is selected by 

maximising the zero tap c0. Assuming ck has m taps, all possible m-slot PPM sequences are 

generated, and their corresponding occurrence probabilities are calculated. Note that, since the 

slots are not i.i.d., different m-slot sequences may have different occurrence probabilities, and 

when m > 2, the total number of valid sequences is always less than 2m. For any given m-slot 

PPM sequence, denoted as b„ let bt be the value of the penultimate slot in that sequence, where 

bt G {0,1}. Let y, denote the output of the receiver filter corresponding to the penultimate slot, 

which, in the absence of noise, is given by [107]:

(6.12)

Thus, the probability of slot error for the (m-l)* slot of sequence b, is given by:

8 , = (6.13)
CL — V.

Q —°,pt if b f = 0
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Since slots containing a one are less likely than empty slots, the optimum threshold level does 

not simply lie midway between expected one and zero values, as it does for OOK. It is a 

complicated function of the signal and noise powers, the discrete-time impulse response c* and 

the order L, and is determined iteratively in the analysis.

The average probability of slot error is found by multiplying the probability of slot error for the 

(m-l)* slot of a given m-slot sequence by the probability of occurrence for that particular 

sequence, and summing over all possible sequences. Therefore,

Pe,slot,PP M (TH ) = ^  P & i  )£| • (6.14)
all i

For a given packet length of D bits, the average probability of slot error may be converted into a 

corresponding PER using (5.11).

For each value of DT in the range 10'3 to 0.4, the optical power requirement was calculated, 

using the optimum sampling point and threshold level, for various orders of PPM(TH), as 

shown in Fig. 6.6. For comparison, the average optical power requirement for OOK is also 

shown in the figure.

In order to keep simulation run times manageable, the method used for OOK and PPM(TH) is 

not practical for m > 20. In order to evaluate PPM(MAP), whole symbols must be considered, 

making the method impractical for higher values of L. Therefore, a slightly different approach is 

taken. Rather than generating every possible PPM sequence containing m slots, one long 

sequence containing n symbols, is analysed, where n » m .  Whilst this method does not give 

absolute results, accuracy and computation time can be traded off to give meaningful results. By 

trial and error, n = 104 was found to give a good compromise.
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Let b denote a sequence containing n symbols. When the sequence is passed through the 

system, the sampled output of the receiver filter is given by [107]:

yj  = LRPmgb ® ct |t=t Jt+(nt_1) > (6.15)

Assuming that the one occurs in slot q of each symbol, the average probability of symbol error 

is given as [107]:

e,symb,PPM (MAP)
1=1 p =l 

p * q

y  (i-l)L + q  y  (i-1)L+ p

# o "
(6.16)

For a given packet length of D bits, the average probability of symbol error may then be 

converted into a corresponding PER using (5.13).

For each value of DT in the range 10'3 to 0.4, the average optical power requirement was 

calculated, using the optimum sampling point, for various orders of PPM(MAP), as shown in 

Fig. 6.6. For comparison, the average optical power requirement for OOK is also shown in the 

figure.
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Fig. 6.6: Normalized average optical power requirement versus normalized delay spread

for OOK, PPM(TH) and PPM(MAP)

For both methods of detection, as DT increases, the power requirements of higher order PPM 

increase more rapidly than those of lower order systems. This is due to the lower slot duration, 

which means that a greater number of slots are affected by the ISI. As an example, for 

normalized delay spreads above ~0.11, the ISI is severe enough such that L = 4 actually offers a 

lower average optical power requirement than L = 32 for both PPM(TH) and PPM(MAP). For 

any given order and DT, PPM(MAP) has a lower power requirement than PPM(TH). On an ideal 

channel this difference is ~1.5 dB [17], but on multipath channels the difference is found to 

increases as DT increases. This is best illustrated by plotting the ISI power penalty versus DT for 

various orders of PPM(TH) and PPM(MAP), as shown in Fig. 6.7.
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Fig. 6.7: Average optical power penalty versus normalized delay spread for OOK, PPM(TH)

and PPM(MAP)

It is evident from Fig. 6.7 that, for any given value of D r, MAP detection offers a lower ISI 

power penalty than TH detection, and the difference between the two techniques is found to 

increase slowly as D T increases. As a result, for any given L, the difference in average optical 

power requirement between the two schemes also increases slowly as D r increases.

Despite the improved power efficiency o f PPM(MAP), from Fig. 6.6 it is evident that OOK 

outperforms 16-PPM(MAP) and 32-PPM(MAP) for D r beyond -0 .2 , and offers a similar 

average optical power requirement to 4-PPM(MAP) and 8-PPM(MAP) at Dj -0.3. Furthermore, 

compared with PPM(TH), OOK offers a lower average optical power requirement than any of 

the orders considered for normalised delay spreads above -0.17.
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6.3.3 DPIM

In this section, the unequalized performance of DPIM is analysed, without a guard band present. 

A block diagram of the unequalized DPIM(NGB) system under consideration is shown in Fig. 

6 .8.

Output
slots

Input
bits

sample

Multipath
channel

m

Transmitter
filter
P(t)

DPIM
encoder

Unit energy 
filter r(0 

(matched to 
Pit))

^avg^avg R n{t)

Fig. 6.8: Block diagram of the unequalized DPIM(NGB) system

The encoder maps each block of log2L input bits to one of L  possible DPIM(NGB) symbols. 

The symbols are passed to a transmitter filter, which has a unit-amplitude rectangular impulse 

response p{t), with a duration of one slot Ts, as given in (4.1). The pulses are scaled by the peak 

transmitted optical signal power, LavgPavg, and passed through the multipath channel h{t). The

received optical signal power is converted into a photocurrent by multiplying it with the 

photodetector responsivity R. AWGN n(t) is added to the detected signal, which is then passed 

to a unit energy filter with an impulse response r(t), which is matched to pit). The filter output is 

sampled at the slot rate, and a threshold detector then assigns a one or zero to each slot 

depending on whether the sampled signal is above or below the threshold level.

The method used in the analysis of OOK and PPM(TH) may also be used to determine the 

performance of DPIM(NGB). The discrete-time equivalent impulse response, c*, is given by 

(6.8) with the sampling times replaced by t = kTs , where Ts is given in (4.1). Again, the 

optimum sampling point is selected, such that c0 is maximised. Using the same notation as used 

for PPM(TH) in section 6.3.2, let b, be an m-slot DPIM(NGB) sequence and be the value of 

the penultimate slot in that sequence, where bt e  {0, l}. Let y, denote the output of the receiver 

filter corresponding to the penultimate slot, which, in the absence of noise, is given by:
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yi Lavg RPavg b i ® ck |*=m • (6.17)

As with PPM(TH), the optimum threshold level for DPIM(NGB) is dependent on a number of 

factors, one of which is the severity of the ISI. Again, the optimum threshold level used in the 

analysis is determined iteratively. The probability of slot error for the (m-l)* slot of sequence b, 

is given by (6.13). Again, as for PPM(TH), the average probability of slot error for DPIM(NGB) 

is then found by multiplying the probability of slot error for the (m-l)* slot of a given m-slot 

sequence by the probability of occurrence for that particular sequence, and summing over all 

possible sequences. Thus,

P e,slot,D PIM (NGB) =  X  P Q * i  )8« • (6.18)
all i

Note that unlike PPM, there are 2m possible m-slot sequences for all m, though the occurrence 

probabilities are different since the slots are not i.i.d. For a given packet length of D bits, the 

average probability of slot error for DPIM(NGB) may be converted into a corresponding PER 

using (4.11), with the substitution Lmg = (L + 1)/2.

For each value of DT in the range 10'3 to 0.4, the average optical power requirements were 

calculated, using the optimum sampling point and threshold level, for various orders of 

DPIM(NGB), as shown in Fig. 6.9. For comparison, the average optical power requirement for 

OOK is also shown in the figure.
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Fig. 6.9: Normalized average optical power requirement versus normalized delay spread

for DPIM(NGB)

In the absence o f multipath dispersion or when the normalized delay spread is small, PPM(TH) 

has a lower average optical power requirement than DPIM(NGB) for any given order. This is 

due to the lower average duty cycle of PPM(TH), which results in increased power efficiency. 

However, due to its lower bandwidth requirement, DPIM(NGB) has a lower ISI power penalty 

than PPM(TH). Consequently, as D T increases, the average optical power requirement curves 

for the two schemes intersect, and beyond the point o f intersection, DPIM(NGB) offers the 

lower power requirement of the two schemes. As an example, at D T= 10'3, PPM(TH) has 

average optical power requirements which are lower than DPIM(NGB) by 1 dB and 1.3 dB for 

L = 4 and L = 16, respectively. However, when D r = 0.2, it is DPIM(NGB) which outperforms 

PPM(TH) by -0.8 dB and -2 .6  dB for L = 4 and 1 =  16, respectively. Both PPM(TH) and 

DPIM(NGB) have irreducible error rates which occur at very similar values of D r. In contrast, 

for a given order, PPM(MAP) always achieves a lower power requirement than DPIM(NGB). 

Compared with OOK, all orders of DPIM(NGB) considered offer a lower average optical power 

requirement for Dr below -0 .1 . However, beyond -0.22 it is OOK which yields the lowest 

power requirement.
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If the x- and y- axes of Fig. 6.9 are changed to represent the ratio of RMS delay spread to slot 

duration and optical power penalty due to ISI, respectively, it can be observed that the 

relationship between these two quantities is almost the same for all orders of DPIM(NGB), as 

shown in Fig. 6.10. The same phenomenon has also been observed for PPM [102] and DPPM 

[120, 121].
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Fig. 6.10: Average optical power penalty versus RMS delay spread normalized to slot duration

for DPIM(NGB)

In addition to the optimum threshold level, a oph two suboptimal levels are also considered. The 

first threshold level, a b is given by:

I RP

^  all k

and is essentially half the total photocurrent received when an isolated pulse is transmitted. The 

second suboptimal threshold level considered, a 2, is given by:
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I  RP
a 2 = avg avgc0, (6.20)

and is equal to half the peak photocurrent received when an isolated pulse is transmitted.

Fig. 6.11 shows the normalized average optical power requirement versus normalized delay 

spread for L = 4 and L = 32 using all three threshold levels. The first suboptimum threshold 

level, a b is found to give a performance close to that of the optimum level, particularly for 

lower orders. In contrast, oc2 results in a significant performance degradation, and leads to 

irreducible error rates being incurred at much lower normalized delay spreads. As an example, 

for DT= 0.1, using a 2 results in a -1 .4  dB average optical power penalty compared with the 

other two threshold levels for L = 4. For L = 32, the error rate is irreducible when a 2 is used, 

whilst the other two threshold levels yield finite power penalties.
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Fig. 6.11: Normalized average optical power requirement versus normalized delay spread for 

DPIM(NGB) w ithL - 4  andL = 32 using various threshold levels
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6.4 DPIM With a Guard Band

Intuitively, when a DPIM slot sequence is passed through a multipath channel, the postcursor 

ISI is most severe in the slots immediately following a pulse. Using this fact, the unique symbol 

structure of DPIM may be exploited to provide a simple method of improving error 

performance in the presence of ISI. This method involves placing a guard band, which consists 

of one or more guard slots, in each symbol immediately following the pulse. Upon detection of 

a pulse, the following slot(s) contained within the guard band are automatically assigned as 

zeros, regardless of whether or not the sampled output of the receiver filter is above or below 

the threshold level. Thus, the postcursor ISI present in these slot(s) has no effect on system 

performance, provided that the pulse initiating the symbol is correctly detected. The mapping of 

source data to transmitted symbols for 4-DPIM(NGB), 4-DPIM(lGS) and 4-DPIM with a guard 

band consisting of 2 guard slots, denoted as 4-DPIM(2GS), is shown in Fig. 6.12. The shaded 

areas in the figure represent the guard slots.

Source 4-DPIM Symbols
Data NGB 1GS 2GS

00
i i

01
__ i i i i i i

10
i i i i i i i i i

11
i i i i i i i i i i i i

Fig. 6.12: Mapping of source data to transmitted symbols for 

4-DPIM(NGB), 4-DPIM(lGS) and 4-DPIM(2GS)
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The inclusion of a guard band increases the average number of slots per symbol, and 

consequently, in order to maintain the same average bit rate, it is necessary to reduce the slot 

duration. For DPIM(IGS) and DPIM(2GS) the slot duration is given in (4.1), where 

Lavg = (L  + 3)/2 and (L + 5)/2, respectively. On its own, a reduction in slot duration would

result in increased optical power requirements, since the ISI would affect a greater number of 

slots. Therefore, in order for the guard band to achieve a net reduction in optical power 

requirement, the reduction in power due to the presence of the guard band must outweigh the 

increase in power due to the reduced slot duration.

For DPIM(IGS), the probability of error for any given slot is dependent not only on the sampled 

signal value corresponding to that particular slot, but also on the sampled value of the previous 

slot. Thus, when evaluating DPIM(IGS), if c* has m taps, it is necessary to generate sequences 

of length (m+1), and evaluate the probability of slot error for the m* slot, using sample values 

for the m* and (m-1)411 time slots. Note that by including a guard band, for a sequence length of 

(m+1) slots, not all the 2m+1 possible DPIM(NGB) sequences are actually valid, since the guard 

band excludes all sequences which contain adjacent pulses. The guard band does, however, 

increase the maximum run length of consecutive zeros.

In order to explain the function of the guard band, the following notation is used. Let bm and 

bm_i represent the values of the m* and (m-l)01 slots in a DPIM(IGS) sequence, respectively,

where bm,bm_l e  {0,l}. Let bm and bm_x represent the estimate of bm and bm_x, respectively, 

after passing through the multipath channel. Since the probability of slot error for the m* slot in 

a sequence is affected by the detection of the (m-l)* slot, there are 4 possible detection 

scenarios, as outlined below:

(i) If bm_x =1 and is correctly detected, bm must be a zero and bm is automatically 

assigned a zero. Therefore, there is no chance of an error in slot m.
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(ii) If bm_x =1 but is falsely detected as a zero, bm must be a zero but bm is not

A

automatically assigned a zero. Therefore, an error will occur if = 1.

(iii) If = 0 and is correctly detected, bm could be either a one or zero, and the (ra-l)* 

slot has no effect on the probability of error in slot m.

(iv) If bm_x = 0 but is falsely detected as a one, bm is automatically assigned a zero, but an 

error will occur if bm - 1.

The probability of slot error for DPIM(IGS) cannot easily be expressed in a concise form. 

Consequently, pseudo code is used. In conjunction with the above notation, let ym and ym.\ be the 

sampled output of the receiver filter corresponding to the m* and (ra-l)* slots, and a opt be the 

optimum threshold level. For any given (m+l)-slot DPIM(IGS) sequence, the probability of slot 

error in the m* slot may be calculated as follows:

A A

if bm_x = 1 & bm_x =1 { bm = 0 and bm is automatically set to 0 }

E „ = 0

A A

elseif = 1 & bm_x = 0  { bm = 0 but bm is not automatically set to 0 }

e . = e((<v  - y J /V ^ / 2 )

elseif bm_x -  0 & bm_x = 0  { bm could be 1 or 0 }

if = 1

=Q[{ym ~o-cp,) /4n J 2)
else

end

A A

elseif bm_x = 0 & bm_x =1 { bm is automatically set to 0, but bm could be 1 }
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if  = 1
E „ = l

else
em=0

end

end

As before, in order to calculate the average probability of slot error, the above pseudo code is 

used to calculate the probability of slot error for the m* slot in every possible (m+1) slot 

sequence. These probabilities are then multiplied by their corresponding occurrence 

probabilities and the results are summed. The average probability of slot error may then be 

converted into a corresponding PER using (4.11), with the substitution Lavg = (L + 3 )/2 .

As a simple extension to this technique, the duration of the guard band may be increased such 

that it consists of two slots. In this case, if c* has m taps, it is necessary to generate slot 

sequences of length (m+2), and evaluate the probability of slot error for the (m+1)* slot, using 

sample values for the (m+1)*, m”1 and (m-1)* time slots. Let bm+l represent the value of the

(m+1)* slot in a DPIM(IGS) sequence, and let bm+1 represent the estimate of bm+1 after passing 

through the multipath channel. With two guard slots, the number of possible detection scenarios 

increases, as outlined below:

(i) If bm_x = 1 and is correctly detected, bm+l must be a zero and bm+1 is automatically 

assigned a zero. Therefore, there is no chance of an error in slot (m+1).

(ii) If bm_x =1 but is falsely detected as a zero, bm+l must be a zero but bm+l is not

A A

automatically assigned a zero. If bm is falsely assigned as a one, then bm+l will 

automatically be assigned a zero and no error will occur. If bm is correctly detected as a 

zero, then an error will occur if bm+l = 1.
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(iii) If bm_x = 0 and is correctly detected, the probability of error is calculated in the same 

way as the DPIM(IGS) method.

(iv) If bm_x = 0 and is falsely detected as a one, bm+l is automatically assigned a zero, but 

an error will occur if bm+l = 1.

Let ym+i be the sampled output of the receiver filter corresponding to the (m+l)* slot. Again, 

using pseudo code, for any given (m+2)-slot DPIM(2GS) sequence, the probability of slot error 

in the (m+1)* slot may be calculated as follows:

A A.

If bm_x = 1 & bm_x =1 { bm+x = 0 and bm+l is automatically set to 0 }

Em« = 0

A A

elseif bm_x = 1 & bm_x = 0 { bm+x = 0 but bm+x is not automatically set to 0 }

if =1
=0

else

=e((<v - y mn ) l 4 Nol2 )
end

elseif bm_x -  0 & bm_x = 0  { bm+x could be 1 or 0 }

A A

if bm = 1 & bm = 1 { bm+1 = 0 and bm+x is automatically set to 0 }

em« = 0

A A

elseif bm = 1 & bm = 0 { bm+l = 0 but bm+x is not automatically set to 0 }

Em+1 =2((a„„ - y m» ) / ^ N 0/2)  

elseif bm = 0 & bm = 0 { bm+x could be 1 or 0 }

>f bn,» = 1

em+i=e(G'm«-o-opt)l4N<>l2 )
else
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^/n+1 — G ((® cp/ iV m + l ) /V ^ o 7 ^ )

end

a  a

elseif Z?m = 0 & bm = 1 { bm+l is automatically set to 0, but bm+l could be 1 }

if  *«+ i=1
^m+l ~ f

Sm+1 = 0

else 

end

end

A A

elseif bm_x = 0 & bm_x =1 { bm+1 is automatically set to 0, but bm+1 could be 1 }

if  *Wl =1

else

end

end

^m+l — ̂

em+i = 0

Again, the average probability of slot error is found by multiplying each error probability by its 

corresponding probability of occurrence and then summing the results. This may then be 

converted into a PER using (4.11), with the substitution Lavg = (L + 5 )/2 .

For each value of DT in the range 10'3 to 0.4, the average optical power requirement was 

calculated, using the optimum sampling point and threshold level, for various orders of 

DPIM(IGS) and DPIM(2GS). These normalized average optical power requirements are plotted 

in Fig. 6.13, along with those of DPIM(NGB). For comparison, the average optical power 

requirement for OOK is also shown in the figure.

169



6
 O O K

—  N G B  
1G S

-  - 2G S

&5
g
P

4

v 1 0£) 1

c-1

-2o
10

0-1-2
101010

R M S  d elay  spread  /  b it duration

(a)

 O O K
—  N G B  

1G S
— 2GS

R M S  delay  spread  /  b it duration

6m
w 
1 5 
|  4

  O O K
N G B

-  1G S
— 2GS

3

^ 5
10

o-l-2
101010

R M S  delay  spread  /  b it duration

(b)

 O O K
— N G B

—  1G S
— 2GS

R M S  delay  sp read  /  b it duration

(c) (d)

Fig. 6.13: Normalized average optical power requirement versus normalized delay spread for 

DPIM(NGB), DPIM(IGS) and DPIM(2GS) with: (a) L = 4, (b) L = 8, (c) L =  16, and (d) L = 32

At low values of Dr, adding a guard band reduces the average duty cycle of the transmitted 

signal and hence, gives a reduction in the average optical power requirement relative to the 

NGB case. This effect is more pronounced at lower orders, where the average duty cycle is 

reduced by a greater percentage. As an example, for D T= 1 x 10° and L = 4, the reductions are 

-0 .7  dB for 1GS and -1.25 dB for 2GS, whilst for L =  16, the reductions are -0.25 dB and 

-0.45 dB for 1GS and 2GS, respectively. As Dr increases, the difference between the NGB and 

1GS curves increases, thus highlighting the effectiveness of adding a single guard slot. Again 

taking 16-DPIM as an example, at Dr = 0.1, the difference between NGB and 1GS has 

increased to -1 .4  dB. At normalized delay spreads where DPIM(NGB) experiences irreducible
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error rates, the power requirements are finite for DPIM(IGS). Adding a second guard slot gives 

a further reduction in power requirements at low values o f D T. Again, this is more pronounced 

at lower orders. For high normalized delay spreads, the improvement in performance over 1GS 

is clear, with irreducible error rates occurring at higher values of D r than they do for 1GS. For 

intermediate normalized delay spreads however, adding a second guard slot results in only a 

marginal reduction in power requirement. As an example, for Z = 16 and D T= 0.1, 2GS yields a 

mere -0.1 dB reduction relative to 1GS. The reason for this can be explained with the aid of 

Fig. 6.14, which shows the average optical power penalty due to ISI versus normalized delay 

spread.

10
 L = 4, NGB

-  L = 4, 1GS 
L = 4, 2GS 
L  = 32, NGB 
L = 32, 1GS 
L = 32, 2GS
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0
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Fig. 6.14: Average optical power penalty versus normalized delay spread for DPIM(NGB), 

DPIM(IGS) and DPIM(2GS) with L = 4 and L = 32

From Fig. 6.14 it may be observed that at intermediate values of D r, typically 0.01 -  0.1, 2GS 

results in a marginally higher average optical power penalty than 1GS. This means that the 

benefit of adding a second guard slot is outweighed by the reduction in slot duration required to 

accommodate it. Therefore, within these regions, the power requirements of 2GS converge with 

those of 1GS.
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Even when a guard band is used, OOK still yields a lower average optical power requirement 

than DPIM at high values of DT. The inclusion of the guard band simply increases the value at 

which the crossover takes place. For example, with reference to Fig. 6.13(d), OOK offers a 

lower average optical power requirement than 32-DPIM(NGB) for DT> -0.13, whilst this 

crossover does not take place until Dr =-0 .18  for 32-DPIM(lGS), and DT= -0.31 for 

32-DPIM(2GS).

6.5 DPIM With Equalization

As discussed in chapter 4, since symbol boundaries are not known prior to detection, practical 

implementation of maximum likelihood sequence detection for DPIM is unfeasible. Therefore, 

in this section, suboptimal decision feedback equalization is considered. The DFE, first 

proposed by Austin [144], is a nonlinear receiver structure which offers a good compromise 

between performance and implementation complexity [18]. DFEs have attracted considerable 

interest for use in indoor wireless infrared links [10, 32, 105,106, 108-110, 112, 113, 120, 121], 

and a number of experimental systems using DFEs have been reported [35, 36, 41]. As 

previously discussed in chapter 3, the two most popular criteria which a DFE can use to 

optimize its filter coefficients are ZF and MSE. Belfiore [104] showed that whilst the 

performance of MSE-DFEs is generally superior to that of ZF-DFEs, at high signal-to-noise 

ratios their performance is virtually identical. Using measured indoor infrared channels, Audeh 

et. al. [110] compared the performance of PPM using both ZF-DFEs and MSE-DFEs, and found 

their performance to be identical. Since the analysis of ZF-DFEs is more straightforward, the 

majority of the research carried out has focussed on this type of DFE. Therefore, for continuity, 

the ZF-DFE is considered exclusively in this analysis.
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The DFE consists of a feedforward filter, a detector and a feedback filter. Price [145] showed 

that the optimum feedforward filter in a ZF-DFE is the WMF, first proposed by Forney [100]. 

In the context of the ZF-DFE, the WMF plays an important role of equalizing the precursor ISI, 

which is defined as the interference from future data symbols [18]. Therefore the remaining ISI 

is postcursor, meaning that it is due to past data symbols. By feeding back the detected estimate 

of these past data symbols, the ISI they introduce on future symbols may be cancelled. This task 

is performed by the feedback filter, which is sometimes referred to as the postcursor equalizer.

A block diagram of the DPIM(NGB) system using a slot-rate DFE is shown in Fig. 6.15(a). The 

DPIM(NGB) slot sequence, b*, is passed through a transmitter filter, which has a unit-amplitude 

rectangular impulse response pit), with a duration of Ts. The pulses are scaled by the peak 

transmitted optical power, L^gP^g, and passed through a multipath channel with an impulse 

response h(t). The received optical signal power is converted into a photocurrent by multiplying 

it with the photodetector responsivity R. AWGN nit), with a double-sided PSD of NJ2, is added 

to the detected signal. A whitened-matched filter is then used, which consists of a receiver filter 

which is matched to the received pulse shape, followed by a slot-rate sampler and a noise 

whitening filter.

The impulse response of the receiver filter is given by:

rit) = p i- t )® h i- t ) .  (6.21)

The noise whitening filter is calculated as follows. The discrete-time impulse response of the 

cascaded transmitter filter, channel and receiver filter is given by:

Ct  = p ( 0 ® A ( 0 ® K 0 | , =i7. • (6.22)



Since the receiver filter has an impulse response which is a time reversed version of the received 

pulse shape, if the optimum sampling point is selected by maximising the zero tap Co, then ck 

will have an equal number of precursor and postcursor taps. Assuming that ck has a total of 

(2m+l) taps, following [99], let C(z) denote the two-sided z transform of ck, i.e.,

m

C(z)= ■ (6-23)
k= -m

The 2m roots of C(z) have the symmetry that if p is a root, then 1/p* is also a root. Note that the 

asterisk denotes complex conjugate. Therefore, C(z) can be factored and expressed as:

C(z) = W (z)W *(l/Z *), (6.24)

where W(z) has m roots pi, p2, ... pm and W* {Hz)  has m roots 1/pi*, l/p2*, ... 1/p m- If all the 

roots of W*(ll z )  are inside the unit circle, i.e. the filter is minimum phase, l/w * (l/z * )  

represents a physically realisable, stable, recursive discrete-time noise whitening filter. The 

whitening filter whitens the noise which is coloured by the receiver filter r{t). Let wk denote the

tap coefficients of l /w * ( l /z * ) . The transmitter filter, channel and WMF may be expressed as a 

discrete-time impulse response, given by:

8 k = L avg R P avg ' Ck ® Wk > (6.25)

which includes the scaling for the peak transmitted optical power and the conversion from 

received optical power to photocurrent. The discrete-time output of the whitening filter is passed 

to a threshold detector, which assigns a one or a zero to each slot. The output of the threshold

detector b* is the estimate of the transmitted slot sequence b * , and forms the input to a

feedback filter with an impulse response gk -  g0Sk, which represents the strictly causal portion

of gk. The block diagram of Fig. 6.15(a) may be simplified to an equivalent discrete-time block
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diagram, as illustrated in Fig. 6.15(b), where the noise samples nk are IID with zero mean and a 

variance of N 0/ 2 .

Whitened-matched filter

sample

Multipath
channel

hit)

Transmitter
filter

Feedback
filter

gt-sA

Unit energy 
filter r(t) 

(matched to
Noise

whitening
filter

(a)

A

Feedback
filter

(b)

Fig. 6.15: (a) Block diagram of DPIM system with DFE, and (b) Equivalent discrete-time block

diagram of DPIM system with DFE

Assuming that all detected slots are correct, and the filters have an infinite number of taps which 

are optimally adjusted in accordance with the ZF criterion, the probability of slot error using a 

ZF-DFE with the threshold level set midway between expected one and zero levels is given by 

[120, 121]:

e,slo t,ZF -D F E = Q
8 o

2JNJ2
(6.26)

Using (6.26), and converting P e,slot,z f - d f e  into an average PER using (4.11), with the substitution 

Lavg =(L  + l) /2 , the average optical power requirement for DPIM(NGB) using a slot-rate ZF-

DFE was calculated for various orders and normalized delay spreads, as plotted in Fig. 6.16.
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Also shown in the figure, for comparison, are the average optical power requirements for 

unequalized DPIM(NGB).
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Fig. 6.16: Normalized average optical power requirement versus normalized delay spread for

DPIM(NGB) with a ZF-DFE

At low normalized delay spreads, typically below 0.01, the ZF-DFE gives no improvement in 

performance. However, as expected, the effectiveness of the equalizer in reducing the average 

optical power requirement becomes apparent as Dr increases. For example, when D T = 0.1, the 

ZF-DFE yields power penalty reductions o f ~1 dB - ~3 dB, for the orders considered. 

Furthermore, at normalized delay spreads which result in irreducible error rates for the 

unequalized system, using a ZF-DFE results in finite power requirements at these values.

In order the compare the effectiveness of the guard band technique, as discussed in the previous 

section, with the ZF-DFE, optical power requirements for both are plotted in Fig. 6.17 for Z = 4 

and Z = 32.
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Fig. 6.17: Normalized average optical power requirement versus normalized delay spread for 

DPIM(NGB), DPIM(IGS), DPIM(2GS) and DPIM(NGB) with a ZF-DFE for L = 4 and L  = 32

At low normalized delay spreads, the power requirements of DPIM(NGB) using a ZF-DFE are 

virtually identical to those without equalization, and consequently, DPIM with a guard band 

outperforms the equalized scheme. However, for any given normalized delay spread, the I SI 

power penalty for DPIM(NGB) using a ZF-DFE is lower than it is for unequalized 

DPIM(NGB), DPIM(IGS) and DPIM(2GS). Consequently, as DT increases, the power 

requirement curves for DPIM(NGB) using a ZF-DFE intersect with those of DPIM(IGS) and 

DP1M(2GS). Beyond the final points of intersection, DPIM(NGB) using a ZF-DFE offers the 

lowest average optical power requirements of the schemes considered. However, significant 

improvements in performance are not achieved until D T is high, typically above 0.3, and on 

channels where the ISI is not too severe, the guard band technique incurs only a small power 

penalty compared with the ZF-DFE. For example, with L — 32 and Dr = 0.16, DPIM(NGB) has 

an irreducible error rate, whilst DPIM(IGS) results in an optical power requirement which is 

-3 .2  dB higher than that of DPIM(NGB) using a ZF-DFE. By using DPIM(2GS), this power 

penalty reduces to a mere -0 .4  dB compared with DPIM(NGB) using a ZF-DFE.

177



The analysis carried out in this section make the assumptions that the channel impulse response 

is known a priori, and the filters used in the ZF-DFE have an infinite number of taps with the 

tap weights perfectly adjusted. In practise, neither of these are true, and an adaptive ZF-DFE 

with a finite number of taps will give a performance below that of the optimum ZF-DFE used in 

this section. Furthermore, if the threshold detector makes an incorrect decision, the ISI 

correction is flawed for future decisions. This phenomenon is known as error propagation, and 

tends to result in bursts of errors. This effect has not been considered in this analysis. 

Nevertheless, the primary objective of the ZF-DFE analysis is to provide some reference by 

which to access the effectiveness of the guard band technique. In this respect, the analysis 

carried out is adequate, and any further investigation is beyond the scope of this thesis.

6.6 Summary

In the absence of multipath dispersion, the power efficiency of DPIM and PPM can be 

improved by increasing the order. However, increasing the order also increases the bandwidth 

requirement, which on multipath channels results in a greater ISI power penalty. When DT is 

sufficiently large, the reduction in average optical power requirement due to the reduced duty 

cycle is outweighed by the increased ISI power penalty, and it becomes more efficient to switch 

to a lower order. Therefore, for unequalized DPIM and PPM, the most power efficient order on 

any given channel is a function of the normalized delay spread. As an example, when the ISI is 

negligible, i.e. DT= 10'3, 16-DPIM(NGB) has an average optical power requirement which is 

-4.2 dB lower than that of 4-DPIM(NGB). However, when DT = 0.2, it is 4-DPIM(NGB) which 

outperforms 16-DPIM(NGB) by -0.5 dB.

Although OOK has the lowest power efficiency of the schemes considered in the absence of ISI, 

it also has the lowest bandwidth requirement, and consequently the lowest ISI power penalty for 

unequalized operation on multipath channels. Therefore, when the normalized delay spread is 

sufficiently large, OOK gives the lowest average optical power requirement of any unequalized
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scheme considered, with the exception of 4-PPM(MAP), which gives very similar results at 

high values of DT. Due to its more sophisticated detection technique, PPM(MAP) always 

outperforms PPM(TH), and the margin of improvement is found to increase as DT increases. For 

a given order, DPIM(NGB) has a lower bandwidth requirement than PPM, and consequently 

has a lower ISI power penalty than PPM(TH). However, at low normalized delay spreads, 

PPM(TH) is more power efficient due to its reduced duty cycle. Consequently, the average 

optical power requirements of the two schemes intersect at a certain value of DT, and above this 

value DPIM(NGB) offers the lower average optical power requirement, though both schemes do 

give irreducible error rates at very similar values of DT. To cite the example given previously in 

section 6.3.3, at DT-  10'3, 16-PPM(TH) has a -1.3 dB lower average optical power requirement 

than 16-DPIM(NGB). However, when DT= 0.2, it is 16-DPIM(NGB) which outperforms 

16-PPM(TH) by -2.6 dB. Compared with PPM(MAP), DPIM(NGB) gives lower ISI power 

penalties for low to medium normalized delay spreads, but is always inferior to PPM(MAP) in 

terms of average optical power requirement.

By introducing a guard band, the performance of DPIM in the presence of ISI can be improved 

considerably. In order to achieve a net reduction in average optical power requirement, the 

reduction in power due to the effectiveness of the guard band in mitigating postcursor ISI must 

outweigh the increase in power due to the increased bandwidth required to accommodate the 

guard band. On channels where the ISI is nominal, the presence of a guard band gives a 

reduction in average optical power requirement due to the reduced average duty cycle of the 

transmitted signal. As the severity of ISI increases, the difference in performance between 

DPIM with and without a guard band increases, thus highlighting the effectiveness of the guard 

band technique. Considering 16-DPIM as an example, when DT= 10'3, adding a single guard 

slot reduces the average optical power requirement by -0.2 dB. When DT = 0.2, the difference 

between 16-DPIM(NGB) and 16-DPIM(1GS) has increased to -4.1 dB. Furthermore, 

normalized delay spreads which result in irreducible error rates without a guard band give finite 

power requirements when a guard band is used. At intermediate values of Dt, typically 

0.01 <Dt <0.1, the reduction in power requirement offered by adding a second guard slot is
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minimal. However, increasing the length of the guard band from one to two slots becomes 

worthwhile at high values of DT. The performance of DPIM(NGB) using a ZF-DFE was found 

to be significantly better than that of DPIM(IGS) and DPIM(2GS) only on channels which 

suffer from severe ISI, i.e. typically for Dr >0.2.  On the majority of channels, the guard band 

technique is sufficient to achieve reliable operation over a useful range of delay spreads, 

especially considering the reduced cost and complexity associated with implementing a guard 

band compared with an adaptive DFE.
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Chapter 7

System Implementation

7.1 Introduction

To augment the theoretical and simulated performance of DPIM, a low bit rate prototype diffuse 

link was designed and constructed. Based on 16-DPIM(1GS), the link has a slot frequency of 

6 MHz, thereby achieving an average bit rate of -2.5 Mbit/s. In this chapter, results of error 

performance measurements carried out on the link under a variety of ambient light conditions 

are presented. For reference, the design of the prototype link is described in detail in 

appendix B. The remainder of this chapter is organised as follows. A brief outline of the 

experimental system is given in section 7.2, and the setup of the link is described in section 7.3. 

Results of error performance measurements carried out on the prototype link are presented in 

section 7.4, and finally, a summary of the chapter is given in section 7.5.
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7.2 System Overview

A block diagram of the experimental system is shown in Fig. 7.1

Ceiling

Optical
transmitter

Info. DPIM
modulatorsource

Optical 
front end

Post
amplifier

Predetection
filter

Guard 
slot circuit

Error
counter

Clock

Transmitted DPIM sequence

Fig. 7.1: System block diagram

The transmitter is comprised of an information source, a DPIM modulator and an optical 

transmitter. The DPIM modulator encodes data from the information source into 

16-DPIM(1GS) symbols. The circuitry required to perform this task is synthesized on a field 

programmable gate array (FPGA) device, the code for which is included in appendix B. The slot 

sequence emerging from the DPIM modulator is passed to an optical transmitter which consists 

of an array of 12 infrared LEDs, each of which can be enabled or disabled separately such that 

the optical transmit power can be varied. The LEDs have a centre wavelength of 875 nm, a 

viewing angle of 30°, and are operated such that the specified radiant optical power for each 

LED is 38 mW. With all 12 LEDs on, the peak optical power of the array is 456 mW, which for 

16-DPIM(1GS), corresponds to an average optical transmit power of 48 mW. Note that all 12 

LEDs are aligned vertically, pointing a the ceiling of the room.

At the receiver, photodetection is carried out by an array of 5 silicon PIN photodiodes connected 

in parallel. The photodiodes have a spectral range of 400 -1100 nm, a half angle of 60°, and an
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active area of 7 mm2, giving a total active area of 35 mm2 for the detector array. The optical 

front end also contains a second detector array, identical to the first, which is used to measure 

the received photocurrent due to both the transmitted signal and the ambient light sources. At a 

wavelength centred on 875 nm, the photodiodes have a specified responsivity R of 0.6 AAV. 

Knowing this, the measured average photocurrent IB may be converted into an average received 

irradiance Havg with units dBm/cm2 using:

H avg =10 log

100 J_N 
35 ' R

10 1x10 -3 (7.1)

The photocurrent generated by the first photodiode array is amplified by a transimpedance 

preamplifier, which is then followed by an additional gain stage. A two stage post amplifier is 

then used to further increase the gain, resulting in an overall transimpedance of -12 MQ. The 

AC coupling within the post amplifier forms a high-pass filter, and was initially tuned to give a 

cut-on frequency of ~50kHz. As discussed in section 7.4.1, this choice of cut-on frequency is 

sufficient to reject interference resulting from fluorescent lamps driven by low-frequency 

ballasts, whilst introducing only a negligible amount of baseline wander.

The amplified signal is then passed to a predetection filter, the fundamental purpose of which is 

to increase the likelihood of successfully detecting pulses in the presence of noise. A 4th order 

Bessel low pass filter with a cut-off frequency of 3.6 MHz was used which, from the analysis 

carried out in appendix B, was found to give a performance close to that of a matched filter. A 

threshold detector is then used to compare the output of the predetection filter with a threshold 

voltage, and assign a logic one or zero to each slot depending on whether the signal is above or 

below the threshold voltage at the sampling instant. The sampling points are derived from the 

transmitter clock, thereby eliminating the effect of timing jitter from the results obtained.
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The output of the threshold detector is passed to a guard slot circuit, the purpose of which is to 

automatically assign a zero to any slot which immediately follows a pulse. The regenerated 

DPIM slot sequence is then compared with the transmitted sequence, and the number of slots in 

which the two signals differ are counted.

7.3 Link Setup

The experimental link was set up in a laboratory with dimensions 6.85 m x 6.64 m x 2.9 m, with 

large windows on two walls facing north and west. The position of the transmitter and receiver 

within the room, which was fixed throughout all the measurements, is shown in Fig. 7.2. The 

horizontal distance between the transmitter and receiver was 2 m. Both the transmitter and 

receiver were situated on benches, pointing vertically upwards towards the ceiling, i.e. a diffuse 

configuration.

Windows

2.07 m

2.99 m

0.99 ms&
* TXr RXr

6.85 m

Fig. 7.2: Position of transmitter and receiver

In order to measure the effect of various ambient light sources on link performance, the light 

sources described and measured in chapter 2 were used. The positioning of these sources is 

shown in Fig. 7.3. The laboratory is illuminated by 18 x 36 W ceiling mounted low-frequency
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fluorescent lamps, which generate an average background photocurrent of 17.9 pA at the 

receiver location indicated in Fig. 7.2, when no optical filter is used. Consequently, the position 

of the fluorescent lamp (FL) indicated in Fig. 7.3 was chosen such that a similar photocurrent 

was obtained from a single lamp, thus making the results valid for a typical indoor environment. 

Note that the fluorescent lamp was positioned such that the centre of the tube was on the 

transmitter-receiver axis. The position of the incandescent bulb (B) was chosen to simulate a 

desk lamp.

Ceiling

0.57 m

0.52 m

2 m

RXr

FL

TXr

Floor

Fig. 7.3: Position of artificial ambient light sources

The average background photocurrent IB generated by these artificial ambient light sources, with 

and without the RG780 optical filter, are listed in Table 7.1, along with daylight measurements.

Source h  (pA) 
(without optical filter)

h  (pA)
(with optical filter)

Reduction
(%)

Incandescent bulb 114 75 34.2
LF fluorescent lamp 17.9 1.3 92.7
HF fluorescent lamp 18.6 1.1 94.1

Natural daylight 40-50 12-15 70

Table 7.1: Average background photocurrent from various ambient light sources
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The performance of the experimental link was measured in terms of the slot error rate (SER), 

since using the PER would slow down the measurement process significantly. Measurements 

were taken under a variety of ambient light conditions, both with and without optical filtering. 

The optical transmit power was varied by switching on/off the 12 individual LED drivers. This 

allowed the average received irradiance, due to the transmitted signal, to be varied between 

-39.7 and -50.2 dBm/cm2. Note that, without optical filtering, the ambient light sources result in 

an average background irradiance which is 29 - 37 dB higher than the maximum average 

received signal irradiance. For each measurement taken, the threshold level was manually 

adjusted to minimize the SER.

7.4 Performance of Experimental Link

7.4.1 Receiver not optimized for high-frequency fluorescent lamp

For low-frequency electronic ballasts, the detected electrical spectrum contains harmonics 

which do not extend beyond a few tens of kHz. Consequently, a HPF cut-on frequency of 

50 kHz is sufficient to filter out the majority of this interference signal. Note that for a bit rate of 

-2.5 Mbit/s, this corresponds to a normalized cut-on frequency f c/ R b of -0.02, which from 

Fig. 5.18, should introduce virtually no baseline wander power penalty. To achieve this cut-on 

frequency, the capacitors Q  and C2 in the post amplifier of Fig. B.7 were set to 2.2 nF, giving a 

cut-on frequency of -48 kHz. For each of the ambient light sources listed in Table 7.1, the SER 

performance was measured both with and without the optical filter. Plots of SER versus average 

received irradiance in the presence of natural and artificial ambient light sources are shown in 

Figs. 7.4 and 7.5, respectively.
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With reference to Fig. 7.4, for the link to achieve an average SER of 10*5 when operating in 

darkness, an average received irradiance of -43.4 dBm/cm2  is required. When operating in 

daylight, an average optical power penalty of 1.2 dB is incurred due to the shot noise resulting 

from the 40 - 50 pA background photocurrent. Whilst the optical filter reduces the background 

photocurrent by 70% (see Table 7.1), it only results in a modest 0.2 dB reduction in average 

optical power penalty. Figure 7.4 also shows the theoretical SER for and ideal system, limited 

only by shot noise resulting from an average background photocurrent of 50 pA. The average 

optical power requirement of this ideal system is 3.2 dB less than the value obtained for the 

experimental link when operating in daylight with no optical filter. Some of this difference is 

due to the bandwidth limitations of the transmitter and receiver, and the use of a suboptimum 

predetection filter. Additionally, the theoretical performance assumes that all other noise 

sources are negligible when compared with shot noise, which may not be the case in practise, 

particularly when considering receiver noise.

In the chosen receiver location, the incandescent bulb generates a background photocurrent 

which is more than twice that generated in daylight conditions. Consequently, an increased 

amount of shot noise is generated which, with reference to Fig. 7.5, results in a 2.3 dB average 

optical power penalty compared with the darkness case. Whilst optical filtering does reduce the 

background photocurrent by 34% (see Table 7.1), the error performance of the link using the 

optical filter is almost identical to that achieved without it. It is worth noting that along with 

attenuating the background photocurrent, the optical filter also attenuates the signal 

photocurrent slightly. This attenuation has been measured to be -1.4 dB. Figure 7.6 shows eye 

diagrams of the signal at the predetection filter output for two ambient light cases, these being 

darkness and incandescent bulb with no optical filter. For both eye diagrams, all 12 LEDs were 

switched on, thus producing an average optical transmit power of 48 mW. The closing of the 

eye due to the shot noise generated by the incandescent bulb is clearly observed from the figure.
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Fig. 7.6: Eye diagram at predetection filter output for two ambient light cases: 

(a) darkness, and (b) incandescent bulb without optical filter

With reference to Fig. 7.5, in the absence of optical filtering, the low-frequency fluorescent 

lamp introduces an average optical power penalty of 1.7 dB compared with the performance in 

darkness. This is actually higher than the daylight power penalty, even though the background 

photocurrent generated is less than half that of daylight. This finding implies that not all of the 

interference signal has been filtered, and consequently, some of the power penalty is down to 

the actual interference signal, as well as the shot noise generated by the average background 

photocurrent. Optical filtering was found to reduce the power penalty by 1 dB. In section 2.6.2 

of chapter 2 , the optical filter was found to reduce the interference signal amplitude by 86%. 

Consequently, some of the 1 dB reduction is due to the optical filter attenuating the interference 

signal, as well as reducing the average background photocurrent. The link was also operated in 

the presence of ambient light generated by the high-frequency fluorescent lamp. With a HPF 

cut-on frequency of -48 kHz, even with all 12 LEDs on, it was not possible to achieve a SER 

below 0.05, with or without the optical filter.
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7.4.2 Receiver optimized for high-frequency fluorescent lamp

Fluorescent lamps driven by high-frequency electronic ballasts have a detected electrical 

spectrum which may contain harmonics extending into the MHz region [15, 16]. Consequently, 

when operating in the presence of such an ambient light source, it is necessary to increase the 

HPF cut-on frequency significantly in order to attenuate the interference signal generated by the 

lamp. If a suitably high cut-on frequency is not employed, then the received signal is 

superimposed on the periodic interference signal, which has a catastrophic affect on link 

performance. To illustrate this, using the high-frequency fluorescent lamp as the source of 

ambient light, Fig. 7.7 shows the transmitted DPIM signal and the corresponding predetection 

filter output, for a HPF cut-on frequency o f -100 kHz (Q  and C2  of Fig. B.7 set to 1 nF).

T ek  a n E  50 .0  m  s / s  4 6  Acqs
1---------T-----------------------]

transmitted DPIM signal

prcdttcttkiri filter! 6/p

r.hi ‘ ' 5 ‘tiri v h  ' w h ii' i.'o'o'v M 2.oous' d h i  '> ' 720m \)

Fig. 7.7: Transmitted and received signal w ith/c = 100 kHz

As discussed in detail in chapter 5, whilst increasing the HPF cut-on frequency is successful in 

attenuating the interference signal, it also introduces baseline wander, which has a power 

penalty associated with it. Therefore, for optimum link performance, it is necessary to determine 

the optimum cut-on frequency which minimizes the overall power penalty resulting from these 

two effects.
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Using the method described in section 5.5.3, the optimum HPF cut-on frequency was 

determined using simulation. In the fluorescent light model described in section 5.2, the 

constants Ai and A2, which relate the interference amplitude to the average background 

photocurrent, were multiplied by a factor of 3.6. This value makes the ratio of average received 

irradiance to interference amplitude identical to the actual fluorescent lamp used in practise, 

without optical filtering. Note that the switching frequency used in the model was left at 

37.5 kHz, whilst the actual switching frequency of the lamp was 35 kHz. The results of the 

simulation are shown in Fig. 7.8. Note that the simulated results are based on a predetection 

filter with a rectangular impulse response, and assume no bandwidth limitations are imposed by 

the transmitter or receiver. In Fig. 7.8, the average optical power requirement is normalized to 

the power required in the absence of electrical high-pass filtering.

HPF cut-on frequency / bit rate

Fig. 7.8: Normalized average optical power requirement versus 

normalized HPF cut-on frequency (simulated)
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From Fig. 7.8, it is evident that the average optical power requirement is at a minimum when 

the normalized HPF cut-on frequency is 0.3. For a bit rate of -2.5 Mbit/s, this corresponds to an 

actual cut-on frequency of -750 kHz.

In order to validate this finding, the optimum HPF cut-on frequency was also determined 

experimentally. With all 12 LEDs switched on, using the high-frequency fluorescent lamp 

without optical filtering at the receiver, nine values for Q  and C2  were tested between 2.2 nF 

and 56 pF. For each value the sampling point and threshold level were adjusted to optimize link 

performance. Results of this are shown in Fig. 7.9.
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Fig. 7.9: SER versus normalized HPF cut-on frequency (measured)

Of the cut-on frequencies tested, the lowest SER was obtained using a normalized HPF cut-on 

frequency of 0.35, which corresponds to an actual cut-on frequency of 884 kHz. This was 

achieved using a capacitance of 120 pF for Ci and C2 , and is in good agreement with the 

optimum cut-on frequency predicted by simulation. Using this optimized cut-on frequency, link 

performance was again measured in the presence of natural and artificial sources of ambient 

light, both with and without optical filtering, as shown in Figs. 7.10 and 7.11, respectively.
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With reference to Fig. 7.10, the link requires an average received irradiance of -41.3 dBm/cm2  

when operating in darkness, which is 2.1 dB more than that required using the previous cut-on 

frequency of -48 kHz. This value is significantly less than the -7.5 dB optical power penalty 

predicted by Fig. 5.18. However, note that the theoretical analysis in section 5.4.3 assumes no 

bandwidth limitations are imposed on the transmitter or receiver, assumes the use of a first- 

order RC HPF, and uses a rectangular impulse response filter. Daylight operation results in an 

optical power penalty of 1.2 dB, which is reduced by 0.1 dB when optical filtering is employed. 

These power penalties are very similar to those obtained for daylight operation in the previous 

section.

With reference to Fig. 7.11, in the presence of ambient light generated by the incandescent bulb, 

the link cannot achieve a SER of 10' 5 with all 12 LEDs switched on. Approximating from Fig. 

7.11, the required irradiance is —39 dBm, corresponding to a 2.3 dB optical power penalty, 

which is identical to the power penalty obtained with a cut-on frequency of -48 kHz. Again, the 

optical filter was found to have virtually no effect on link performance. Figure 7.12 shows eye 

diagrams of the signal at the predetection filter output for two ambient light cases, these being 

darkness and incandescent bulb with no optical filter. All 12 LEDs were switched on. Compared 

with the previous eye diagrams, the effect increasing the HPF cut-on frequency is clear. The 

peak filter output is reduced, and the eye diagram now contains a significant portion below DC. 

The closing of the eye as a result of the shot noise generated by the incandescent bulb is again 

clearly observable from the figure.
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Fig. 7.12: Eye diagram at predetection filter output for two ambient light cases: 

(a) darkness, and (b) incandescent bulb without optical filter

With reference to Fig. 7.11, the low-frequency fluorescent lamp was found to introduce an 

average optical power penalty of 0.5 dB. Interestingly, rather than being improved, the 

performance of the link is actually degraded by a further 0.1 dB when optical filtering is used. 

This implies that the effect of reducing the shot noise, due to the reduced background 

photocurrent, is outweighed by the -1.4 dB reduction in the photocurrent generated by the 

signal. For the high-frequency fluorescent lamp, in contrast to the previous section where the 

SER could not be reduced below 0.05 with the optical transmit power available, using a HPF 

cut-on frequency of 884 kHz results in a modest 1.3 dB average optical power penalty. This 

power penalty is 0.8 dB higher than that of the low-frequency fluorescent lamp, which gives a 

similar background photocurrent, thus implying that the HPF cut-on frequency is not sufficient 

to attenuate all the interference signal, and consequently, some of the power penalty is due to 

the remaining interference signal, as well as the shot noise. Optical filtering was found to reduce 

the average optical power penalty by 0.6 dB, resulting in a power penalty which is just 0.1 dB 

above that of the low-frequency fluorescent lamp, when optical filtering is used.
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7.5 Summary

In this chapter, the performance of an experimental 2.5 Mbit/s diffuse infrared link using 

16-DPIM(1GS) has been examined under a variety of ambient light conditions. A HPF cut-on 

frequency of 48 kHz, which corresponds to a normalized delay spread of -0.02, was found to be 

sufficient to reject the interference signal from all the artificial ambient light sources with the 

exception of the high-frequency fluorescent lamp. Using this cut-on frequency, an average 

received irradiance of -43.4 dBm/cm2 is required to achieve a SER of 10*5 when operating in 

darkness, and average optical power penalties in the range 1 .2 -2 .3  dB are incurred when 

operating in the presence of daylight, an incandescent bulb or a low-frequency fluorescent lamp. 

Optical filtering was found to give a 1 dB reduction in the average optical power penalty for the 

low-frequency fluorescent lamp, but gave just a 0.2 dB reduction when operating in daylight, 

and no reduction for the incandescent bulb. For the high-frequency fluorescent lamp, which has 

a switching frequency of 35 kHz, the 48 kHz cut-on frequency is not sufficient to significantly 

attenuate the interference signal. As a result, the SER could not be reduced below 0.05 with the 

optical transmit power available.

In order to determine the optimum HPF cut-on frequency when operating in the presence of the 

high-frequency fluorescent lamp, the optical transmit power was fixed and the SER measured 

for various cut-on frequencies. Of the nine values measured, a cut-on frequency of 884 kHz was 

found to give the lowest SER, which corresponds to a normalised cut-on frequency of 0.35. 

When operating in darkness, using such a high cut-on frequency results in a 2.1 dB increase in 

the average optical power requirement compared with using a cut-on frequency 48kHz. 

However, when operating in the presence of the high-frequency fluorescent lamp, this cut-on 

frequency yields a modest power penalty of 1.3 dB, which is reduced by a further 0.6 dB when 

optical filtering is used. With a HPF cut-on frequency of 884 kHz, it is ambient light sources 

which generate the highest background photocurrent that result in the greatest performance 

degradation. For the particular receiver location used in the measurements, the incandescent 

bulb gave the largest average optical power penalty of 2.3 dB. However, in a different receiver

196



location, for example close to a window, daylight may well provide the greatest source of 

degradation. Consequently, even when optimized electrical high-pass filtering is used, it is 

imperative to take account of the maximum background irradiance due to ambient light sources 

when evaluating link power budgets.
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Chapter 8

Conclusions

The primary objective of the work presented in this thesis was to evaluate DPIM as a candidate 

modulation technique for indoor optical wireless communication systems. In order to carry out 

this task, it is first necessary to fully understand the characteristics of the channel on which the 

scheme is required to operate, and also be well versed in the fundamentals of indoor optical 

wireless systems. From the review carried out in chapter 2, it is clear that the indoor infrared 

channel is unique, combining the Gaussian noise characteristics of conventional wire based 

channels with the IM/DD constraints of fibre-optic systems. The review also revealed that 

channel properties are largely dependent on the choice of link configuration, each of which pose 

different problems in terms of system design. Of these configurations, the diffuse link topology 

is the most challenging since it must contend with interference from artificial sources of 

ambient light and multipath propagation.

When evaluating modulation techniques for use in indoor optical wireless communication 

systems, the important criteria are power efficiency, bandwidth efficiency, complexity, 

resistance to ambient light interference, and resistance to multipath dispersion. Of the numerous
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schemes which have already been proposed for use in indoor infrared links, OOK and PPM are 

by far the most widely adopted techniques, to date. From the review of modulation techniques 

presented in chapter 3, it may be concluded that the primary advantages of OOK are its 

simplicity and bandwidth efficiency. Compared with OOK, PPM yields an improvement in 

power efficiency at the expense of an increased bandwidth requirement and greater complexity. 

PPM offers a choice of two detection methods, the more sophisticated of which is virtually 

immune to the effects of ambient light interference at high data rates. However, on multipath 

channels, unequalized PPM is found to suffer a larger ISI power penalty than unequalized OOK, 

due to its increased bandwidth requirement. For both schemes, their performance in the 

presence of multipath dispersion can be improved using MLSD, suboptimal equalization and/or 

some form of coding scheme, though this obviously results in increased system complexity.

The proposed scheme, DPIM, is an anisochronous modulation technique in which data is 

represented by the interval between adjacent pulses. Since each symbol is initiated with a pulse, 

symbol synchronisation is not required, thereby resulting in a simpler receiver structure 

compared with PPM. Although variable in length, DPIM symbols contain, on average, fewer 

slots than PPM symbols for any given L. Consequently, DPIM requires a lower slot rate to 

achieve the same average data rate as PPM, thereby making it a more bandwidth efficient 

modulation technique. On the down side, the fact that DPIM symbols contain, on average, fewer 

slots than PPM symbols also means that DPIM has a lower peak-to-mean power ratio compared 

with PPM, resulting in an increased average optical power requirement. However, by encoding 

an additional bit per symbol, it was found that DPIM can achieve a lower average power 

requirement compared with PPM(TH), whilst still achieving a lower bandwidth requirement. As 

an example, 32-DPIM(NGB) requires approximately 0.6 dB less average optical power than 

16-PPM(TH), and uses 17.5 % less bandwidth.

One of the unusual characteristics of DPIM is the fact that, since it does not have a 

predetermined symbol structure, errors are not confined to the symbols in which they originate. 

A single slot error has the potential to affect every remaining bit in the packet, and
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consequently, comparing the error performance of DPIM with other schemes in terms of the 

BER is meaningless. For this reason, the PER was used as the measure of error performance 

throughout this thesis. Another consequence of the lack of symbol structure in DPIM is the fact 

that MLSD is unfeasible due to the computational overheads required to implement it. 

Consequently, hard-decision decoding using a threshold detector is the most likely receiver 

implementation. The performance of hard-decision decoding is largely dependent on the choice 

of threshold level. One of the outcomes of the theoretical analysis carried out in chapter 4 is 

that, in terms of performance on nondistorting AWGN channels, there is very little 

improvement to be gained by using the optimum threshold level as oppose to the midway value. 

For an average PER of 10‘6, the maximum average optical power penalty incurred when using a 

midway threshold level as oppose to the optimum value is a mere -0.08 dB, for the DPIM 

schemes and orders considered.

In the vast majority of cases, indoor infrared links are required to operate in environments 

containing intense ambient light, emanating from both natural and artificial sources. There are 

numerous factors which determine the extent to which these sources affect link performance. 

Examples of these include the number, type and position of the sources relative to the receiver, 

the type of link configuration used, the receiver FOV, the location of windows, and weather 

conditions. Due to the existence of such a large number of factors, the analysis presented in 

chapter 5 was based on a typical indoor environment containing natural daylight and light from 

a fluorescent lamp driven by a high frequency electronic ballast. This artificial source of 

ambient light has been identified as potentially the most degrading, since the periodic 

interference signal generated can contain harmonics which extend into the MHz region. Similar 

to findings reported for OOK and PPM(TH), in the presence of fluorescent light interference, 

both DPIM(NGB) and DPIM(IGS) were found to have optical power requirements which are 

almost independent of the bit rate. Relative to the power requirements without interference, the 

power penalty is seen to fall as the bit rate increases. Taking 16-DPIM(NGB) as an example, for 

the scenario considered in chapter 5, the fluorescent light interference resulted in significant
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average optical power penalties of 15.1, 10.3 and 6.0 dB, for bit rates of 1, 10 and 100 Mbit/s, 

respectively.

One of the simplest techniques for mitigating the interference from artificial sources of ambient 

light is electrical high-pass filtering. However, electrical high-pass filtering introduces a form of 

intersymbol interference known as baseline wander, which is more severe for baseband schemes 

which contain a significant amount of power located at DC and low frequencies. From the 

spectral analysis of DPIM carried out in chapter 4, it was observed that DPIM has a non-zero 

DC component, unlike PPM. Whilst this DC component is significantly smaller than that of 

OOK, it does suggest that DPIM is more susceptible to the effects of baseline wander compared 

with PPM, a prediction which is supported by the analysis carried out in chapter 5. For OOK, 

baseline wander was found to introduce a 3 dB average optical power penalty when the HPF 

cut-on frequency is a mere ~1 % of the bit rate. In contrast, 16-PPM(TH) and 16-PPM(MAP) do 

not incur 3 dB power penalties until the normalized cut-on frequency reaches -0.3. For 

16-DPIM(NGB), the normalized 3 dB cut-on frequency was found to be -0.05, which is almost 

an order of magnitude lower than that of PPM. Whilst the addition of a guard slot appeared to 

make little difference to the PSD of DPIM, it does make the scheme more resistant to baseline 

wander. The reason for this is that in the presence of baseline wander, the probability of error 

for DPIM(NGB) is dominated by the occurrence of consecutive ones, which are not permitted 

when a guard band is used. Consequently, the normalized HPF cut-on frequency can be 

increased to -0.1 before 16-DPIM(1GS) incurs a 3 dB power penalty due to baseline wander.

When using electrical high-pass filtering to mitigate the effects of fluorescent light interference, 

a trade off exists between the amount of attenuation of the interference signal and the severity of 

the baseline wander introduced by the HPF. Consequently, an optimum HPF cut-on frequency 

exists which minimises the overall power penalty due to these two factors. At a data rate of 

100 Mbit/s, electrical high-pass filtering was found to be very effective for both DPIM and 

PPM, virtually eliminating the power penalty due to fluorescent light interference. However, 

this was not found to be the case at lower data rates. At 1 Mbit/s, the schemes cannot support a
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high enough cut-on frequency for electrical high-pass filtering to be very effective. 

Consequently, virtually no reduction in the average optical power requirement is given for 

DPIM(NGB), and only modest reductions of 0.5 - 5.5 dB are achieved for DPIM(IGS) when 

electrical high-pass filtering is used. In comparison, power penalties for PPM(TH) are 

approximately halved when electrical high-pass filtering is used. At 10 Mbit/s, electrical high- 

pass filtering yields power penalty reductions for both DPIM schemes which range between

3.2 -  8 . 8  dB depending on L  and the scheme considered. Furthermore, since the addition of a 

guard slot makes the scheme more resistant to baseline wander, electrical high-pass filtering was 

found to be slightly more effective for DPIM(IGS) compared with DPIM(NGB). However, for 

PPM operating at 10 Mbit/s, electrical high-pass filtering was again found to be more effective, 

reducing power penalties to a mere ~1 dB when threshold detection is used, and virtually 

eliminating them when MAP detection is employed. Thus, although electrical high-pass filtering 

was found to be more effective for DPIM compared with OOK, compared with PPM it is less 

effective at low to medium data rates. Consequently, in environments containing significant 

high-frequency fluorescent light interference, electrical high-pass filtering, on its own, is not 

sufficient for DPIM to offer a similar level of performance to PPM at low to medium data rates.

In both diffuse and nondirected LOS link configurations, the transmitted optical signal may 

undergo multiple reflections from the walls, ceiling, floor and objects within the room, before 

arriving at the photodetector. This multipath propagation gives rise to ISI, which starts to 

become significant for bit rates above 10 Mbit/s. Due to its improved bandwidth efficiency, 

DPIM(NGB) was found to have a lower unequalized ISI power penalty compared with 

PPM(TH), for any given L and normalized delay spread. As an example, for a normalized delay 

spread of 0.1, 16-DPIM(NGB) suffers a -3.2 dB average optical power penalty, whereas 

16-PPM(TH) and 16-PPM(MAP) suffer power penalties of -5.6 dB and -5.1 dB, respectively. 

In contrast, the more bandwidth efficient OOK is found to have an unequalized average optical 

power penalty of just -1.4 dB for the same normalized delay spread. Consequently, the average 

optical power requirements of OOK and DPIM(NGB) get closer to those of PPM as the severity 

of the ISI increases and/or the bit rate increases. As a result, there comes a point where, in the
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absence of equalization, DPIM(NGB) offers a lower overall power requirement than PPM(TH) 

for a given value of L. In contrast, the more sophisticated PPM(MAP) always yields a lower 

power requirement than DPIM(NGB), for any given L.

Intuitively, postcursor ISI is most severe in the slots immediately following a pulse. By adding a 

guard band to each DPIM symbol, these slots are effectively ignored. Thus, if the reduction in 

power due to the presence of the guard band outweighs the increase in power associated with 

the expanded bandwidth, then an overall reduction in optical power requirement is achieved. 

The original analysis presented in chapter 6  quantifies the effectiveness of this technique. For a 

normalized delay spread of 0.1, 16-DPIM(1GS) was found to offer a 1.4 dB reduction in the 

average optical power requirement compared with 16-DPIM(NGB). Adding a second guard slot 

was found to give a further reduction in the optical power requirement for high normalized 

delay spreads. In order to assess the effectiveness of the guard band technique, analysis has also 

been presented which considers the use of a ZF-DFE, which represents a more conventional 

approach to combating the effects of ISI. DPIM using a ZF-DFE was found to give an 

improvement in performance over DPIM(IGS) and DPIM(2GS) for normalized delay spreads 

above -0.1. However, the difference in performance does not become significant until high 

normalized delay spreads are reached, typically beyond 0.2. Consequently, on the majority of 

channels, the use of a guard band may be sufficient to achieve reliable operation over a useful 

range of delay spreads, especially considering the reduced cost and complexity in implementing 

a guard band compared with an adaptive ZF-DFE.

In order to support the theoretical work carried out in this thesis, a prototype 2.5 Mbit/s diffuse 

infrared link employing 16-DPIM(1GS) was designed and constructed. Initially, the HPF cut-on 

frequency was set to -48 kHz, which is sufficient to reject the interference resulting from 

fluorescent lamps driven by conventional ballasts whilst introducing only a negligible amount 

of baseline wander. When operating in complete darkness, the receiver required an average 

irradiance of -43.4 dBm/cm2  in order to achieve an average SER of 10'5. In daylight conditions, 

an average optical power penalty of 1.2 dB was incurred due to the shot noise resulting from the
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-50 pA background photocurrent. Similar power penalties of 1.7 dB and 2.3 dB were also 

incurred when operating in the presence of a low-frequency fluorescent lamp and an 

incandescent bulb, respectively. When a high-frequency fluorescent lamp was used as the 

ambient light source, the link was not able to achieve the target SER of 10'5, even when the 

maximum optical transmit power was used and optical filtering was employed in the receiver. 

This is due to the fact that a HPF cut-on frequency of -48 kHz is not sufficient to significantly 

attenuate the interference signal emitted by this artificial ambient light source.

By keeping the average optical transmit power constant and measuring the SER for various HPF 

cut-on frequencies, the optimum value when operating in the presence of the high-frequency 

fluorescent lamp was found to be -884 kHz, which is in good agreement with the optimum 

value predicted by simulation. In complete darkness, this cut-on frequency results in an average 

optical power penalty of 2.1 dB compared with using a cut-on frequency of -48 kHz. However, 

by using such a high cut-on frequency, the average optical power penalty due to the high- 

frequency fluorescent lamp was reduced to a mere 0.7 dB, when optical filtering is used in the 

receiver. In fact, with a cut-on frequency of -884 kHz, the incandescent bulb resulted in the 

greatest optical power penalty, since this source was positioned to simulate a desk lamp and 

consequently generated by far the highest background photocurrent.

In summary, an investigation has been carried out in order to assess into the suitability of DPIM 

as a candidate modulation technique for indoor optical wireless communication systems. 

Having analysed the code properties, considered the performance in the presence of fluorescent 

light interference and multipath dispersion, and constructed a prototype system, it can be 

concluded that DPIM is well suited for use in low cost indoor infrared links, where simple 

threshold detection based receivers are employed.
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Chapter 9

Future Work

Whilst the research objectives outlined in section 1.1 have been achieved, the are several areas 

of work which warrant further investigation.

As discussed in chapter 4, since symbol boundaries are not known prior to detection, the 

optimal soft-decision decoding of DPIM requires the use of MLSD, which is unfeasible even for 

relatively short packet lengths. One possible solution to this would be to split packets into a 

number of shorter length blocks, and encode each block into a DPIM sequence containing a 

fixed number of slots. This could be achieved, for example, by employing a dual mapping 

technique as suggested by Shiu and Kahn for DPPM [121], and then appending empty slots to 

the end of each sequence until the fixed length is reached. Depending on the chosen length, this 

would greatly reduce the number of possible sequences which need to be considered, and thus 

make MLSD a more feasible task. However, block lengths would have to be small in order to 

make this technique practical, and this would inevitably affect the throughput of the scheme.
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From the results presented in chapter 5, it is clear that DPIM is more susceptible to baseline 

wander compared with PPM, a finding which is supported by comparing the PSDs of the two 

schemes. In order to make DPIM more resistant to baseline wander, some form of line coding 

could be introduced in order to reduce the low-frequency spectral content of the scheme. This 

would then permit higher cut-on frequencies to be used, thereby improving the effectiveness of 

electrical high-pass filtering as a means of mitigating the effect of high-frequency fluorescent 

light interference. In addition to line coding, the use of error control coding in DPIM is also 

worthy of consideration.

Whilst the prototype system described in chapter 7 was useful in demonstrating the use of 

DPIM in an indoor optical wireless link, it only achieved an average bit rate of -2.5 Mbit/s. 

Furthermore the performance of the practical system did not tie in particularly well with the 

theoretical performance. This was probably due to the fact that the receiver noise was not 

negligible in comparison with the shot noise generated by the background radiation. 

Consequently, the obvious first step for any future work on the practical system would be to 

improve the sensitivity of the receiver such that it is in better agreement with the theoretical 

performance. Following this, the bit rate of -2.5 Mbit/s achieved by the prototype link is low by 

today’s standards, and therefore the next step would be to increase this value significantly. By 

making the bit rate sufficiently high, this would allow error performance measurements to be 

carried out in the presence of multipath propagation. The effectiveness of adding a guard band 

could then be evaluated experimentally, and compared with the theoretical predictions.
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Appendix A

Derivation of Slot Autocorrelation 

Function of DPIM(IGS)

Let an be a DPIM(IGS) slot sequence. Assume that, in any given slot n, an may take a value of 

either 0 or 1. Thus,

an G {0, l} for all n . (A. 1)

The autocorrelation function of this slot sequence is given by [95]:

  /
Rt  = «„«„« = 2 l (ana» n ) ,pt • (A.2)

1=1

where Pt is the probability of getting the Ith anan+k product, and I  is the number of possible 

values for the product.
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When k = 0, the possible products are 1x1 = 1 and 0x0 = 0 , and consequently 1 = 2 . The 

probability of getting a product of 1  is 1/L mg , and the probability of getting a product of 0  is

(Lc* ~ l ) lLa,g • Thus,

«o = l - p -  + 0 ^ Y  ^  = ^ v / ' .  (A.3)
1=1 avg avg

where, from (4.3), Lavg = (L+3)/2.

By including a guard slot in each symbol, it is not possible for pulses to occur in adjacent slots. 

Thus, when k = 1, the probability of getting a product of 1 is 0, and therefore:

7 ^ = 0 .  (A.4)

When k = 2, the probability of getting a product of 1 is simply the probability of a 1 multiplied 

by the probability that that 1 represents the start of a shortest duration symbol. Thus,

R2 = b L ms- ' L - 1. (A.5)

Similarly, when k = 3, the probability of getting a product of 1 is simply the probability of a 1 

multiplied by the probability that that 1  represents the start of a symbol containing a guard slot 

and one empty slot. Thus,
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When k  = 4 and L = 2, the only way to obtain a product of 1 is to have a 1 in slot n which 

represents the start of a shortest duration symbol, which is then followed by another shortest 

duration symbol, as illustrated in Fig. A. 1(a). For L  > 2, along with the sequence just described 

for L -  2, a product of 1 may also be obtained by having a 1 in slot n which represents the start 

of a symbol containing a guard slot and two empty slots, as illustrated in Fig. A. 1(b).

JUITL
n n+\ n+2 n+3 n+4

J  L
n n+1 n+2 n+3 n+4

(a) (b)

Fig. A .l: Possible DPIM(IGS) slot sequences resulting in a product of 1 when k = 4

Thus, for k = 4,

R4 =
1 .L „ ;' -L-' -U ' =Lmg-1 - V 2 for L  = 2

= L „ s- 1 ( r 2 + L - )  f o r L > 2

(A.7)

By continuing this process to obtain further values of Rk for various values of L, it may be 

observed that, in the limit 2  < k < L + 1 ,

R ^ R ^  + L - % ^ .  (A.8 )

This is a second order linear recurrence relationship. In order to derive an expression for Rk in

terms of L, first assume a basic solution of Rk = Amh , where m is to be determined. Hence,

Amk -  Amk~l + U lAmk~2. (A.9)
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Assuming A *  0 and m ̂  0, this may be simplified to,

m2 = m + L 1 ,

in2 - m - L  1 = 0 .

Therefore,

m =
l±Vl +  4 L~l

The general solution is therefore,

Rk = A m k +  Bm2k ,

where,

l + Vl + 4 L"1 1-Vl + 4L_1

2
Wj = ----    and m2 -

Now, Rq = L 1 and R{ = 0 .  Substituting these into (A. 13) gives:

Lavg 1 - A  + B

0 =  Anii + Bm2

Solving for A and B gives:

A = !** ‘" ' 2  and B = ~ ms V  
V1 + 4L-1 V1 +  4L-1

(A. 10) 

(A. 11)

(A. 12)

(A. 13)

(A. 14)

(A. 15)

(A. 16)
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Therefore,

L 1 / \
Rk = i avg , r  m2mik +mim 2 j > (A. 17)

Vl + 4L

„ W 1( " wiw2)f k-1 *-l\ 1 ■■■{mi j. (A. 18)
y i ' '•r- 1+ 4L"

Since = -IT 1 , this gives:

p  _  Aivg ^  L .k - i  ... * - i )
Kk -  i------------ \m l m 2 ) '

VI+ 4 L~l
(A. 19)

Thus, substituting for mi and m2 , which are defined in (A. 14), the full expression for Rk is:

(  -1  - 1  ^ r -1  j  1
avg ^ [ i + i

+ k - 1
\ll + 4 L~ l

k - \

+ V
2

I
2

for 2 < /: < L +1. (A.20)

By calculating further values of Rk for & > L + l , for various values of L, it may be observed that 

Rk is given by the following summation:

= 7  for k>  L + l.  (A.21)
L i=1

For reference, the ACF of DPIM(IGS) is plotted in Fig. A.2, for various values of L. Note that 

all four plots were generated using an e {0 , l}.
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Appendix B

Details of Experimental System

In this appendix, each individual module of the transmitter and receiver is described in detail.

B.l Transmitter

The transmitter is shown in the block diagram of Fig. B .l, and consists of a PC, a field 

programmable gate array (FPGA) development board and an optical transmitter.

Modulator

32KRAM

PC Optical
TXrFPGA

FPGA development board

Fig. B.l: Transmitter block diagram
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The FPGA development board comprises of a Xilinx XC4005B FPGA and a 32K RAM, and 

interfaces to the PC through the parallel port. By downloading a bitstream file from the PC, the 

FPGA is configured to act as the DPIM modulator, and the 32K RAM is used to store the 

random data which is transmitted. Using an FPGA for this application is convenient in the sense 

that it allows various system parameters such as slot frequency, number of bits per symbol and 

size of guard band to be changed simply by reconfiguring the device. The optical transmitter 

uses the DPIM signal from the modulator to drive the optical source, which in this prototype 

741ink is an array of infrared light emitting diodes (LEDs).

B.1.1 M odulator

Generating a DPIM signal to pass to the optical transmitter is a two stage process. Firstly, the 

FPGA is configured as an interface between the parallel port on the PC and the 32K RAM. 

Random data is generated by the PC, which is then loaded into the memory on the development 

board. Secondly, with the random data stored, the FPGA is then reconfigured to act as a DPIM 

modulator, using the data stored in the memory for transmission.

In order to download data to the 32K RAM, the FPGA is configured using a module entitled 

‘wr_mem’, which is loosely based on an example given in [146]. A block diagram of the 

module is shown in Fig. B.2, and the code which defines the module, written in ABEL hardware 

description language (HDL), is listed in section B.3.
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data_in (4-bit)
wr mem

Input from PC

^  address (15-bit) 

ĵ > data-out (8 -bit)

we_
► oe_
► cs

Y ~ ~
Output to external 

32KRAM

J

Fig. B.2: Block diagram of ‘wr_mem’ module

The 32K RAM is organised as 32768 x 8 . Each of the 32K bytes is used to store one 4-bit 

symbol. The module uses a 15-bit write pointer to store the address of the next memory location 

to be written to, and is initially set to zero using the reset input. A random value between 0 and 

15 is generated by the PC and passed to data_in through the parallel port. The value of data_in 

appears on the first 4-bits of data-out. The upper 4-bits are not used and are arbitrarily set to 

zero. When the active-low write input (wr_) is taken low, write enable (we_) goes low and the 

value on data_out is loaded into the addressed memory location. When wr_ returns high, we_ 

goes high and the write pointer is incremented, ready for the next write operation. Another 

random value is then output by the PC and so on until the RAM is full. During this writing 

process, the memory is enabled by tying chip select (cs_) low, and the output drivers are 

disabled by tying output enable (oe_) high. The C code used to generate the random data and 

download it to the memory is also listed, for reference, in section B.3.

Once the random data has been stored in the 32K RAM, the FPGA is then reconfigured to act as 

a DPIM modulator. Note that this process does not require the power supply to be switched off 

and hence, the data stored in the RAM is not lost. The DPIM modulator was defined using a 

combination of schematic capture and ABEL HDL. A module entitled ‘rd_mem’ was defined to 

interface the modulator with the 32K RAM. A block diagram of this module is shown in Fig. 

B.3, and the ABEL HDL code for the module is listed in section B.3.
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I/O for modulator

rd mem

N  address (15-bit) 

i data-in (8 -bit)

-> we_
-> oe_
-> cs_

v V '
I/O for external 

32KRAM

Fig. B.3: Block diagram of ‘rd_mem’ module

Similar to the wr_mem module, a 15-bit read pointer stores the address of the next memory 

location to be read, and is initially set to zero using the reset input. The read input (rd_) is used 

to read data from the RAM. Taking rd_ low causes oe_ to go low, and the contents of the first 

memory location are output on data_in. Since L = 16, only the first 4 bits are passed to data_out. 

When wr_ returns high, oe_ goes high, and the read pointer is incremented on the rising edge, 

ready to read the contents of the next memory location, and so on. Again, cs_ is tied low to 

enable the memory, and writing is disabled by tying we_ high.

A schematic diagram of the DPIM modulator is shown in Fig. B.4. The operation of the 

modulator is described as follows. With the read pointer reset, the first 4 bits of data are loaded 

into the 4-bit register, and the 4-bit counter is reset. The counter, which is incremented at the 

slot rate, then begins to count. When the counter reaches the same value as that held in the 

register, the output of the 4-bit comparator goes high. This output is inverted and used to read 

the next 4 bits of data from the memory. The output is also connected to a pair of D-type flop 

flips, which generate a pulse which is delayed by one clock cycle relative to the comparator 

output, and ensure that the pulse only remains high for one clock cycle. Note that it is this delay 

which adds a single guard slot to each DPIM symbol. The output of the first flip flop, which 

represents the DPIM encoded data, is used to load the next 4 bits of data into the register and 

reset the counter, and the whole process then starts again for the next symbol. When the final 

memory location has been read, the read pointer then starts again at zero. A divide by two
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counter is used to derive the 6  MHz slot clock from the 12 MHz clock present on the FPGA 

development board.

B.1.2 Optical transmitter

The output of the DPIM modulator is connected to an optical transmitter, the circuit diagram for 

which is shown in Fig. B.5. The DPIM input drives 4 AND gates, with the other inputs tied to 

+5V. The output of one of the gates, TX DPIM, is used by the error detector during link 

performance measurements. The remaining 3 outputs each connect to four more AND gates, 

again with the other inputs tied to +5V. Each of the 12 outputs are connected to a separate LED 

driver circuit. The infrared LEDs used (Hewlett Packard HDSL-4220) have a centre wavelength 

of 875 nm and a viewing angle of 30°. Each LED is driven by a ZTX313 high-speed switching 

transistor. A 100 pF speedup capacitor is connected in parallel with the base driving resistor to 

improve transition speed. The 34 Q resistance in series with each LED was chosen such that, 

when switched on, the forward current through the LED is -100 mA, giving a specified radiant 

optical power of 38 mW. Each of the 12 LED drivers may be enabled or disabled using a 

separate switch. These switches are used to vary the optical transmit power during error 

performance measurements.
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Fig. B.5: Optical transmitter

B.2 Receiver

A block diagram of the receiver is shown in Fig. B.6 .

TX DPIM
Optical front end

Photodetector
array Error

counter
Guard 

slot circuit
Predetection

filter
PostamplifierTransimpedance

amplifier

CLK
bias

Fig. B.6 : Receiver block diagram

B.2.1 Optical front end

The optical front end consists of an array of 5 silicon PIN photodiodes (Infineon BPW34) 

connected in parallel, and a two-stage transimpedance amplifier, as shown in Fig. B.7. The

219



photodiodes have a spectral range of 400 -1100 nm, a half angle of 60°, and an active area of 

7 mm2, giving a total active area of 35 mm2 for the detector array. The photodiodes are operated 

with a 5V reverse bias, resulting in a total capacitance of -110 pF for the detector array. The 

transimpedance amplifier is constructed using a Burr-Brown OPA6 8 6  operational amplifier, 

which is well suited to such an application due to its low noise and high 1.6 GHz gain 

bandwidth product (GBP) [147]. The output of the transimpedance stage is connected to a 

second OPA6 8 6 , which is used in a non-inverting amplifier configuration to provide additional 

gain.

+5V +5V
3.3p 2.2p

5k6 5k6
5 x BPW34

33n
OPA686

51R OutputOPA686100R

-5V
470R

4.7 n-5V
51R

4.7 fi-5V

Fig. B.7: Optical front end

The key to broadband transimpedance design is to set the compensation capacitance across the 

feedback resistor to achieve a flat, or bandlimited, frequency response [148]. The important 

parameters required to achieve this are the source capacitance, Cs, the desired transimpedance 

gain, Rf , and the GBP of the operational amplifier. The source capacitance is the sum of the 

diode capacitance, with the reverse bias voltage applied, and the common-mode and 

differential-mode input capacitance of the OPA6 8 6 . From [147], in order to achieve a 

maximally flat 2nd order Butterworth frequency response, the feedback pole should be set to:



With a source capacitance of 113 pF and a target transimpedance of 11.2 k£2, a feedback pole 

set to 10.0 MHz is required. From this, the required feedback capacitance is determined using:

(B.2)

For the values chosen, a total feedback capacitance of 1.42 pF is required. This is achieved 

using the feedback network shown in Fig. B.6 . Typical surface mount resistors have a parasitic 

capacitance of 0.2 pF [147], which in conjunction with the 3.3 pF and 2.2 pF capacitors, results 

in a total feedback capacitance of -1.42 pF. The approximate 3 dB bandwidth of the 

transimpedance amplifier is given by [147]:

For the values chosen, the theoretical bandwidth is approximately 14 MHz, which is sufficient 

to accommodate a slot frequency of 6  MHz.

The gain of the non-inverting amplifier stage is set to -20 dB, resulting in a total 

transimpedance of -114 k£2 for the front-end. The AC coupling between the two stages is tuned 

to achieve a cut-on frequency of -50 kHz. As discussed later, this choice of cut-on frequency is 

sufficient to reject interference resulting from fluorescent lamps driven by low-frequency 

ballasts, whilst introducing only a negligible amount of baseline wander.

The optical front end also contains a second detector array, again consisting of 5 BPW34 

detectors connected in parallel, which is situated physically close to the first array. With the 

same 5 V reverse bias applied, this second array is connected to a picoammeter, and is used to 

measure the received photocurrent, due to both the transmitted signal and the ambient light

(B.3)
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sources. The measured photocurrent may be converted into an average received irradiance using 

(7.1).

B.2.2 Post amplifier

To further amplify the signal emerging from the front end, a post amplifier is used, which 

comprises of two low noise operational amplifiers (MAX477), as shown in Fig. B.8 . Each non­

inverting stage has a gain of -20 dB, and in conjunction with the front end, results in a total 

transimpedance for the receiver of -12 M£2.

+5V +5V

0.1/t 4.7/i

Optical 
front end

MAX477lk551R
■o OutputMAX477lk5

470R

470R
51R

4.7/i SIR-5V
4.7/t-5V

Fig. B.8 : Post amplifier

The AC coupling between the optical front end and the first stage of the post amplifier may be 

tuned by adjusting Q . Similarly, the coupling between the first and second stages of the post 

amplifier may be tuned by adjusting C2. For a target cut-on frequency of 50 kHz, as used in the 

optical front end, a capacitance of 2.2 nF is used for Q  and C2. However, for operating in the 

presence of interference produced by electronic ballast driven fluorescent lamps, a significantly 

higher cut-on frequency is required. Determining the optimum value of this cut-on frequency is 

one of the topics discussed in section 7.4.
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B.2.3 Predetection filter

The fundamental purpose of the predetection filter is to increase the likelihood of successfully 

detecting pulses in the presence of noise. Maintaining fidelity of pulse shape is not a priority

[96]. The optimum predetection filter is the matched filter, which maximises the output signal to 

noise ratio at the sampling instant. Matched filters may be implemented using either analogue or 

digital circuit techniques [149]. For a given application the best choice is dependent on a 

number of factors such as implementation complexity, programmability requirement, operating 

speed and precision. One example of an analogue implementation is the reset integrator, which 

is a common choice if the received signal consists of rectangular pulses [150].

An alternative, though suboptimum, approach to predetection filtering is to use a traditional 

analogue low-pass filter. By carefully selecting the bandwidth and shape of the filter 

characteristic to optimize the peak SNR, the performance of a matched filter can be closely 

approximated [96]. Due to their superior transient characteristics, i.e. no ringing in the impulse 

and step responses, Bessel filters are a common choice for suboptimum predetection filters. For 

the experimental link, a 4th order Bessel filter was chosen, which has a normalized transfer 

function given by [151,152]:

» ( J ) = - j -------- r ^ ------------------ . (B.4)
s +10s + 45s + 105s+ 105

In order to determine the optimum cut-off frequency, which maximises the peak output signal to 

noise ratio, first consider the general case for any linear filter. If a signal with Fourier transform 

S(co) is corrupted by AWGN with zero mean and double-sided PSD N 0/ 2 ,  after passing 

through a filter with transfer function of H(co), the SNR at sampling time t0 is given by [153]:
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s n r m  =

oo

J S(o)H((Q)eJ(0t° d f
(B.5)

The numerator represents the instantaneous signal power at the output of the filter at time t0, and 

the denominator represents the average noise power at the filter output. The optimum H(cd), 

which maximises SNR0Ut, is the matched filter, which can be found from (B.6 ) by applying 

Schwarz’s inequality [153]. It can be shown that when a matched filter is used, the maximum 

SNR at the output of the filter is given by [153]:

2 E
SNRm =— , (B.6 )

N n

where E is the energy of the input signal, given by:

oo

E =  J|S(co)|2 # .  (B.7)

For the 4th order Bessel filter, H(co) is found from (B.5) using the substitution:

H(u) = H ( s ) l ^ .  (B.8)

The transfer function given in (B.5) is normalized to have unit delay at ( 0  = 0, rather than a 3 dB 

attenuation at co = 1, which is standard for other analogue filter designs. Consequently, in order 

to generate a transfer function with a 3 dB cut-off frequency of s must be scaled by a factor 

of 2.111/271f c qff . The value 2.111 is the angular frequency at which the normalized 4th order

Bessel filter has an attenuation of 3 dB. Considering two different pulse shapes, these being
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rectangular and raised cosine with 100% excess bandwidth, (B.6) was used to calculate the peak 

output SNR for a 4th order Bessel filter with a range of cut-off frequencies, as shown in Fig. B.9. 

On the horizontal axis, f c,ojf is normalized to 1 IT, where T  is the pulse duration. On the vertical 

axis, SNR0Ut is plotted relative to SNRmax, given in (B.7), which is assumed to be 0 dB.

Rectangular 
Raised cosine (100%)

-0.5

-3.5

0.9
Normalized cut-off frequency, offT

Fig. B.9: Peak SNR of 4th order Bessel low-pass filter (relative to matched filter case) 

versus normalized cut-off frequency for two different pulse shapes

When the received signal consists of rectangular shaped pulses, the optimum cut-off frequency 

for the 4th order Bessel filter is 0.4/T , which results in an output SNR which is -0 .47 dB less 

than that obtained using a matched filter. In the case o f raised cosine pulses, the optimum cut­

off frequency is 0.7/7", and results in a SNR which is just -0.05 dB below the matched filter 

case. The smaller SNR penalty is due to the fact that the impulse response of the Bessel filter is 

a much closer match to the shape of a raised cosine pulse than it is to a rectangular pulse. Note 

that this analysis represents an isolated pulse case, and does not take into consideration the ISI 

which the filter may introduce. Consequently, the cut-off frequency which maximizes the SNR 

for a single pulse is not necessarily the optimum value in terms of minimizing the average
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probability of error. Nevertheless, the above analysis is still a worthwhile exercise to determine 

approximate values for the optimum cut-off frequency.

For the experimental link, the received pulse shape is somewhere between rectangular and 

100 % raised cosine, and consequently, a cut-off frequency of 0.6/7 was chosen. For a slot 

frequency of 6  MHz, i.e. a pulse duration of 167 ns, this corresponds to a cut-off frequency of 

3.6 MHz. The circuit diagram for a passive 4th order Bessel low-pass filter is shown in Fig. B.10 

[154]:

Post
amplifier

/ r m

Fig. B.10: 4th order Bessel low-pass filter

From [154], the normalized component values for this filter are given in Table B .l.

Ri Li Q u c 2 r 2

1 . 0 0 0 0 0.2334 0.6725 1.0815 2.2404 1 . 0 0 0 0

Table B.l: Normalized component values for 4th order Bessel low-pass filter

Note that in this case, the term normalized means having an attenuation of 3 dB at co = 1. In 

order to achieve a specified cut-off frequency of 3.6 MHz, the reactive elements are divided by 

a frequency scaling factor (FSF), which is given by:

_ desired cut -  off frequency (rad/s) _  2n3.6 x  1 0 6  _  ^  ^  ̂  1 q 6  

1  (rad/s) 1

To obtain practical component values, an impedance scaling factor may then be used. Any 

linear network maintains its transfer function if all resistor and inductor values are multiplied by

226



the impedance scaling factor, and all capacitor values are divided by the same factor [154]. 

Using an impedance scaling factor of 1000, the calculated component values, along with their 

nearest preferred values (NPV), are given in Table B.2.

Ri Li Ci U c 2 r 2

Calculated 1  k£ 2 10.32 /iH 29.73 pF 47.81 /iH 99.05 pF 1 kQ
NPV lk Q 10 /iH 33 pF 47 /tH 100 pF 1  k&

Table B.2: Calculated and nearest preferred component values for f c,0ff= 3.6 MHz

B.2.4 Threshold detector

The threshold detector compares the output of the predetection filter with a threshold voltage, 

and assigns a logic one or zero to each slot depending on whether the amplitude is above or 

below the threshold voltage at the sampling instant. The circuit is based around a MAX903 

high-speed voltage comparator, as shown in Fig. B .ll, with separate analogue and digital power 

supplies. The threshold voltage is connected to the inverting input, and can be manually 

adjusted between 0 and 480 mV using the 1 k£2 trimmer.

+5V
Predetection

filter +5V0.1 n

0.1/t+5V

4k7 o  OutputMAX903

^SAMPLE0 .1/t

-5V
-5V

Fig. B .ll: Threshold detector
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The instant at which the two levels are compared is controlled by a sampling pulse applied to 

the latch input. The pulse must remain high for a minimum of 10 ns in order to perform the 

comparison. On the falling edge of the pulse, the comparator output is latched until the next 

sampling pulse. The sampling pulse is derived from the transmitter clock, using the circuit 

shown in Fig. B.14. In order to ensure that sampling takes place at the correct instant, the 

transmitter clock is passed through a tapped delay line having 1 0  taps with a tap-to-tap delay of 

10 ns. Depending on the high-pass filter cut-on frequency of the post amplifier, the appropriate 

tap is chosen such that the sampling point coincides with the maximum amplitude of the pulses 

emerging from the predetection filter, i.e. where the eye diagram is at its most open. Sampling 

pulses with a duration of -12 ns are generated on the rising edge of the clock using 3 low speed 

inverters (74LS04) and an AND gate, as shown in Fig. B.14. The operation of the threshold 

detector is shown in Fig. B.12.

T ek SEJSg 500M S/S 6 Acqs
___________ [---------------- T.................... ]____________

1 « i 1 1 i 1 1 i 1 T'T ! | ! I 1 ! |  ! 1 1 1 . 1 1 . I - r - r - r - T - p r - f - T - ' l ' |  ■! I > I

threshold level

\ prc detection
\  ,filtei" b/p

„.u.JL
Sampling pulse s

' l . l  i I . . . .

threshold detector o/p
. . . .  i . . . .  i . . . .  i . . .  , , , . , i , , , . i . , , , '

ana 5 . 0 0  vq ch4 5 . 0 0  vq

Fig. B.12: Threshold detector operation
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B.2.5 Guard slot circuit

In the prototype link, a guard band consisting of one slot is employed. When the output of the 

threshold detector goes high to indicate the detection of a pulse, the purpose of the guard slot 

circuit is to automatically assign a zero to the following slot, regardless of the threshold detector 

output. The circuit used to achieve this function uses two D-type flip flops with asynchronous 

clear, as shown in Fig. B.13.

+5V +5V

+5V

-O Output

Threshold
detector

Fig. B.13: Guard slot circuit

The operation of the circuit is as follows. Upon reception of a pulse, the output goes high on the 

rising edge of the clock. After one clock cycle, Q of the second flip flop goes low which then 

clears both flip flops. The clock signal (CLK_GS) is derived from the transmitter clock using 

the circuit shown in Fig. B.14.

B.2.6 Error counter

The error counter compares the transmitted DPIM signal with the regenerated signal on a slot- 

by-slot basis, and counts the number of slots where the two signals differ. In order to avoid a 

significant amount of noise being introduced into the receiver circuit when the transmitted 

DPIM signal (TX DPIM) and the clock (CLK) from the transmitter are connected, it is 

necessary to separate the transmitter and receiver grounds using an optoisolator, as shown in 

Fig. B.14.
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Fig. B.14: Error counter

Figure B.14 also shows how the sampling pulses (SAMPLE) used in the threshold detector are 

generated, along with the clock signal used by the guard slot circuit (CLK_GS). In order to 

compensate for the delay associated with the receiver circuitry, it is necessary to delay the 

transmitted signal by 300 ns. The transmitted and regenerated DPIM signals are compared using 

an XOR gate. A D-type flop-flop is then used to latch the output of the XOR gate, which is 

clocked in the centre of each slot period. The operation of this is shown in Fig. B.15.

T ek  g £ j$8  SOOMS/s 5 Acqs
_______________ E ....................... T- ........................  ]_____________

1 1 I 1 1 1 1 i ‘m‘m‘ ‘
correct decision
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BE error pulses

d h l 11 s.'o'd ' ' thi ' '  i'tfo ' ' M 'itftfris1 ' 6 i l ! /  ‘ ‘ 11
H JE  5 .00  V

Fig. B.15: Error counter operation



B.3 ABEL HDL and C Source Code

B.3.1 ABEL HDL for ‘w r jn e m ’ module

MODULE wr_mem
TITLE 'WRITE DATA TO 32K RAM' 

DECLARATIONS
11 inputs to user interface--

reset PIN
wr_ PIN
data_in3..data_inO PIN

"reset counter 
"active-low write to memory 
"4-bit data input bus

outputs to external 32K RAM
cs_
oe_
we_
addressl4..addressO 
data_out7..data_outO
" internal nodes
wrptrl4..wrptrO

PIN ISTYPE 'COM' 
PIN ISTYPE 'COM' 
PIN ISTYPE 'COM' 
PIN ISTYPE 'COM' 
PIN ISTYPE 'COM'

"active-low chip select 
"active-low output enable 
"active-low write enable 
"15-bit RAM address bus 
"8-bit data output bus

NODE ISTYPE 'REG'; "15-bit write pointer
shorthand for signal vectors

data_in = [data_in3..data_inO]; 
address = [addressl4..addressO]; 
wrptr = [wrptrl4..wrptrO];

EQUATIONS
"----  write pointer logic ----
wrptr := wrptr+1; "increment pointer when a transition occurs
wrptr.CLK = wr_; "pointer clocked by rising edge of wr_
wrptr.ACLR = reset; "pointer cleared by reset
"----  interface to external RAM ----
cs_ = 0; "set chip select low to enable external RAM
oe_ = 1; "set output enable high to disable output from RAM
we_ = wr_;
address = wrptr;
[data_out3..data_out0] = data_in;
[data_out7..data_out4] = 0; "set upper 4 data bits to 0

END wr mem
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B.3.2 C source code used to fill RAM  with random data

#include <stdio.h>
#include <dos.h>
#include <time.h>
#include <stdlib.h>
void main ()
{

int value, val_out, hold; 
long int loop; 
randomize(); 
hold=l;
/* write pointer reset to zero */
outportb(0x3 78,1); 
delay(hold); 
outportb(0x3 78,0); 
delay(hold); 
outportb(0x3 7 8,1);
for (loop=0;loop<32768;loop++)

{
value=rand() % 16; /* generate random integers in range 0 - 15 */
val_out=4*value; /* multiply by 4 since output is on bits 2 - 5 */ 
outportb(0x3 7 8,val_out+1); 
delay(hold);
outportb(0x378,val_out+3); 
delay(hold);
outportb(0x3 7 8,val_out+1);

}
}
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B.3.3 ABEL HDL for ‘rc^mem’ module

MODULE rd_mem
TITLE 'READ DATA FROM 32K RAM'

DECLARATIONS
"----  i/o pins to modulator ----
reset PIN; "reset counter
rd_ PIN; "active-low read from memory
data_out3..data_outO PIN; "4-bit data output bus
"----  i/o pins to external 32K RAM ----
CS  PIN ISTYPE 'COM';
oe_ PIN ISTYPE 'COM';
we_ PIN ISTYPE 'COM';
addressl4..addressO PIN ISTYPE 'COM';
data_in7..data_inO PIN ISTYPE 'COM';
" internal nodes----
rdptrl4..rdptrO NODE ISTYPE 'REG';
"----  shorthand for signal vectors -----
data_out = [data__out3. .data_outO] ; 
address = [addressl4..addressO]; 
rdptr = [rdptrl4..rdptrO];
EQUATIONS
"----  read pointer logic ----
rdptr ;= rdptr+1; "increment pointer when clocked by rd_
rdptr.CLK = rd_; "pointer clocked by rising edge of rd_
rdptr.ACLR = reset; "pointer cleared by reset
"-----  interface to external 32K RAM -----
cs_ = 0; "set chip select low to enable external RAM
we_ = 1; "set write enable high to disable writing to RAM
oe_ = rd_; "the first 4 bits of the addressed memory location

"appear on data output bus when when oe_=0

address = rdptr;
data_out = [data_in3..data_in0];
END rd_mem

"active-low chip select 
"active-low output enable 
"active-low write enable 
"15-bit RAM address bus 
"8-bit data input bus

"15-bit read pointer
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