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ABSTRACT

MODELLING AND CONTROL OF DIELESS WIRE DRAWING

Yuandan Xie

A novel technique of drawing wire, i.e., dieless wire drawing, is
described in which no conventional reduction dies are used. The wire is
passed through a unit having stepped parallel bores filled with polymer
melts, the smallest bore diameter being greater than the initial nominal
wire diameter. The technique eliminates the need for a leader wire,
prevents breakage during start-up, and eliminates the use of
conventional reduction dies and, hence, the problem of die wear.

An analysis has been developed for predicting the produced wire
sizes for given drawing speeds, the pressure distribution within the
unit and the drawing load during the drawing process. The performance of
the drawing process is effected by means of the plasto-hydrodynamic
action of the polymer melt within the unit. Heat is generated by
mechanical dissipation during the drawing process. The effect of this
upon the performance of the process is considered by coupling the energy
equation into the analysis and allowing the polymer viscosity to be
dependent on temperature. Agreement between the theory and experiment is
found to be close. To further investigate the performance of the drawing
process, an extensive experimental study has been undertaken, in which
parameters such as drawing speeds, the temperature of the polymer and
type of polymers are varied.

Based on the theoretical and experimental results, a
microcomputer-based control system for the dieless wire drawing process
has been designed and built. A method with which the percentage
reduction in area of the wire can be measured on line is proposed. Wires
of desired qualities in terms of consistency in diameter over long
lengths, or uniform change in area of the wire, are capable of being
produced from the new system. !

A self-tuning controller for determinisic systems is proposed, which
has the same structure as a conventional PID controller. The new
self-tuning PID controller is based on a generalised self-tuning
controller with pole assignment for deterministic systems. Simulation
and experimental studies for several examples indicate that the new
controller performs well and can be further improved to provide a
fundamental method of tuning a PID controller.

Xiv



CHAPTER 1 : Introduction

1.1 - The Wire Drawing Process

1.2 - The Dieless Wire Drawing Process

1.3 - Background Development Leading to the Design of the
Microcomputer-Based Control System and the Scope of the Present

Work .



1.1 - The Wire Dréwing Process

In the conventional wire drawing process; the reduction is achieved
by pulling the wire through a tapered die. The die in this case acts
primarily to reduce the wire diameter to a specific size, with an
acceptable surface finish. Normally a die has a trumpet shaped bore,
with a conical portion which serves to defofm the wire. The minimum bore
size of the die is always smaller than the inlet wire diameter. The
possible reduction in area at each die may vary from 10 to 45 percént.

In wire drawing practice, lubrication is used to reduce the drawing
load and die wear and hence improve the machine 1life and surface finish
of the product. Generally two types of lubrication methods are used in
wire drawing depending upon the material and the size of the wire., These
are:

i) "Wet Drawing", in which the entire apparatus is submerged
in a bath of lubricant. This type of lubrication is usually employed for
wire diameter of less than 0.5 mm.

ii) "Dry Drawing", in which the wire is passed through a box of soap
powder before entering the die. To facilitate the pick up of soab
powder, the wire is passed through lime, borax or other alkaline
substances. Dry drawing is usually used for wire diameters of more than
0.5 mm. |

In conventional wire drawing, friction between the wire and the die
is of the boundary type where metal to metal contact takes place in
spite of the presence of a lubricant, resulting in die wear. Boundary
lubrication methods have been used for the wire drawing process since
the inception of the process itself. However, the tasks of producing
satisfactory physical properties of the drawn wire to meet the demand
fof increased production and quality of product are proving to be beyond

the scope of these traditional lubrication methods. Therefore, attempts



have been made to introduce other means of lubrication and to develop a
more theoretical background to the process enabling greater
understanding of the mechanisms involved, leading to improved and more
efficient systems: |

The hydrodynamic lubrication system was first introduced by
Christopherson and Naylor [1]. In this systém; a long close-fitting tube
was placed before a conventional die. 0il was used for lubrication, and
as the wire was pulled through the die, it pressurized the lubricant by
viscous action. Experimental results showed that hydrodynamic
lubrication was achieved under the designed conditions. It was
necessary, however, to provide a leader to the full size wire in order
to induce effective lubrication at the starting condition. The pressure
nozzle had to be placed vertically and was of such a length that the
wire industry found it too inconvenient to put it into practice. Also
some die wear was still present. Modification to the above hydrodynamic
system and other designs of lubricating system have been considered; for
example, the combined hydrostatic and hydrodynamic lubrication and the
double-die system [2], [3], [4]. However, the problem of breakagé during
start-up and the need for a leader to the full wire size was not solved

by these designs.
1.2 - The Dieless Wire Drawing Process

A novel technique of wire drawing, i.e., dieless wire drawing, has
been invented by Dr. G. R. Symmons and Dr. M. S. J. Hashmi, in which no
conventional reduction dies are used and polymer melts are introduced as
the lubricant in the drawing process [5].

The main feature of this technique is that the conventional dies are
replaced by a dieless reduction unit ( DRU ) to reduce the wire

diameter. Two types of DRU, one of tapered bore and the other of stepped



bore, have been designed and manufactured. Fig. 1.1 shows the details of
both these units, in each case the smallest bore size of the DRU is
always greater than the diameter of the undeformed wire.

The pullingvaction of the wire through the bore filled with viscous
fluid gives rise to drag forces and generates hydrodynamic pressure;
thus an effective die is generated. The combined effect of this
hydrodynamic pressure and the drag force initiates plastic yielding and
permanent deformation to the wire. The magnitude of the deformation
depends on the performance of the viscous fluid, the geometrical
configuration of the orifice and the drawing speed. It has been éhown
that reductions in cross-sectional area in excess of 20 percent may be
obtained in a single pass when a wire (copper, mild steel or stainless)
is pulled through the DRU filled with polymer melt. With a multi-unit
drawing system higher deformations can be obtained. The polymer melt, in
addition to acting as a lubricant, is also found to form a coating on
the drawn wire. This coating is thought to be useful in protecting the
wire against corrosion and also as a lubricant during any subsequent
forming operation, e.g., bending or cold heading.

This technique has been useful in a number of ways in solving the
problems associated with the conventional wire drawing process; e.g.,
die wear, initial wire breakage and the need for a leader wire. Since
the diameter at the exit end of the DRU is greater than that of the
wire, there is no metal to metal contact, and hence wear is no longer a
problem. As no conventional reduction die is used, the need for a leader

wire and breakage during start-up are also eliminated.



Polymer Melt Feed

e
|

Wire
Direction|

Melt Chamber Stepped Bore
Reduction Unit

Fig.1.1 a) Stepped Bore Reduction Unit Assembly
' b) Tapered Bore Reduction Unit

1.3 - Background Development Leading to the Design of the
Microcomputer-Based Control System and the Scope of the Present

Work.

Previous results from both theoretical analyses and practical tests
in references [5], [6] and [7] show that, in the dieless wire drawing
process, the reduction in area of the wire is affected by’several

factors. These are mainly the drawing speed, the performance of the




polymer used as pressure medium, the temperature of the polymer melt and
the configuration of the DRU. The reduction of the wire is very
sensitive to the drawing speed and the temperature of the polymer melt
within the DRU. The results suggest that not only can normal wire of a
uniform diameter be produced; but also that tapered wire with a uniform
change in cross-sectional area of the wire can be produced by this
drawing process. An application of this is the production of fine steel
tapered wire for the manufacture of long wire ropes with a unifofm
change in cross-sectional area as used in deep sea mining;

Since the quality of the product is of utmost importance, methods of
controlling the process must be developed in order to produce wires of
desired qualities in terms of consisténcy in diameter over long-léngths
- ( for normal wire ), or uniform change in area of the wire with a given
rate ( for tapered wire ).

A theoretical investigation éf the effect of the drawing speed and
the temperature of the polymer melt within the DRU on the performance of
the dieless wire drawing process must be undertaken in order to provide
a greater understanding of the process. To further investigate the
process, it isrnecessary to carry out an extensive range of experiments,
in which parameters such as drawing speed, the temperature of polymer
melt and polymers are varied. The results from the analysis and the
experiments will be essential for designing a control strategy for the
process. ‘

A microcomputer-based control system is needed to ensure the
required product qualities. Such a system can be made very flexible; and
programmed to control the drawing process automatically. The operator
inputs the specification via a keyboard; following a series of prompts
" on the computer screen. The control scheme is designed to produce the

desired products with very high accuracy; Since the controlled variable



is the reduction in area of the wire; a transducer which can measure the
reduction in area of the wire during the drawing process is required for
a closed-loop control.system.

A digital PID controller could be used to implement the control
system with parameters tuned according to existing methods. However,
because the majority of controllers used in industry are PID and because
some disadvantages are associated with conventional PID tuning
techniques, providing a procedure to automatically generate PID tuning
parameters instead of the usual trial-and-error procedure is a problem
whose importance in engineering practice may not be overestimated. An
adaptive algorithm is required, and must be directed towards providing
the field engineers with the capability to meet the needs of
- increasingly stringent control objectives. This is evidenced by the
recent release of some PID self-tuning controllers in the market.
Shortcomings in these designs ha?e prompted the study of alternative
methods of designing a self-tuning PID controller. In this work, a new
PID self-tuning controller for a deterministic system, based on the
generalised self-tuning cbntroller with pole assignment, is proposed.

The objectives of the present work are therefore as follows:

1. To provide an improved theoretical analysis of the dieless wire
drawing process and to investigate its performance by extensive
practical tests. Upon the analysis and experimental results, a
control strategy can be established. |

2. To build a microcomputer-based control system for the dieless
wire drawing process and to examine the product qualities from
the new drawing process.

3. To provide a new adaptive controller which may also be used for

tuning digital PID controllers.



CHAPTER 2 : Analysis of the Wire Drawing Process Using a Dieless

Reduction Unit

2.1 - Introduction

2.2 - Review of the Previous Analyses

2.3 - Theoretical Analysis

2.3.1 -
2.3.2 -
2-303 -

2.3.4 -

2.4 - Results

Determination of the Pressure in the Unit and the Axial
Stress in the Wire Prior to Deformation of the Wire
Prediction of the Position of Yield of the Wire Inside the
Unit

Energy Equation Applied to thebProcess

Prediction of Deformation Profile in the Deformation Zone

and Discussion



Notation:

L4 Length of the first section of the DRU

Lo Length of the second section of the DRU

h1 Gap between the undeformed wire and the bore in the first section
of the DRU

h, Gap between the undeformed wire and the bore in the second section
of the DRU

h 4 Gap between the deformed wire and the bore in the first section of
the DRU

P Pressure at any boint within the DRU

X Distance along the length of the DRU

u Viscosity of the polymer melt

o Initial Viscosity of the polymer melt

p¥* Viscosity in the reduced Reynolds equation

a Viscosity temperature dependency constant

T Temperature variation ofAthe polymer melt from the reference
temperature

Y Distance from the wire surface into the gap

Rq Initial radius of the wire

b - Factor determining theoretical profile

D4 Initial diameter of the wire -

D Diameter of the wire

T Shear stress in the melt

u Polymer melt velocity

Up Drawing speed

n Strain hardening index

K Thermal conductivity of polymer melt

Ty Shear stress on wire surface before deformation



Te Shear stress on deformed wire surface
Ry Length ratio Ly / L»
Rp Gap ratio hy / hp

Qx Flow of polymer melt

Pn Pressure at the step

Xo Yielding position of wire

A Strain hardening constant

Y Yield Stress in wire

Yy  Initial yield stress in the wire

Axial stress in the wire

Jos J1s J2s %0y I'1s I'2s Aqy By Ap, I, It Ip

10

Computation variables



2.1 - Introduction

This chapter presents a theoretical analysis of the dieless wire
drawing process, i.e;, a static model of the process rather than a
dynamic mathematical model of the process in control terminology. In
this model, based upon mechanical principles; investigation of the
effect of drawing speed and the temperature of the polymer melt within
the DRU on the performance of the process are undertaken. The results of
the .analysis are essential for designing a control strategy for the
process. The development of the dynamic mathematical models and,
further, the Laplace transfer functions of the process, will be

presented in chapter 3.

2.2 - Review of the Previous Analyses

Since this novel technique of wire drawing was invented by
Dr. G. R. Symmons and Dr. M. S. J. Hashmi, in which no conventional
reduction dies were used and poiymer melts were introduced as the
pressure medium in drawing process, various theories concerning the
dieless wire drawing process have been developed.

Dr. Symmons and Dr. Hashmi first developed a Newtonian
plasto-hydrodynamic analysis for a stepped bore reducton unit. In this
the pressure medium of the polymer melt was assumed to have a Newtonian
fluid behaviour and the deférmation profile of the wire within the unit
was assumed to be a function of distance squared [6]. Theoretical
results enabled them to predict the percentage reduction in area, the
pressure of the polymer melt within the unit and the axial stress in the
wire. Although these were ih close agreement with those observed
experimentally at lower drawing speeds, the theory was found to be

inadequate at drawing speeds in excess of about 1.2 ms~1. For example,

11



experimentai results showed that the percentage reduction in area
increased with an increase in drawing speed; and reached a maximum
magnitude of about 25 percent corresponding to a drawing speed of

1.2 ms~1, Thereafter, the percentage reduction in area decreased when
drawing speed was increased further. However, unlike the experimentally
observed results, the theoretically calculated reduction in area always
kept on increasing with an increase in drawing speed.

Later, Dr. Hashmi and Df. Symmons presented a mathematical model for
wire drawing through a conical orifice reduction unit filled with
polymer melt, in which the polymer melt was assumed to be a Newtonian
fluid and the deformation of the wire was assumed to take place in a
linear profile [8]. A further development [9] presented a more precise
numerical solution for wire drawing through a conical orifice unit. In
their studies, the viscous fluid was assumed to be Newtonian and the
continuum was assumed to be rigid non-linearly strain hardening. Finite
difference numerical techniques were applied to solve the equations for
the plasto- hydrodynamic pressure and the resulting axial stress which,
in turn, enabled prediction of the non-linear deformation profile of the
continuum and the reduction in area for a given drawing speed. Unlike
the previous analyses, the need for an assumed deformation profile was
eliminated. This analysis produced good correlation with experimental
results at lower drawing speeds. However, the agreement between the
experimental and theoretical results was still poor at higher drawing
speeds. Several factors might contribute to the discrepancy between the
theoretical and experimental results. Mainly, the_polymer melt did not
behave like a Newtonian fluid.

Dr. H. Parvinmehr presented a Non-Newtonian plasto-hydrodynamic
analysis of the wire drawing process for a stepped bore reduction unit

[7]. The effects of shear rate and pressure on the viscosity of the
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polymer, together with the limiting shear stress, were included in the
analysis: Strain hardening and strain rate sensitivity of the wire
material were incorporated in the solution. Finite~difference numerical
techniques were used to solve the relevant equations. The Non-Newtonian
results showed a generally close agreement compared with the
experimental results. However, the curve indicating the changes of
percentage reduction in area versus drawing speed appeared to have a
point at which the direction of the curve changed abruptly; i.e., a cusp
appéared in the curve, which did not appear in the experimental results.

In the present study, a Non-Newtonian plasto-hydrodynamic analysis
of the wire drawing process is presented for a stepped bore reduction
unit. The effect of temperature on the viscosity of the polymer melt and
the energy equation predicting the increasing in temperature during the
wire drawing process are introduced into the analysis.

The present study predicts the percentage reduction in area, drawing
load in the wire and the pressure of the polymer melt within the unit
against drawing speed. The thebretical results agree well with those

observed experimentally throughout the range of drawing speeds.

2.3 - Theoretical Analysis

When wire is pulled through the viscous polymer melt within the DRU,
shearing takes place at the interface between the melt and the wire.
This shearing action gives rise to a drag force on the wire and
generates hydrodynamic pressure, the magnitude of which depends upon the
speed with which the wire is pulled, the viscosity of the polymer melt
-and the geometrical configuration of the orifice which contains the
melt. The combined effect of this hydrodynamic pressure and the drag
force may initiate plastic yielding and cause permanent deformation to

the wire itself.
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During the wire drawing process; energy is dissipated mainly in two
ways: through the action of viscous "friction" and through deformation.
These éources will generate heat. Because the heat conductivity of the
polymer melt used in wire drawing process is substantially low; the
small amount of heat can not be transferred outside and will cause the
temperature within the polymer to increase significantly. The change of
the temperature, in turn, changes the viscocity of the polymer melt
which, in turn, changes the dissipation as well as the shear stress, the
pressure and thus the reduction in area. So we must indeed consider the
thermal energy coupled with the plasto-hydrodynamic process.

In this section an attempt to analyse theoretically the deformation
process taking place within the DRU is described. The effect of the
thermal energy generated by viscous "friction" in the drawing process
will also be taken into consideration. The results of the analysis tend
to be very similar to the experimental results both at slower speeds and
at higher speedé, and show better agreement than previous results.

The following theoretical analysis of deformation process which
takes place within the DRU is based on the geometrical configuration of
the stepped bore reduction unit as shown in Fig. 2.1a. To formulate the
analysis-the following assumptions were made:

i) Flow of polymer melt is axial and laminar

ii) Thickness of the polymer layer is small compared with the

dimensions of the stepped bore

iii) The pressure in the fluid is uniform in the thickness direction

at any point along the length of the unit, that is P = P(X)
only.

iv) The viscosity-temperature dependenc¢e is given by the equationi

( Appendix 1 ), M= ug e~aTl (Zﬁ)

where, p is the viscosity of the polymer melt
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¥y is the melt viscosity for a given polymer at

reference temperature
"a" is a constant indicating the temperature dependency
of the melt viscosity for a given polymer
T is the temperature variation of the polymer melt from
the reference temperature
V) The deformation profile in the deformation zone within the unit
may be described by
Y = Ry - pX2 (see Fig. 2.1a)
Where Ry = D1/2 the initial radius of the wire.
vi) The temperature in the fluid is constant along the drawing
direction, but varies across the section of the polymer,
that is T = T(Y) only.

The analysis is presented in four parts:

2.3.1 - Determination of the Pressure in the Unit and the Axial
Stressvin the Wire Prior to Deformation of the Wire.

2.3.2 - Prediction of the Position of Yield of the Wire Inside the
Unit.

2.3.3 - Energy Equation Applied to the Process.

2.3.4 - Prediction of Deformation Profile in the Deformation zone.
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Fig. 2.1 a) Theoretically Assumed Deformation Mode Within the DRU
b) Stresses Action on an Element of the Wire
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2.3.1 - Determination of the Pressure in the Unit and the Axial Stress

in the Wire Prior to Deformation of the Wire

The pressure in the unit prior to deformation of the wire

Starting with the fundamental equations

9P _ 31 (2.2)
X oY
and
du
T = =
My (2.3)
‘ ) . Ceas
Where X 18 the pressure gradient within the gap

1 is the shear stress

u is the velocity of the polymer melt at a distance Y from the
surface of the wire within the gap

p is the viscosity of the polymer melt

Substituting for 1 from equation (2.3) in equation (2.2) gives

o8P _ 3 ( au) (2.4)
3X ~ 3y Moy
Integrating equation Q.M)with‘respect to Y, we have
C
du_ 13Py ., ™) (2.5)
oY p oX p )
Noting that P and %; are assumed to remain constant across the gap, and
since T = T(Y), from equation (2.1) it can be seen that p is the
function of Y. Integrating equation (2.5) gives
Y 1 2.6
aP ( Y' ay' + C, fY dy ( )

- Y
U 3X oply ou(Y'5d * G

Applying the boundary condition u = Ug, at Y = 0 gives
C2 = Up
Where Uy is the velocity with which the wire is being pulled.
The flow of polymer melt in the stepped bore reduction unit is

divided into two sections, the first section being the entry part of the
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unit before the step and the second section being the tube after the

step. Applying the boundary condition for the first part that u = 0 at

Y = h1, and substituting for C, in equation (2.6), we have

hy  ay'
' ————e -
(‘5‘1—,) jO ay' + Cl JO IJ(Y') + Uo 0 (2.7)
Define
h '
1 dY
JO = & Ty ‘ (2.8)
and
h '
1Y '
J = dy
1 & p(Y ") (2.9)
Then from equation (2.7), we have
3P
) J
L T (2.10)
! J
0

which we assume to be known.
The flow of the polymer melt in the direction of pull in the first

section of the unit is given by

1 (2.11)
%, " fo udy

Substituting for u from equation (2.6) in equation (2.11) gives

8P hy (¥ gy dy'dy hl
dy'dy + C + Y (2.12)
%W @R, L s ! fo fo v IR

(o)

Referring to Appendix 2, the first term of equation (2.12)
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Y' 3P

3 ' '
@, L] gy ave - @b L o) G
ap, (™M ; < dy!
= hy - Y') vy
(BX)I J'O ( ! “Y
P
(ﬁ)l(hl‘ll - Jz) (2.13)
t Y2
J = dy
Where 9 {) nes) (2.14)
The second term
dy' B hy by Y’ gy
¢, f f wan = L sy ¢
By (h,-v")
=C1 J’o Y") a¥
= C (hlJO - J‘) (2.15)

The third term

h
[ tugr = U n (2.16)
o 0

Equation (2.12) in combination with equations (2.13) to (2.16) gives

- (9P - - (2.17)
Qp = G, 3y = 3p) + € (hydg = 3)) + Ugh,
The continuity equation for this case gives
oX Xl

Substituting for Qyq in equation (2.17), we have

- J1) + U0h1] =0 (2.19)

9 3P
Ef[(3§)1(h1j1 Jz) + C1(h1J0

Substituting for Cq from equation (2.10) in equation (2.19) and

rearranging gives
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J 2

%Py 1 _ - 2.20)
) G--3) =0 (
170
So we have 32p (2.21)
(BT) =0 .

1

that is (2.22)

—_— = t
(ax)l Constan

Assuming that at the point where X = Lj, Pressure reaches its maximum
value P, we have
P

oP _ m
(SX) = ET

1 (2.23)

Following the same procedure mentioned above, we have the following

equations fdr the second section of the unit

Qp = (ax)z(hZJ1 _ I Cy(h,dg - J1) + Ugh, (2.24)
» e[ Ay ay’
h
2 Y '
A Eﬁﬁ-j-dy (2.26)
h
. 2 y"2
J! = '
5 ;Tﬁﬁj-dy (2727)
@ ._m (2.28)
oX 2 L, :

The continuity of flow gives

QX1 = QXZ, (2.29)

Substituting for Qy1, QXZ’(%§) and (%%) from equations (2.17), (2.24),
: 1 2 ‘ ’
(2.23) and (2.28) respectively in equation (2.29) and rearranging gives

| '
L1L2(J1JO J1JO)

P 2 o TvYTYy o (12 o
(ol = 3530 - L,J0(3

m

Y%
=z 2.30)
L 3,35 (2.3
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Axial stress in the wire

Jdu

Substituting for N from equation (2.5) in equation (2.3) gives
6,
_ P, (2.31)
TG
On the surface of the wire in the first section of the wire,
where Y = 0, the shear stress is given by
P
= J
+ —
T = C = - UO L1 1
X K; (2.32)
0

This shear stress gives rise to drag forces in the wire and at a
point X from the entry point within the unit in the first section, the

axial stress developed in the wire is given by

‘X
2.
°<X>=3—j0‘xdx (2.33)
1
Integrating equation (2.33) gives
AXTX : (2.34)
o(X) = 5

2.3.2 - Prediction of the Position of Yield of the Wire Inside the Unit

The axial distance, XO’ from the entry point of the unit where yield
occurs in the wire may be determined by the combined effects of the

axial stress and the hydrodynamic pressure,

The pressure at point X is given by

o

P(X) = — X
(_ Ly (2.35)
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The flow stress of the wire is assumed to be expressed as

Y = Y. + Ac”

0

Where A and n are the strain hardening factor of the wire and the

D
material constant respectively, ¢ = 2 ln(31)° Then the plastic yield

will commence as soon as the yield criterion

(2.36)
P(XO) + c(xo) YO
is satisfied
Substituting for P(XO) and c(XO) from equations (2.34) and (2.35)
respectively in equation (2.36) and rearranging gives
X = __YO—_
0 By 4ty (2.37)
L D

1 1

Now Jg, Jq, Jo, J'gy J'7 @and Jd'p are still unknown., They can be solved

by application of the energy equation to the process of wire drawing.
Once plastic yield commences at point X = XO, further permanent

deformation will continue to take place in the wire as long as the yield

criterion

P(X) + o(X) > =Y (2.38)
is satisfied at any point within the first section, distance X from the
yield starting point XO.
2.3.3 - Energy Equation Applied to the Process

Determination of Jg,, Jy and Jp in the first section of the unit

The Energy equation for the plasto-hydrodynamic process of the

dieless wire drawing is given ( Appendix 3 ) by

2% _ _p Buy2 (2.39)
Y% K(BY)
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Where T is the temperature variation of the polymer melt from the
reference temperature
K is the conductivity of the polymer melt
Here only the effect of the thermal energy generated by viscous
"friction" in the drawing process is taken into consideration.

Rewriting equation (2.5)

C
du . 1Py, 1 |
Y n oX " _(2.50)
P
where U0 + X Jl
cC, = -
! J
0

To simplify mathematical processing, here we assume that %; =0

U
u 0 '
hence e 2,41
3Y pJO ( )
. . du , . . .
Substituting for Y from equation (2.41) in equation (2.39) gives
U 2
32T 0 (
S = = 2.42)
oY KuJ6

Substituting p = pg € 2T into equation (2.42),we have

221 __ Y’ at
aY? KupJh (2.43)

Multiplying both sides by %%- and rewriting, we have

2
3 1@dnyy oo % 3 3T
aY " 2°3Y KuOJBa aY

Integrating both sides with respect to Y gives

T
202e?
L S (2.44)
Y Kuolaa 3
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Now integrating equation (2.42) with respect to Y between 0 and h1 gives

U2 h
3T| _ 9T ___0 1 J%XY
ot °- AL 7
aY Y=h‘ oY y=0 0 K

2
..o
Ko
By symmetry

a .-
oY v =0 oY Y=h‘

Hence from equations (2.45) and (2.46), we have

2
ot __ Y
oVl  E
Thus
[Ty
AL = _EQ__
2 12
Ny, | GKIE

(2.45)

(2.46)

(2.47)

(2.48)

Applying the boundary condition that T = 0 at Y = hq to equation (2.44),

we have
2
3T, 2 2U%
&9 *"wia’ %
Y=h 070

1

Equating equations (2.48) and (2.49) gives

C =H.6_[
2
3 KJO

%, 2
4K auo

]

Substituting for C; in equation (2.44) gives

2

any .2,
2

Y aKquo 8K

olp, _ aT

]

24

(2.49)

(2.50)



2u2
Let A, = —O
1 aKuOJO

2
B= 1 + iﬂgjil
- 8K

Equation (2.50) becomes

aT

3T, ?
Gy =4B-e)

Because T = T(Y) only, rearranging equation (2.53) gives

dr . /a (8 - 3Ty 0 <Y< hy/2

dy

and daT /F—_’-__'"' hi/2 < Y < h
= - /A (B - T ! !

dy

daT

By symmetry, at point where Y = hy/2 and <= =0, T reaches its

maximum value T . From equation (2.53), we have

That is

Rearranging equation (2.54) gives

ar =/A, dy

aT
- e

Now integrating equation (2.56) both sides gives

1’n 'g"eaT-JE =/KTY+CA
a/B_ ./B—ea-}-/B

(2.51)

(2.52)

(2.53)

(2.54)

(2.55)

(2.56)

(2.57)

Applying the boundary condition that T = Tp at Y = hy/2 to equation

(2.57) gives

loa

S
C4 7 Ay

25
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Applying the boundary condition that T =0at Y =0 to equation (2.57)

gives

VB -1 - VB
VB - 1 + VB

1
4 AVB

C 1n

(2.59)

Equating equation (2.58) and equation (2.59), we have

VB - 1 - VB
YB - 1 + VB

! = - 1 In

a/AIB

(2.60)

Substituting for A; from equation (2.51) in equation (2.60) and

rearranging gives

/EUéh%a

2Kig
YB - 1 + /B
YvB - 1 - VB

3. = (2.61)

0
In

Substituting for Cy from equation (2.59) in equation (2.57) and

rearranging gives

aT T~
y = 1 B e VBl _ 1

= in
aVA1B é _ eaT . VB a/A‘B

for 0 < Y < hy/2

vB - 1 - /B
YB - 1 + /B

In (2.62)

Rearranging equation (2.55) gives
dT _ ;
s - AW (2.63)

Integrating both sides gives

é _ eaT - /B
YB - ea[ + VB

Applying the boundary condition that T =0 at Y = hq to equation (2.64),

LY = - /A, Y+ C (2.64)

a’B

we have
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1 YB - 1 - /B -
C. =YAh + 1n (2.65)
5 L av/B vB -1 + /E

Substituting for Cg in equation (2.64) gives

- B - 2T _ 3 /B - 1 -
Y =—1_1q B-e Bl 1 gq)YE /E + h, (2.66)
a’AB | £ aT VBl a/AB VB - 1 + VB '

Substituting for hq from equation (2.60) in equation (2.66) gives

geo Vg |B-T-B 1 |E-T-/B (2.67)
avA B VAR YB| a/A B YB-1+/B
1 B-e + 1
for hy/2 <YK hq
Rewriting equation (2.9) gives
h1
th — h
J:J()"Xdy:JOszy.f{’.Y_dy (2.68)
1 M v L‘ u
1
2

Substituting for u = g e"@T, for dY from equation (2.56) and Y from
equation (2.62) in the first integration term of equation (2.68); and
for .dY from equation (2.63) and Y from equation (2.67) in the second

integration term of equation (2.68), we have

e et N N
J1 = JQ [ 1n - in ]daT
VA (B = &y a—t
A8 - eqT) ) a’A B k- 2T 4 & a’h B vB - 1+ VB
0 aT / aT —
- e _1 - - - -
N JT [ In| B - e VBl 1 la Y - "Bliar
/A (B = a1y JiB _ = oY
0 A1 B - e by a A'B | /5 - eaT + VB av’AIB YvB - 1 + vB
- 4VB-1 1n /B-1 + VB
a UOA1/§ YB-1 - VB
(2.69)
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Rewriting equation (2.14) gives

h
h r—12 f Y
2
2 o M m 'h m (2.70)
_2'

m aT _.aT _ 2
3. =2l e  [1n]| YBce Bl 4p
2 % aT aT
A (B-e"") poaA B B-e“" + /B
, _4/B -1 (1n VB-1 - VB ]
a’A‘B/Kl Mo B-1 (2.71)

The first term on the right side of equation (2.71) could be calculated

by using a numerical integration method.

Determination of J'y, J'y and J', in the second section of the unit

Now similarly, for the second section of the unit, we have

2RK2

BUtha

1 - 2[(;10
. VB - 1 + VB (2.72)

F=T-18

2Uz2
A, = ——1—0 ‘

I VB=
J :_&—B_,—l_n

VB=1 + VB
azuOAz/E B~1

¥B=1 = ¥

(2.7H)
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T
. o eaT

/e-e2T - VE|.2
3, = 2J (1n| B~ = ¥Bly® 41
0 ~/Az(rs—e‘?‘T) anIAZB /B-e2T + VB

4YB = 1 [ VB-1 - VB ]2
aJAZB/KZ Mo YB-1 + VB (2.75)

2.3.4 - Prediction of Deformation Profile in the Deformation Zone

The reduced Reynolds equation

It is assumed that deformation takes place from the point of yield

where X = Xj and ceases at the step. In the deformatioh zone, rewriting

equation (2.19) with gap h, we have

3 . 3P
a—f["ai (th J2)+Cl(hJ J1)+U0h]=0

0 (2.76)
where
;o Jh dy
o~ rO)
h
Y
= day
Jl Jo p(Y )
h 2
J = [ X _ a4
2 o plY)
Substituting for C; from equation (2.10) in equation (2.76) and
rearranging gives
2 o J
5 [(31 JZJO) LN TR § (2.77)
oX JO X 03X JO
Let Z = Y/h, then
h 1
gy JO h
J =Jo <L _-| = —dz=h1
0 p(Y) p(Z) 0 (2.78)
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where

L .| ez
0 n(2) (2.79)

Following the same procedure, we have

h
Y
= dY = p2
I, {, mMed] h*I, : (2.80)
P L S
2 JO u(Y ) v o= 2
(2.81)
where
L (2.82)
L =L wzy 9 '
1
f 72
I, = | —— dZ
2 Z
Jo (@) (2.83)
Substituting for Jg, Jq and J, in equation (2.77) gives
2 o
FI U Bl Lo S
oX -I1 oX 0 oX (2.84)
Then define
6(12 - 1,1.)
gk = —1 20 (2.85)
-1
1
Then, equation (2.84) becomes
3 P sh
S_ ryuxpd 2L = on
3X [u*h ax] 6U0 oX (2.86)

which is the reduced Reynolds equation with variable viscosity p*.

After deformation takes place, the gap between the surface of the
wire and the orifice within the unit will no longer hold constant. Since
I, =1In(h), (n=0,1,2) and h = h(X), we have p¥ = p*(h) = p*(X). Now it

is assumed that in deformation zone, the values of J, and I, are the
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same as those before deformation occurs. With this assumption it follows
that p* will have a constant value at a given drawing velocity before
and after deformation occurs and thus its value can be easily calculated
from equation (2.85). When deformation is within a limited range, this

assumption can be accepted.

Determination of pressure in the deformation zone

With the assumption that p* is constant along the length of the unit

at a given drawing velocity, rewriting equation (2.86), we.have

2Py = gy px D (2.87)

)
(b2 o** X

SO {
where X is the distance from the point of yield, h is the gap at any
point X in the deformation zone

h = h1 + sz (2.88)
It is assumed that deformation takes place from the point of yield and

ceases at the step, where X = L1 - Xp

From equation (2.88)

gh (2.89)
on o oopx
3% 2b
3h . . .
Substituting for —— 3% in equation (2.87) and integrating, we have
B L 6urU bX? + C ( )
h? % - oYy 6 o 2.90
9P
Applying the boundary condition that (%) ==, at X=0, where h = hy,

the constant C6 is given by
= m
Ce 1 (2.91)

Substituting for h and Cg in equation (2.90), we have

3
bX? Pm h1

SO m vk L TR, ¥ eR)T (2.02)
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Let m? = —

Integrating equation (2.92) gives

tan 12
P = 6u*U m X’ - m?X

(57557 * sw?o? (@rext)?)

0

-1X
3 14
. th1 [ 3tan o, 5m?X + 3X3
L,b? 8m> 8m* (m? + X%)?

1+ C
7 (2.93)

Applying the boundary condition that at X = 0, where plastic deformation
P X
m O

starts, P = , We have

C, =1 (279U)
So equation (2.93) becomes

-1 X .
P =6uR, o0 @, X - mX ]
0 (55752 8mIbZ (m? + X2)2

1

P -1 X 4
m .. 3m tan = Sm'X + 3m?2X? 2.95
+']_7[)\0*’___é__m_+ 8 (a2 .»,Xz)z] ( )

which gives the pressure distribution along the length ( L1 - Xp )

within the DRU and up to the step.

Determination of axial stress in the deformation zone

In the deformation zone, the expression of %% may be given by

equation (2.5) by simply replacing u¥ for u, thus
u _t 3, 8 (2.96)

Integrating both sides of equation (2.96) with respect to Y gives

1 29dPY? 8
U:_*_B—T+_*Y+C

A =

(2.97)
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Applying the boundary condition that u = UO; at Y=0andu=0 at

Y = h; we have

*
o ._2n_ o
8 98X 2 h
Cg =Upg

Uo (2.98)

2u_1 2Py By Y0

(N f=

The shear stress on the deformed wire surface may be expressed by

du (2.99)
= K =
T T M3y | y=0

The combination of equation (2.98) and equation (2.99) gives

*
T = - 2422) - fijﬂz (2.100)
o e 23X h
Now substituting for .%§ from equation (2.92), we have
L
p*y,(m? + 4X?2) P _h.m
1 =- .0 ol (2.101)

c b(m? + X2)? 2L, (a? + X7)?

The axial force equilibrium condition for a small element of the

wire shown in Fig. 2.1b gives

dD
doy = -2 5 (Y + 7 Cot ) (2.102)
But D = Dy - 2bX?, hence dD = - UbX dX, tan a = %%% = -2bX and
Cot o =—-§%i. Substituting for dD, cot a and To in equation
(2.102), we obtain
* 2 2
i - 8bXYdX 4y Uo(m + 4X?)dX

®, - 75X T b(D, - 26X ) (@? + X7)?

2th1m“dx
* L (@ + X): (0, - 26K7)

(2.103)
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As mentioned before the stress-strain relationship of the wire

material has been shown to take the form

Y = YO + peh
where D,
€ = 2 ln(D‘ —5x7)
Therefore
— DI n
Y=Yy + A2 In gy ]

]

Substituting for Y into equation (2.103) gives

dox

D
1 2
8bXY X 8bXA[2 1“(01—2bx2)] dx
+
Dy=2bX? D, - 2bX?
au*uo(mz + 4X2)dX Zth1m“dX

* 5(5, - 26%) (@ + X)° + L, (@ +X7 )7 (D - 25X}

(2.104)

(2.105)

Integrating equation (2.105), the expression for the axial stress is

obtained as

0X=

24
~2¥g 1n(D; = 2bX?) - £ (2 1n(D,-2bx?)]""!
bu*y 4b(2D1+m’b) /37+X/§E
- (— In( )
® V2D (D +2bmi)’ /5 TEbEE
5D, - 2bm?
+ i tan ! X 3X 1
meDl¢2bmﬂ’ m 2(Dl + 2bm?)(m? + X?)
. 2th] : o’ X qx(Dl + 6bm?)
L, 20, + e )@ + X)) 7D, * 2pmy: 0
p
. 4m?b? /6} + Xv2b

In(—
/2bD|(D|+2bm’)’ D, - x/20 )1 * Cio
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AXOT A
5 X at X = 0 into equation

Applying the boundary condition, oy =
1

(2.106), the constant Cqo is obtained as

4% T
0 x 2A
0= "o, ° 2¥q InD ) + 5

n+l

(2 InD]]

which upon substituting in equation (2.106) yields

o - DI . 4p*uo [ZDI + bm?)/2b . /BT + %70
= n — 7 .
- 2
. 5Dl 2bm tan_' X Ix ]
2m(Dl+2bm2)2 m 2(Dl + 2bm?)(m? + X?)
2
mehlr m? X . m(Dl"ébm ) tan-] X
* T, 2(0, + 260" ) (@ + X?) = 2(D +2bm)’ o
4m“b2 1n /I-)_; + X/Tb‘ ]
* /2D (D, + 2bw)? /D) - X/TB
SRS D 4X
A ____l__ n+l 0 <
+n«0-1[21nD]-2b)("] +D]x
(2.107)
Deformation Profile
Applying the yield criterion again
Dl n
P+ oy =Yg+ A[2Ing—gms] (2.108)

Equation (2.108), when substitutions are made for P and oy from
equations (2.95) and (2.107) respectively, may be iterated to establish
the value of b for a given drawing velocity and DRU geometry. Once the

value of b is established, the deformation profile is obtained and the

reduction in area at any point for Xg < X < Lq is given by
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D, - 2bX?
PRRA = [1 - (—5—— 21 * 100

1

where the PRA is the percentage reduction in area. It is assumed that no
further deformation takes place after the step within the DRU and hence
the maximum reduction in area is given by

- - 2
D 2b(Ll Xo)

1
D

PRA = {1 - [ 12} * 100

A computer program was written to solve the relevant equations, the

flowchart and listing of which are given in Appendix 4.

2.4 - Results and Discussion

Theoretical results were calculated on the basis of the equations
derived in the previous analysis for copper wire. The standard valueé éf
the parameters were assumed to be as follows [7]:

Viscosity pg = 110 Ns/m?

Length of the first section L1

]

50 mm

20 mm

Length of the second section L,
Initial gap h1 = 0.15 mm or h1 = 0.2 mm

Final gap h2 = 0.1 mm or h2 = 0.05 mm

Original diameter of the wire Dy = 0.46 mm or Dy = 1.6 mm
Initial yield stress of the wire Y5 = 50 MN/m?

Strain hardening factor of the wire A = 440 MN/m?
Material constant n = 0.52

Viscosity temperature‘dependency constant a = 0.175 K~!

Thermal conductivity K = 0.13 W/mK
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Theoretical percentage reduction in area

Figs. 2.2 to 2.4 show the variations of the percentage reduction in
area versus drawing speed predicted theoretically. For comparison
purposes; some experimental results [7] are also shown in Figs. 2.2 to
2.4,

In Fig. 2.3 experimental results were obtained at the temperature of
130°C, so the equivalent theoretical results were produced by changing
the initial viscosity of the polymer melt to 85 Ns/m2? due to the effect
of the reference temperature on the initial viscosity. In Figs. 2.2 and
2.3, the results predicted theoretically show very close agreement with
those obtained experimentally.

In Fig. 2.4, both theoretical and experimental results were produced
with the parameters of the gap ratio R, = 4, final gap h, =0.05 mm and
the initial diameter of the wire Dy = 1.6 mm. The discrepancies between
the theoretical and experimental results become apparent. Theoretical
results appear to estimate lower percentage reduction in area at lower
speeds and higher percentage reduction in area at higher speeds compared
to those obtained experimentaliy.

Theoretical effect of changing the parameters representing the
polymer melt rheology are shown in Fig. 2.5 and Fig. 2.6. The
theoretical éffects of'chaﬁging thermal conductivity K is shown in
Fig. 2.5, where the percentage reduction in area is shown to increase as
K is increased. Fig. 2.6 shows the effect of the viscosity temperature
dependency constant "a" on the predicted percentage reduction in area
where the percentage reduction in area is shown to increaée as "a" is

decreased.
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Theoretical Pressure

The pressure distributions within the unit were predicted
theoretically for drawing speeds of 0.5 ms~! and 1 ms™! and those are
shown in Figs. 2.7 and 2.8 respectively. Figs. 2.7 and 2.8 also show the
pressure distributions within the unit obtained experimentally [7]. In
the experiment, the maximum pressure of about 87.5 MN/m? occurred at
drawing speed of 1 ms’1, and about 77 MN/m? at drawing speed of
0.5-ms'1, whilst the maximum pressure of about 109 MN/m? was predfcted
to occur at a speed of 1 ms~! and 93 MN/m? at a speed of 0.5 ms~1. It
was clearly shown that the magnitudes of the maximum pressure predicted
theoretically were close to those obtained experimentally.

The pressure values predicted theoretically versus drawing speed at
the point where the distance from the entry point was 45 mm within the
unit, and those obtained experimentally [7] at the same position, both
for the maximum reduction in area of about 7 percent are shown in
Fig. 2.9. In the experiment, the pressure of about 62.5 MN/m? occurred
at a speed of 0.3 ms™ for a reduction in area of about 7 percent,
whilst the pressure of about 113 MN/m? was predicted to occur at a speed
of 1.5 ms~1 for the same percentage reduction in area. Theoretical
results tended to under-estimate the experimental results at slower

drawing speeds and over-estimate the measured results at higher speeds.
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Theoretical Drawing Loads

Drawing loads predicted theoretically and those obtained
experimentally, both for the maximum reduction in area of about 7
percent, are shown in Fig. 2.10. In the experiment; the maximum drawing
load of about 120 N occurred at the speed of 0.3 ms~! for the reduction
in area of about T percent, whilst the maximum drawing load of about 100
N was predicted to occur at the speed of 1.5 ms~! for the same reduction
in -area. Theoretical results appeared to have lower values through all

the range of the drawing speeds compared with the experimental results.
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Discussion

The present analysis enabled the prediction of the percentage
reduction in area, the pressure of the polymer melt within the unit and
the axial stress in.the wire. The theoretical investigation of the
effect of several factors ( for example, drawing speed and the
temperature of the polymer melt ) on the percentage reduction in area,
enabled a basic control strategy to be established. This will be
discussed in Chapter 3.

The Energy equation used in analysis takes the form:

éig.g..ﬁ(éﬂgz
Y K a3Y

This simplified equation was used to predict the increase in the
temperature of the polymer melt within the unit. During the wire drawing
process energy is dissipated in two ways: through the action of viscous
"friction" and through the plastic deformation of the wire. Both of
these sources liberate heat which changes the melt temperature. However,
the amount of heat generated from the deformation of the wire was not
taken into consideration in the analysis. The viscosity of the polymer
melt is known to be sensitive to temperature; therefore this may have
introduced some discrepancy between the theoretical and practical
results.

The apparent viscosity as a function of the melt temperature in the
analysis is given by u = yg e”3T, 1t is derived from Fig. 2.11. Note
that the data indicating the viscosity dependance of temperature in
Fig. 2.11 are at constant shear stress and pressure. It is known that
usually fér shear thinning polymer melt the increase in shear stress
causes the decrease in apparent viscosity. Fig. 2.12 shows the ‘behaviour
of the shear thinning polymer. Fig. 2.13 presents the apparent viscosity

of the polymer melt as a function of pressure. It must be remembered
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that the shear stress and the pressure applied to the polymer melt
within the unit during the wire drawing process were very high: However
these effects were not incorporated in analysis and hence this might
have contributed to the discrepancy in the results.

The value of the thermal conductivity K, used in the analysis; was
0.13 W/mK. This value was selected as being within the range normally
encountered [13].

From Fig. 2.11 the magnitude of the viscosity temperature dependency
constant "a" was estimated to be between 0.02 and 0.1 X~! However, in
the analysis "a" was taken to 0.175 K™1 in order to have reasonable
results, hence the value of "a" chosen for analysis was only an
approximatioh.

The predicted results of the percentage reduction in area showed two
zones:

1) At slower speeds, the percentage reduction in area increased as

the drawing speed was increased and reached its maximum value.

2) Then, the percentage reduction in area reduced slowly as the

drawing speed was increased further.

The drawing speed was found to have the most dramatic effect on the
percentage reduction in area. Fig. 2.14 shows the predicted values of
the temperéture change, percentage reduction in area, viscosity, maximum
pressure and axial stress versus drawing speeds. As might have been
expected, an increase in drawing speed increased the temperature of the
polymer melt within the unit which caused a decrease in viscosity of the
polymer melt, hence a percentage reduction in area, and decreases in the
maximum pressure and axial stress.

The effects of other variables were also examined theoretically in
order to investigate their influences on the predicted results. An

increase in initial viscosity increased the percentage reduction in
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area. Increasing the thermal conductivity also had the same effect. A
reduction in viscosity temperature dependency constant "a" increased the
percentage reduction in area. An increase in the initial temperature of
the polymer melt was also expected to decrease the percentage reduction
in area.

A very good agreement appeared to exist between the theoretical and
experimental results as shown in Figs. 2.2 and 2.3. However differences
were observed between the theoretical and experimental results in
Figs; 2.4, 2.9 and 2.10, where the geometry of the dieless reduction
unit and the initial diameter of the wire differed from those in
Figs. 2.2 and 2.3. This suggested that the analysis did not fully
represent the actual drawing process and certain additional factors, as
mentioned before, should be incorporated in the analysis in order to

improve the theoretical results.
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Chapter 3 : Microcomputer-Based Dieless Wire Drawing Control System

3.1 - Introduction
3.2 - Description of Experimental Equipment
3.3 - Microcomputer and I / O Interface Circuit
3;3;1 - Interface to Speed and Temperature Control Systems
3.3.2 - Generation of Interrupt
3.4 - Temperature Control of the Polymer melt
3.5 - Wire Drawing Speed Control
3.5.1 - Major Components of the Speed Control System
3.5.2 - Some Design Consideration
3.5.3 - Analysis of the Control System
3.6 - Software Configuration
3.6.1 - Producing Wire of a Uniform Diameter
3.6.2 - Producing Tapered Wire
3.7 - The PRA Transducer
3.7.1 - Hardware
3.7.2 - On Line PRA Indicator
3.7.3 - Closed-loop Control System

3.8 - Results and Discussion
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3.1 - Introduction

From the previous theoretical analysis, it can be seen that during
the wire drawing process, the reduction in area of the wire is affected
by several factors; the significant ones are the drawing speed, the
performance of the polymer used as pressure medium, the temperature of
the polymer melt and the configuration of the DRU. The control of the
process is primarily required for product quality, so methods of
confrolling the wire drawing process should be looked at in order to
produce wires of desired qualities in terms of consistency in the
diameter over a long length, or uniform change in area with a desired
rate for a given length.

To further investigate the drawing process, an extensive
experimental program was conducted, in which parameters such as drawing
speed, the temperature of the polymer melt and polymers were varied, and
a considerable amount of data was obtained. Some of the results are
shown in Fig. 3.1 to Fig. 3.7.

From both theoretical and experimental results, the drawing speed is
found to have the most dramatic effect on the reduction in area of the
wire. The percentage reduction in area ( PRA ) versus drawing speed
shows two zones: at slower drawing speed, the PRA increases as the
drawing speed is increased, and then it reaches its maximum value. After
that, thé PRA reduces as the drawing speed is increaéed further.
Compared with the second zone, the PRA curve in the first zone has
better linearity and the full range of the PRA is spanned within a
limited speed extent. So the deéign of the control system was based on
the first zone.

The effect of the temperature on the vicosity of the polymer melt
was included in the analysis by varying the initial viscosity. It was

assumed that varying the initial viscosity had the same effect as the
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change in temperature ( see Fig.2:2 to Fig;2:3): Both theoretical and
experimental results showed that the overall percentage reduction in
area was affected greatly by the temperature of the polymer melt.
Experiments also showed that it took about 70-80 minutes for the
temperature to reach a uniform distribution within the melt chamber
after a change in set temperature. Uniform temperature distribution was
of great importance for a steady wire drawing process. The temperapure
couid be a manipulated variable to control the PRA, but in consideration
of the time needed for temperature to reach a uniform distribution, the
control strategy was designed to keep the temperature constant during
the whole drawing period. Instead, the drawing speed was regulated to
produce the desired products. For each polymer, optimum drawing speed
and temperature could be found at which the deformation of the wire
reached its maximum value. It is often the case that the maximum PRA is
.desired for one pass during the drawing process.

Three polymers having different densities and viscosities were
selected aé pressure media. They were polymer WVG 23, Nylon 6 and
ELVAX 650. With ELVAX 650 at 150°C the PRA curve was almost linear from
a reduction in area of 4 percent at speed of 0.03 ms~1 to a reduction in
area of 21 percent at speed of 1.04 ms'1, as shown in Fig. 3.6. Polymer
WVG 23 at 110°C and polymer Nylon 6 at 260°C also showed good
performance ( see Fig. 3.1 and Fig. 3.3 ) in terms of wide range of PRA

in the first zone. These results were employed in producing samples.
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In practice, a single loop control system, as shown in Fig. 3.8 can

be used to control the PRA of the wire, i.e., the diameter of the wire.

Drawing

speed
PRA + Controller____Motor Wire drawing Actual
setpoint - process PRA

PRA sensor

Fig. 3.8 Closed-loop Control system

In Fig. 3.8, the drawing speed is a manipulated variable, the PRA is
a controlled variable, and the temperature is kept at its preselected
value during the whole drawing process. The heart of the control system
is the sensor. After the wire leaves the DRU, there is a polymer coating
on the surface of the wire which remains as a protective cover of the
product. Thus, there is not a simple method to diﬁectly‘measure the PRA
of the wire due to this coating on its surface. A method which can
-measufe the PRA of the wire during the drawing process has been designed

and constructed, and this is described in section 3.7.

Further, a simpler configuration was taken into consideration. The
theoretical and experimental results showed that the reduction in area
of the wire remained constant provided that both the temperature of the
polymer melt and the drawing speed were kept constant throughout the

test. A unique value of the PRA thus existed for a particular
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temperature and drawing speed; This suggested that an open-loop system
for the reduction control in combination with two closed-loop systems
for drawing speed and temperature control might be used to maintain the
quality of the products. A system was therefore designed in which
open-loop control was implemented for the PRA using experimental results
in the form of look-up tables in the microcomputer memory locations.
From these, both temperature and drawing speed for a given polymer
corresponding to a required PRA could be found. After the required
specification was input into the microcomputer via a keyboard, the
microcomputer would automatically set the temperature, and then start
the drawing process with a selected speed from the look-up tables to
obtain the required product. The temperature and drawing speed were each
controlled by a closed-loop control system, but the setpoints of the two
systems were given by the microcomputer, so that each individual loop
was operated in such a way as to produce the required wire. The sensor
to detect the PRA was not included in>the whole system at this stage.
Experimental results showed that the quality of the product achieved the
desired level with this control configuration. Fig. 3.9 shows the

schematic diagram of the control system.
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Dieless wire drawing process —— Produced wire

Temperature Drawing speed
Heater bands Drive system
Temperature
controller

Temperature Drawing speed

setpoint ' setpoint

Microcomputer Look-up table
Control software

i

Keyboard

Fig. 3.9 Schematic Diagram of the Control System

3.2 - Description of the Experimental Equipment

The existing dieless wire drawing system as shown in Fig. 3.10 was
designed by Dr. H. Parvinmehr. Wire from the coil placed on the stand
was passed through the guides and over the pulley, and then pulled
through the polymer feeder-DRU assembly and then wound onto the bull
block. The detail of the polymer feeder-DRU assembly is shown in the
schematic diagram of Fig. 3.11.

The undeformed wire passed through the polymer melt chamber before
undergoing deformation within the DRU. The melt chamber was kept filled
with polymer which was melted by means of an electric heater band.
Because the polymer melt chamber could only store a limted amount of
polymer, a hopper was mounted on the melt chamber having sufficient

capacity to supply the chamber for a complete series of tests. The
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hopper was also heated by an electric heater band and the temperature of
the polymer melt within the chamber and the hopper was controlled
thermostatically within #3°C of the set temperature. This was achieved
by use of thermocouples connected to controlled power supplies which fed
electrical power to the heater bands. A digital thermometer was
connected to the thermocouples to give a temperature display.

The hopper was also connected to a pressurized air supply of 100 psi
via a 2-way servo valve. Hence the air pressure was activated onto .the
polyﬁer surface, helping the polymer to flow with the wire into the DRU.

The original drawing bench consisted of interchangeable bull blocks
of 50, 100 and 300 mm diameter, driven by a Schrage 3-phase electric
motor capable of bunning at speeds between 550 and 2200 revolutions per
minute. Since this was considered virtually impossible to control
automatically with a microcomputer, the drive system was completely
redesigned to incorporate a bull block of 300 mm diameter driven by a
hydraulic motor ( type OMP 50 ) capable of running at speeds infinitely
variable between 0 and 800 revoiutions per minute. The power was
transmitted from the motor to the bull block via a 29:3 reduction . worm
gear box ( CROFT type L41/551/05 ) and a coupling clutch ( BROADBENT type
DP25 ) which enabled the bull block to be engaged when the hydraulic
motor was running at the required speed, thus providing some flexibility
during the tests. The above arrangements facilitated drawing speeds
infinitely variable between 0 and 1.3 ms™ 1.

The above equipment was mounted on a suitable bench of welded steel
construction and guarding was placed around all moving parts to provide
adequate safety.

The rotational speed of the hydraulic motor»was measured by coupling
a tachogenerator ( type AM 363 ) to the gear box rotating shaft. The

feedback signal from the tachogenerator was transmitted into the

67



microcomputer through an electronic ampli-filter circuit and I1/0
interface. The microcomputer calculated the value of the manipulated
variable ( valve position ) directly from the values of the speed
setpoint and the feedback signal according to a predefined algorithm.
The result of the calculation was applied to the electro-hydraulic
servo valve through an output interface and an electronic amplifier.
This arrangement produced a hydraulic flow from the pump to the
hydraulic motor which was proportional to the microcomputer output.
The.details concerning the control system will be discussed in the
following sections. Fig. 3.12 shows the schematic diagram of the dieless
wire drawing system.

Plates 1 and 2 show the final arrangements of the dieless wire

drawing equipment.

DRU Heater bands

= . Bull Block

S

Thermocouple
Heater Band
Wi Power Supply Gear Box
1?8 Temperature ) 16
Coil Display L 1
| [‘;::::::ﬁ Motor Power Hydraulic
Padk ® Motor
1/0 Interface
1
Microcomputer
Control
Keyboard
Valve

Fig. 3.12 Schematic Diagram of the Dieless Wire Drawing System
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Fig. 3.11 Polymer Feeder-DRU Assembly
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3.3 - Microcomputer and I1/0 Interface Circuit

The microcomputer used to implement the automatic control system was
based on an MC68000 microprocessor. Fig. 3.13 shows the functional block
diagram of the microcomputer,

The microcomputer includes:

a) 4-megahertz MC68000 16-bit MPU

b) 32k bytes of dynamic RAM and 16k byte firmware ROM / EPROM monitor.

¢) Two serial communication ports for a terminal and a host. Both

are RS-232 compatible and have selectable baud rates.

d) A parallel port which can be used for I/0 or for a printer interface.

e) Audio tape serial 1/0 port.

f) Self-contained operating firmware that provides monitor, debug

and disassembly / assembly functions.

g) 24-bit programmable timer.

h) Wire-wrap area provided for custom circuitry.

i) Reset and Abort function switéhes.

The MC68000 based microcomputer was chosen for a number of
reasons. The 24-bit timer can be programmed to generate interrupts to
drive the execution of user's program. Multiply and divide operations
are available for signed and unsigned operands using byte or word
multiply to produce a word or a long product and a long word dividend
with wofd divisor to produce a word quotient with a word remainder. This
makes it possible to optimise 8-bit fixed-point or 2U4-bit floating-point
arithmetic, resulting in a short execution time of the user'sAprogram,
which can often meet the requirement of the sampling period for a
real-time process control. The wire-wrap area on the microcomputer board
facilitates convenient interface between the microcomputer and the
process. The self-contained operating firmware of monitor, debug and

disassembly / assembly functions provides the fundamentals of
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man-machine conversation. Also there is a substantial support available
both in hardware and software. All of these indicate that the MC68000
microcomputer is appropriate to be used to implement the control system
of the dieless wire drawing process.

The main parts of the interface circuit will be described in the

following paragraphs;

MC68000 |
Address .
Decode RS232C Bl Terminal
Watchdog MC6850
Timer ACIA 1
MC6850
16k ROM ACIA 2
|R5232 ]—-Host
32k DRAM Mgé?ﬁio
Printer Cassette
Buffers Interface

| |

Fig. 3.13 Functional Block Diagram of MC68000 Microcomputer Board

3.3.1 - Interface to Speed and Temperature Control Systems

MC6821 Peripheral Interface Adapter ( PIA ) [15]

The block diagram of the MC6821 peripheral interface adaptor is

shown in Fig. 3.14., It provides universal means of interfacing
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peripheral equipment to the MC6800 or MC68000 microprocessor unit with
8-bit bidirectional data bus ( DO-D7) for communication with the MPU,
two bidirectional 8-bit buses ( PAO-PAT, PBO-PB7 ) for interface to
peripherals, three chip select lines ( cso; CS1 and CS2 ), two register
select lines ( RSO and RS1 ), two interrupt request lines ( IRQA and
IRQB ), Read / Write line ( R/W ), enable line, reset line, interrupt
input lines ( CA1 and CB1 ) and peripheral control lines ( CA2 and

CB2 ). These signals, in conjuction with the MC68000 VMA, VPA and E
three signals, permit the MPU to have complete control over the PIA and

interface with peripheral equipment.

PIA Address Decode

A 64k-byte segment of the system map is reserved for an MC6800 type
interface in the MC68000 microcohputer board. The MC6800 page enable E6
is activated when memory page $030000-$03FFFF is selected and both VMA
and LDS are asserted. Fig. 3.15 shows the logic generating signal E6.
The memory page enable is first activated, which, in turn, activates
VPA. After the MC68000 receives VPA, the processor synchronizes itself
to the E clock and continues the bus cycle by asserting VMA. Signal E6
recognizes that the MC6800 page has been selected, VMA has been asserted
for a synchronous cycle, and the LDS is asserted indicating a bus
transfer on the lower eight data bus bits. Thus, the PIA muét be
interfaced into the lower eight bits of the data bus when using signal
E6. The interfacing PIA chips to the MPU is shown in Fig. 3.17, where
PIA1 is interfaced to the speed control system and PIA2 is interfaced to

the temperature control system.
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Fig. 3.14 Block Diagram of MC6821
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Fig. 3.15 MC6800 Page Address Signal Generation
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There are six locations within the PIA accessible to the MPU data
bus: two peripheral registers ( PRA and PRB ), two data direction
registers ( DDRA and DDRB ), and two control registers ( CRA and CRB ).
Selection of these locations is controlled by RSO and RSt
( see Fig. 3.14 ) inputs together with bit2 in the control register, as

shown in Table 3.1.

Table 3.1 PIA Internal Addressing

Control
Register Bit
RS1 RSO CRAZ2 CRB2 Location Selected
0 0 1 * Peripheral Register A
0 0 0 ¥ Data Direction Register A
0 1 ¥ * Control Register A
1 0 * 1 Peripheral Register B
1 0 * 0 Data Direction Register B
1 1 * * Control Register B

Table 3.2 gives the PIA1 and PIA2 address map in detail.

Table 3.2 PIA Chips Address Decoding

Address bus Bit
Register | AT A6 A5 AL A3 A2 A1 AO Address Decode
DDRA 1 1 1 1 % 0 0 * $03FFF8
PRA1 CRA 11 1 1 ¥ 0 1 * $03FFFA
DDRB 1 1 1 1 * 1 0 * $03FFFC
CRB 11 1 1 % 1 1 % $03FFFE
DDRA 1 1 1 0 * 0 0 * $03FFES8
PRA2 CRA 1 1 1 0 ¥ 0 1 ¥ $03FFEA
DDRB 1 1 1 0 *¥ 1 0 * $03FFEC
CRB 1 1 1 0 * 1 1 * $03FFEE

Note: ¥ undefined
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Each of the peripheral data lines can be programmed to act as an
input or output. This is accomplished by setting a "1" in the
corresponding data direction register bit for those lines which are to
be outputs. A "O" in a bit of the data direction register causes the
corresponding peripheral data line to act as an input. The following

program is an example of configuring a PIA and data access.

*¥ MC68000
¥ Initialization of port A as input
¥ Initialization of port B as output

MOVE.B #0, CRA
MOVE.B #0, DDRA :
MOVE.B #4, CRA ; Port A = input
MOVE.B #0, CRB
MOVE.B #$FF,DDRB
MOVE.B #U, CRB : Port B

output

¥ Input data to register D1 via port A
IN: MOVE.B PRA, D1
¥ Qutput data from D1 via port B

Ou: MOVE.B Dt, PRB

Analogue-Digital Conversion

An 8-bit ADC ZNULU9 is used to convert analogue signal to digital
value [16] ( see Fig. 3.17 ). It is a successive approximation converter
with 9 us conversion time. Fig. 3.16 shows analogue-digital converter
timing. Upon receipt of a negative-going pulse at the WR input, the BUSY
output goes low and the conversion starts. On the eighth negative edge
of the clock pulse BUSY goes high indicating that the conversion is
complete. Data can be read by taking RD low to enable the 3-state

outputs.
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Fig. 3.16 ZNi49Q Analogue-Digital Converter Timing

Handshaking Between the PIA and the ADC

The control register CRA within the PIA allows the MPU to control
the operation of the two peripheral control lines CA1 and CA2. In
addition it allows the MPU to enable interrupt line ( TRQA ) and monitor
the status of the interrupt flags. Bits 0 to 5 of the CRA may be written
or read by the MPU when the proper chip select and register select
signals are applied. Bit6 and Bit7 of the CRA are read-only and are
modified by exernal interrupts occurring on control lines CA1 and CAZ2.

The format of the control words is shown in Table 3.3.

Table 3.3 Control Word Format of CRA

7 6 5 b 3 2 1 0

IRQA1 IRQA2  CA2 Control  DDRA  CAl Control
Access

Bits 3, 4 and 5 of the CRA are used to control the CA2 peripheral
control line. These bits determine if the CA2 will be an interrupt input
or an output control signal; Table 3;H gives the format of the three
bits when CA2 works in the output mode to control peripheral data

transfer.
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Table 3.4 Control of CA2 as an Qutput

CRA5 CRAY4 CRA3

CA2

Cleared

Set

1 1

0 Low when CRA3 goes low

as a result of an MPU
write to control
register A

Always high as long as
CRA3 is high. Will be
clear on an MPU write
to control register A
that clears CRA3 to O

Always low as long as
CRA3 is low. Will go
high on an MPU write
to control register A
that changes CRA3 to 1

High when CRA3 goes
high as a result of

an MPU write to control
register A

In Fig. 3.17, CA2 is used to generate a negative-going pulse at the

WR input of the ADC as a conversion starting signal. BitO and bit1 of

the CRA are used to control the interrupt input line CA1.

Bit CRAO is

used to enable the MPU interrupt signal IRQA. Bit CRA1 determines the

active transition of the interrupt input signal CAl1. The format of the

two bits is given in Table 3.5.

Table 3.5 Control of Interrupt Input CA1l

CRA1 CRAO Interrupt Input Interrupt Flag MPU Interrupt
CA1 CRAT Request IRQA
1 0 { Active Set high on Disable IRQ
of CA1 { remains high
1 1 } Active Set high on Goes low when
of CA1 t the interrupt
flag bit CRAT
goes high

Note: ' indicates positive transition
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In Fig. 3.17, CA1 is connected to the BUSY line of the ADC. When
conversion finishes, BUSY goes high; thus enabling CRAT7 to go high;
During the conversion period, the program will keep testing the value of
bit CRAT. If CRAT goes high, a data input instruction will be executed.
The program which initiates the analogue-digital conversion and the data

input is as follows.

¥ MC68000
*¥ Initializing an analogue-digital conversion
CON: MOVE.B #$36, CRA ; Disable interrupt, CA2 goes low
; initializing A-D conversion B
NOP
MOVE.B #$3E, CRA ; CA2 goes high
CON1: BTST #7, CRA ; If the conversion finishes
BEQ CON1 ;
MOVE.B PRA, DO ;3 If bit CRAT goes high, input

; data to register DO

Digital-Analogue Conversion

Two 8-bit digital analogue converters ( ZN425 ) [16] Were used to
implement the digital-analogue conversions for speed and temperature
sets respectively ( see Fig. 3.17 ). The settling time of the DAC is

1 us, and the maximum output is 5 V corresponding to digital input $FF.

Amplifier

Amplifiers ahead of the ADC and after the DAC were needed to match
the magnitudes of the signals. As shown in Fig. 3.17, the amplifiers
were simply built using 741 operational amplifiers.

Fig. 3.17 shows the arrangement of the interface circuit and

Plate 3 shows the interface circuit board.
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Plate 3

3.3.2 - Generation of Interrupts

The program which executed once in each successive sampling period
was interrupt driven. In the MC68000 microcomputer board, an MC68230
parallel inter face/ti mer ( PI/T ) ( see Fig. 3*13 ) was available and it
was programmed to generate a periodic vectored interrupt corresponding
to the required sampling period.

Fig. 3.18 shows the MC68230 block diagram [17]. The on-board timer
contains a 24-bit synchronous down counter that can generate periodic
interrupts, a square wave, or a single interrupt after a programmed time
period. The TOUT pin is connected to the MPU interrupt request circuitry
and the TIACK pin is used as an interrupt acknowledge input to the

timer. The TIN pin is connected to 4 MHz system clock. The PI/T timer is
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loaded from three 8-bit counter preload registers ( CPRH; CPRM and

CPRL ). The 24-bit counter ( CRH, CRM and CRL ) is clocked from the
output of a 5-bit ( divide-by-32 ) prescaler. The clock source is the
system clock. The counter signals the occurrence of an event primarily
through zero detection ( a zero is when the 2L-bit counter is equal to
zero ). This sets the zero detect status ( ZDS ) bit in the timer status
register and generates a timer interrupt. The ZDS bit must be reset by
writing a "i" to the timer status register in that bit position to
enable next interrupt. Thus, when the 2LU-bit counter is loaded with
$FFFFFF, the interrupt interval reaches its maximum value T = 134,22 s.
The minimum interrupt interval is 8 ps with "1" loaded in counter
preload registers. The timer is fully configured and controlled py
programming an 8-bit timer control register ( TCR ) in the PI/T. The
format of the TCR for generating periodic vectored interrupts is shown

in Table 3.6.

Table 3.6 The TCR Format

Bit 7 6 5 Yy 3 2 1 0
1 0 1 0 ¥ 0 0 1
Bit 765
Value 1 0 1 The pin TOUT is used as a timer interrupt request output.
The pin TIACK is used as a timer interrupt acknowledge
input. This combination supports vectored timer interrupts
Bit y
Value O The counter is loaded from the counter preload register on
the first clock to the 24-bit counter after zero detect,
and resumes counting.
Bit 2 1
Value 0 0O Prescaler is clocked by the TIN pin input. The 24-bit

counter is decremented or loaded from the CPR when the

prescaler rolls over from $0 to $1F.
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Bit 0]
Value O Disable timer
1 Enable timer

To use the interrupts, an 8-bit vector number must be loaded into
the timer interrupt vector register ( TIVR ) at the initialization
stage. When an interrupt occurs, the MC68000 translates this 8-bit
vector number into an address by multiplying the 8-bit number by four.
At this address location, the starting address ( 32 bits ) of the
interrupt handler routine is stored. Table 3.7 gives the address map of

the PI/T registers concerning interrupt generating.

Table 3.7 Address Map of the PI/T

Address Register

$010021 Timer control register ( TCR )

$010023 Timer interrupt vector register ( TIVR )
$010027 Counter preload register high ( CPRH )
$010029 Counter preload register middle (CPRM )
$01002B Counter preload register low ( CPRL )
$010035 Timer status register ( TSR )

The program which enables the interrupt and the interrupt handler

routine execution is described as follows.

¥ MC68000
*¥ Initialization for interrupt generating

MOVE.B #0, CPRH
MOVE.B #9, CPRM
MOVE.B  #$CU,CPRL ; Set 20 ms interrupt interval
MOVE.B #$1B,TIVR ; Load 8-bit vector number 1BH into the TIVR
MOVE.L  SB, $006C ; The starting address ( 32 bit ) of the
; interrupt handler routine is stored in
; the address location of $006C

MOVE.B #$A1,TCR Initialize the TCR and enable the timer

¥ Interrupt handler routine

MOVE.B #1, TSR ; Enable next interrupt
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Fig. 3.18 Block Diagram of MC68230

3.4 - Temperature Control of the Polymer Melt

As mentioned before, both polymer hopper and polymer chamber were
heated by electrical heater bands. A simplified method is taken here in

evaluating the transfer function for the polymer hopper and the polymer

chamber in order to design the control system. Fig. 3.19 shows the

schematic diagram of the polymer chamber heating process.
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Fig. 3.19 Polymer Melt Chamber Heating Process

Where E, the temperature of the polymer melt within the chamber.
Ej the temperature of entering polymer melt.
W the rate ( both entering and leaving ) of the polymer melt
mass.

Fi the rate of heat supply from the electrical heater.

the rate of heat loss to surroundings.

Note that the thermal parameters have been considered to be lumped [18],
wﬁich means thét the polymer melt temperature has been assumed to be
uniform within the polymer chamber. If the temperature were to be
considered as functions of both time and position, it would be necessary
to describe the system by partial differential equations. However,in
this case, the result derived from the lumped parameter model proved
accurate enough for the design of the temperature control system. Under
the assumption that a small change fi occurs in Fj» and then it causes
small changes in Fa and E,, denoted by f, and e, respectively, the
energy balance for the system gives

(3f1)

+ f{ = CpWeyp

Where cp is the specific heat capacity of the polymer melt.
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C 1is the capacitance of the polymer melt within the chamber;

i.e., C=GCp
G 1is the mass of the polymer melt within the chamber
The capacity of the wall of the polymer chamber is negligible.

Taking Laplace transforms for equation (3.1) and assuming zero

initial conditions yields equation (3.2).

RF]_(S) _ RFa(S)
1 + RCs 1 + RCs (3.2)

Eo(s) =

Where R =1 / Cé W

Consider the heat loss as illustrated in Fig. 3.20

Heater banej Surrounding air
/]
Eo /1 Fa Ea
/]
/]
/
A .

Fig. 3.20 Heat Loss to Surrounding

Taking the change of the ambient temperature Ea as zero and defining the
constant R1 =1/ A U, where A is an effective heat transfer area and U

is the overall convection heat transfer coefficient, we get

€, = R1 fa (3.3)
Taking Laplace transforms for equation (3.3) gives
E,(s) = Ry Fu(s) (3.4)

Combining equation (3.2) and equation (3.4) gives

RFi(s) _ REg(s)

Bo(®) = T78es " R+ RGO (3.5)
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Rearranging equation (3.5) gives

RR1F;(s) .
E = 1 .
0 (s) (Ry + R) + RjRCs (3.6)

Now, since Fi(s) can approximately expressed by

Fi:(s) = K U(s)
Where U(s) is the Laplace transform of input voltage of the electrical

heater band. Equation (3.6) becomes

RRy KU(s)
(Rl + R) + RlRCS

Eo(s) =

(3.7)
Considering the transport delay for heat transfer, we introduce dead
time into equation (3.7).

RR; KU(s) e-TS
(Ry + R) + RyRCs

Eo(s) = (3.8)

Where 1 is the dead time.

Thus, the thermal dynamic systems both for polymer hopper and
polymer chamber can be approximately described by a first order process
with dead time. Fig; 3.21 shows the temperature dynamic response of the
polymer chamber heating process.

The control of a first order process can be simply.implemented by a
single-loop feedback control system with a controller such as PI, PID,
or two position controller and a controllable power supply. Here two
controllable power supplies with built in two position controllers were
used to control the temperature of the polymer hopper and the polymer |
chamber respectively. Fig. 3.22 shows the block diagram of the control
system.

Fig. 3.23 shows the closed loop dynamic response of the temperature

measured from the thermocouple at position 2 ( see Fig. 3.11 ). The
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polymer in the melt hopper and melt chamber melted very quickly, but it
took 80 minutes for the polymer to reach a uniform distribution and
steady temperature level before the drawing process could be actually
commenced. At steady state, the temperature was controlled within #3°C
of the set temperature; The setpoint of the temperature control system

was given by the microcomputer.

Temperature
Set
3 Two position|_|Power supply | .|Polymer hopper | _Temperature
5;*—controller heating process output

Thermocouple

Fig. 3.22 Polymer Chamber Heating Control System
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3.5 - Wire Drawing Speed Control

As mentioned before, in the wire drawing process, it was required to
adjust drawing speed over a given range with a desired accuracy and
repeatability. A MC68000 microcomputer was used to implement the sampled
data feedback control system. The schematic diagram of the microcomputer
based system for controlling the speed of the hydraulic motor is shown

in Fig. 3.24.

Speed Amplifier Hydraulic Speed
set =0~ Microcomputer “<DAC Electrical |—motor output
- servo valve Gear box

Filter
ADC Amplifier Tachogenerator

Fig. 3.24 Electro-Hydraulic Motor Control System

The system was not continuous, but measured and corrected the motor
speed at discrete intervals. The order of the events in a complete
control cycle was as follows. |

a) The actual speed measured from the_tachogenerator, after being

filtered and amplified, was converted into a digital number via
the ADC.

b) The digital feedback signal was compared with the setpoint to

produce an error.

c) The digital controller programmed in the computer generated a

compensation signal. |

d) The compensation signal then was transmitted to the
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electro-hydraulic servo valve via the DAC and the amplifier to

vary the speed of the electro-hydraulic motor.

3.5.1 - Major Components of the Speed Control System

Electro-hydraulic Servo Valve

The servo valve is the main part of a hydraulic servo and its
performance significantly affecté the overall performance of the system.
The servo valve in an electro-hydraulic system is essentially a
component which produces hydraulic flow proportional to the electrical:
current applied. It is often the case that the transfer function of the
servo valve can be described by a first order system [19], that is,

Ggyls) = —=s¥__
1 + TgyS

Hydraulic Motor

The function of the hydraulic motor in a hydraulic control system is
to convert the hydraulic energy supplied by the pump into mechanical
energy at its output shaft. The transfer function of a hydraulic motor

is given by

2
n(s) Km ‘W

Y(s) g2 s 2
(s) $? 4+ 20w S +

GM(S) =

Where n(s) is the velocity output
Y(s) the flowrate of the valve
K, the steady state gain

Wy the natural frequency and T the damping ratio
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Fig. 3.25 shows the step response of the hydraulic drive system
( servo valve and motor ), from which the system could be described by a
second order system with w, = 36.6 rad s”1 and ¢ = 0.68.

The rest of the components of the system include a tachogenerator
with transfer function Kg/(1 + Tg s), gear box with transfer function
3/29, two amplifiers before the ADC and after the DAC respectively with
transfer functions of K1 and Ko.

The gain of the process including the DAC, the amplifier, the
hydraulic drive system, the tachogenerator and the ADC was set to 1.

Fig. 3.26 shows the sampled data / output data of the microcomputer,

from which it can be seen that the system has a good linearity.
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3.5.2 - Some Design Consideration

Sampling Period

The sampling period is an important design parameter for all sampled
data control systems. There are several rules of thumb which can be used
to determine the sampling period [20]. One is to relate the sampling
period T to the desired rise time t,, and t,/T should be in the range of
2-4 in order to get a good servo performance of the closed-loop system.
Alternatively assuming a sampling period of ong tenth the sum of loop
dead time plus first order time constant is often a good compromise.
Some typical values of sampling periods obtained by experience can be
easily found in published works [21]. For example, a typical speed
control loop generally requires 0.01-0.02 second sampling period. Here,
the sampling period for hydraulic motor speed control system was chosen

in a range of 8 to 15 ms

Integral Windup ( Reset Windup ) and Its Correction

A digital integrator was incorporated in the forward path of the
system to eliminate steady state error. With such a system, it was
possible that the integrator could assume very large values if the
control signal saturated when there was‘an error. This, referred to as
the integral windup effect, could cause excessive overshooting and
stability problems. Thus the controller had to be modified to give some
degree of windup protection; This was accomplished by disabling the
integrator whenever its output signal caused saturation in the actuator.
In a digitally implemented controller such modification is easily

available through software changes. In this case, the integrator was
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disabled by the program when its output value reached $FO correspondihg
to the maximum open position of the electro;hydraulic valve; as shown in
Fig. 3.27. Here, $FO is the saturation value, and whenever the
controller output U reaches saturation value $FO, the integrator input

is set to zero.

The incremental

output of the Digital integrator
controller
U
Mu(t) % ! 7’5
. _ 1 -2z71 to DAC

%: T vl
$FO0

Fig. 3.27 Anti-Reset-Windup for Integrator

The program executing this function goes as follows

¥ Anti-integral windup, the initial value of the integrator is in the
¥ memory location of $U1, incremental output in D4, $FO the saturation
¥ level.
Star: ADD $U1, Di ; Integrating
CMP #$FO, ‘DH ; If DI>$FO
BGT STAR1
CMP #$-FO, DU ; If D1<$-FO
BLT STAR2
BRA STAR3
Star1: MOVE #$FO, D4 ; D1=$F0
BRA STAR3
Star2: MOVE #$-F0, D4 ; D1=$-FO
Star3:
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Filtering

The analog feedback signal coming from the tachogenerator contained
wide bandwidth noise of relatively large magnitude due to serious
commutation problems; A simple analogue RC low-pass filter, as shown in
Fig. 3.17, 1/(1+Tfs); with Tp chosen to be 0.04 second, had to be used
to attenuate sufficiently the noise component; However, its dynamics
somewhat degraded the response of the control system. An additional
stagé of digital low-pass filter ( after the sampler ) was also
programmed into the microcomputer, in order to improve the performance
of the system. The digital filter given by equation (3.9) is a version
of a.simple first order lag; where T is the sampling period, 1 is the
time constant of the first order lag, and t can be simply chosenito be

about T/2 [21].

Y(n) = %x@) + - %)Y(n— 1) | (3.9)
where Q = 1 -W
1 - e T

Accuracy and Word Size

The component introducing the largest error into the control system
was the tachogenerator‘with accuracy of about +1 percent. Thus the whole
accuracy of the control system could not be better than +1 percent. An 8
bit ADC giving a resolution of 0.4 percent was used, and 16 bit or 32
bit word length was employed to represent a number and to handle the
mathmatical operation. However, the final words were truncated to 8

bits, the DAC size. A hand micrometer was used to measure the wire
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diameter and #0.005 mm error was allowed in the reading, therefore #2
percent error was estimated in the reduction in area of the wire. The
maximum error of the whole speed control system was designed within 2
percent; which only caused less than 1 percent error in the reduction
in area of the wire, so the accuracy of the control system could meet
the demand of the allowed error in the reduction in area of within 2

percent.

3.5.3 - Analysis of the Control System

Fig. 3.28 shows the open loop step response of the process including
the amplifier, the servo valve, the hydraulic motor, the gear box and
the tachogenerator, from which the transfer function of the process can

be approximately given by

e—0.0128
G(s) =
(0.06s + 1)(0.01s + 1)
and
G(Z“1) _ Z “(0.088 + 0.0432° %)

1 -1.1127% + 0.243272
with sampling period 0.012 second.
The Z transfer function of the digital PID controller employed in

the closed loop is given by

go + 812-1 + 822—2

a(z™h) = »
(hg+nz” )1 -2"1)

Where ho = 0.3, h1 = 0.19, gp = 1.33, g1 = -1.37, and gy = 0.125. The
design of the digital PID controller will be described in chapter 4.

Fig; 3.29 shows the block diagram of the speed control system.
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1 Bo+gq2  1+8p2 72 1 272(0.088+0.04327") 2
R(270) hg+hq 2~ 1~2"1 1-1.11271+0.243272 ez

Fig. 3.29 Block Diagram of the Speed Control System

The stability of the system can be determined from the locations of

the roots of the characteristic equation given by

30x5 - uh.3x4 4 12.2x3 + 12.02x2 - 9.4X +0.5L4 = 0
from which the roots are found to be 0.94, -0.596, 0.0624 and
0.53 + 0.95j. Thus any root of the characteristic equation has a
magnitude less than unity, and the system is stable. Fig. 32.30 shows the

the closed loop step response of the speed control system,

lqs] L1J7 '

a b

Fig. 3.30 a) Closed-Loop Step Response of the Speed Control System
b) Closed-Loop Response of the Speed Control System with
Same Step Input Applied, via a Digital Filter
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3.6 - Software Configuration

Based on the experimental results, polymer WVG 23 at 110°C set
temperature, polymer ELVAX 650 at 150°C set temperature and polymer
Nylon 6 at 260°C set temperature were chosen as pressure media for the

dieless wire drawing.

3.6.1 - Producing Wire of a Uniform Diameter

Before the drawing process is started, the specification is input by
following a prompt on the microcomputer screen: " Input the polymer
number ( 1-WVG, 2~ELVAX, 3-NYLON ) in memory location of $2000, the
desired value of PRA in memory location $2002, then run the program
starting address $2100 ".

Depending upon the input data, the microcomputer determined the
temperature and the drawing speed setpoints via built-in look-up tables.
The look-~up tables were based on the experimental results, for example,
as shown in Fig. 3.31, in which the incremental zone of the curve was
portioned into 5 segments and each nonlinear segment was replaced by a
linear approximation. Thus, only the values of the six break points
needed to be stored in the microcomputer, and the speed setpoint
corresponding to a given PRA could be calculated from a linear equation.
A simplified flowchart as shown in Fig. 3.32 can easily explain the

nature of the program.
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Start

Initialization of PIA 1I/0 port, PI/T timer

Prompt on the screen

System returns to firmware

Input the value of the desired PRA and the polymer number via the

kKeyboard.

Stfrt ’

Output temperature setpoint

System returns to firmware

Wait for the increase in temperature and the uniform distribution of the

temperature within the DRU.

Start

Calculate speed setpoint by the
look up tables and the equations

{

Enable interrupt

}

Wait for interrupt

Fig. 3.32 Flowchart of Drawing Wire of a Uniform Diameter
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Interrupt handler subroutine

Start

PID algorithm and send the result out

Return

Fig. 3.32 Flowchart of Drawing Wire of a Uniform Diameter

After the microcomputer had displayed the prompt on the screen,
instructions in the user program returned control of the system to the
firmware. Data could then be input via the keyboard, and the user
program was restarted by the operator; After the temperature reached a
steady state ( usually 80 minutes ), the wire drawing process was

initiated by the program. The program listing is given in Appendix 5.

3.6.2 - Producing Tapered Wire

The lack of a PRA transducer in the control system caused some
complexity in drawing tapered wires. Here only the linear portion of the
PRA curve was used to produce tapered wire. Because of its good
linearity propertiés ( as shown in Fig. 3.6 ), polymer ELVAX at 150°C
was chosen as the best pressure medium to produce tapered wires. The
drawing speed was controlled to increase with a properly selected rate
to produce the wire with a uniform change in area along the length of
the wire. The specifications of the required tapered wire were PRA1 and
PRA2, corresponding to the values of the PRA at the large and the small

end of the wire respectively, and L, the desired length of the tapered
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wire. From Fig. 3.6, the speeds V; and V, corresponding to the given

PRA1 and PRA2 respectively could be calculated by equation (3.10).

Vv = ( PRA0-1gé3u5 ) (3.10)

As mentioned before, the speed control system facilitated a drawing
speed- variable between 0 and 1.3 ms~). For 8-bit length of word, the

step size of the speed was given by

1 1.3
1sb © 255

Thus the numbers Ny and N, corresponding to Vy and V, respectively were

= 0.0051 ms™ |

\Y
N1 = +
1sb
and
Ny = V2
Tysb

The drawn length 1 in every speed step should be equal and was given

by

L

1 =
(Ng'N1)

Interrupt with interval T was used to count the time passed and so
at any speed step N, the drawing time n in terms of number of the

interrupt interval was given by

1
14gp N T

L
( Ny =Ny ) 139 TN

The drawing process started at the lowest speed N1 with drawing
time ny = ¢/Nqy, wherec =L / ((Np = Ny) 145, T N). After that, the
microcomputer increased the speed step by 1, i.e., Ny+1, and calculated
the drawing time n, = c/(N1+1), this sequenge continued step by step
until the final speed step N, was completed and the process stopped.

During the above procedure, the microcomputer not only calculated
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‘the drawing speed and time, but executed the PID action simultaneously
to ensure that the actual drawing speed would follow the speed setpoint.
Fig. 3.33 shows the flowchart of the program. The first step to start
a drawing process was to input the specifications of the wire. Then the
microcomputer calculated the starting speed step N1, the final speed N
and the constant ¢, initialized the I1/0 ports and the timer, and started
the drawing process. The interrupt handler routine decided whether the
PID action was to be executed and the speed step was to be increased.
Having finished the drawing process, the microcomputer turned to execute
an‘alternative interrupt handler routine which would enable hydraulic
motor to stop with a somewhat slower rate. The program listing for the

tapered wire drawing is given in Appendix 6.

Main Program

Start

l

Input specification of the tapered
wire, PRA1, PRA2 and L in BCD

Calculate N1, N2 and ¢

Initialize 1/0 ports, timer and
enable interrupt

[

Wait for interrupt

Fig. 3.33 Flowchart of the Tapered Wire Drawing Program
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Interrupt Handler Routine 1

l Start I

liﬁnable next interrupt

!

no
PID action?

yes PID action period
counting

PID algorithm

no

Increase speed step

yes | Drawing time counting

Calculate drawing time
at new speed step

e

yes

Finial speed step?

Set interrupt handler
routine 2 starting address

ne g

Return

Interrupt Handler Routine 2

Start

no

peed setpoint = 07
r////////,/r' Decrease Speed setpoint
by 1

yes ' ]

Send speed setpoint out

[ Return

Fig. 3.33 Flowchart of the Tapered Wire Drawing Program
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3.7 - The PRA Transducer

To implement a closed-loop control system in which the controlled
variable is the PRA of the wire and the manipulated variable is the
drawing speed; a transducer is needed to make the information available
from a measurement of the PRA. In closed-loop control, since the
accuracy of the system output, i;e., the quality of the product will be
decided by the accuracy with which the measurement is performed,
emphésis must be given to the development of a new measuring method with
desired accuracy.

As mentioned before, when the wire is pulled through the DRU, there
is a polymer coating on the surface of the wire. Therefore the diametér
of the wire can not be measured with a conventional measuring method. A
method was developed with which the reduction in area of the wire could
be measured. The new design utilises two rotary shaft encoders, one on
each side of the DRU, as shown in Fig. 3.34a. The encoders are driven by
the wire being drawn via friction wheels mounted on the encoder shafts.
The encoders generate two trains of pulses whose frequencies are
proportional to the speeds of the wire at the inlet and exit of the DRU
respectively. The fiow oontinuity law gives

Vi 8 =V 5
Where V1 - the speed of the wire at the inlet of the DRU
v, - the speed of the wire at the exit of the DRU
Sy - the cross section area of the wire before the DRU

the cross section area of the wire after the DRU

2]
n
[}

So the reduction in area of the wire is given by

PRA = (1 -8y / 8y ) * 100

(1 =Vy7vy) %100
By measuring the speeds of V; and V,, the microcomputer can easily

calculate the PRA on line.
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3;7;1 - Hardware

Fig. 3.34a shows the schematic diagram of the transducer and Plate 4
shows its arrangment on the bench. The major components of the
transducer are described as follows.

The rotary shaft encoder ( Type EA6-CW100 ) used Qas a subminiature
optical incremental encoder with resolution of 100 pulses per revolution
and bi-directional output. It provided a train of pulses with a
frequency proportional to the angular velocity

A Schmitt trigger ( HEF L4093B ) used to shape the pulse train
received from the encoder to produce a clean square wave at the output
of the pulse shaper. The square wave was fed to a + 4 frequency divider
implemented on a 7-bit binary counter ( HEF 4024B ) as shown in
Fig. 3.35. Thislprovided averaging of the indicated speed over two
encoder pulsés.

To reduce the influence of the stray noise on the signal from the
encoder, a 12 V power supply was required for the encoders. The outputs
of the dividers, however, could not be directly connected to the MC6840,
because the MC68U0 required a TTL voltage. Hence optoisolators
( Quadtransistor 307-064 ) were interposed between the pulse generating
circuit and the MC6840. In addition to the function of voltage matching,
optoisolators also eliminated the influence of the noise.

The MC6840 was used to count the pulses from the encoders. The
MC6840 was a programmable subsystem component of the MC6800 family
designed to provide variable system time intervals.

The MC68U0 has three 16-bit binary counters ( timer 1-3 ), three
corresponding control registers ( CR 1-3 ), and a status register ( SR ).
These counters are under software control aﬁﬁ may be used to cause
system interrupts or generate output signals. The MC6840 may be utilized

for such tasks as frequency measurements, event counting, interval
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measuring, and similar tasks. The device may be used for square wave
generation, gated delay signals, single pulse of controlled duration,

and pulse width modulation as well as system interrupts; Here it is used

to measure the pulse width.

The interface of the MC6840 chip to MC68000 bus is shown in

Fig. 3.35 and Table 3.8 gives the register addressing concerned.

Table 3.8
Register seleted address Operation
Address | A3 A2 A1 AO R/W =20 R/W = 1
RS2 RS1 RSO

$30050 {0 O .0 O | CR20=0 Write CR3 | No operation

: CR20=1 Write CR1

$30052 0 0 1 0 Write CR2 Read SR

$30054 0 1 0 0 Write MSB buffer Read counter 1
register

$30056 0 1 1 0 Write timer 1 Read LSB buffer
latches counter

$30058 | 1 0 0 © Write MSB buffer | Read counter 1
register

$30054 1 0 1 0 Write timer 2 Read LSB buffer
latches counter

Note: Because the MC68L40 interfaces into the lower eight bits of
the data bus, odd addresses must be used when the microprocessor
accesses to the MC6840. |

By properly programming the control register CR1 and CR2, timer 1
and timer 2 were defined into pulse width comparison mode. Table 3.9

explains the definition of the CR1 and CR2.
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Interrupt flag Normal 16 bit counting mode

enable 1
0 1 0 1 1 0 1 1 P~ CR1 may be written
L ] f
I Timer 2 uses Enable clock

Pulse width comparison mode, interrupt
if Gate t fis < counter timer out

a) Control Register 2 bits

0

All timers allowed to operate

b) Control Register 1 bits

Table 3.9

In this case, timer 1 and timer 2 were‘programmed to measure the
width of the pulses at the Gate inputs. After a write timer latch
command was issued, a negative transition of the Gate input enabled the
counter to decrement on each clock signal recognized ( Enable ciock
4%¥10° Hz ), and positive transition of Gate input would terminate the
count. Thus, the pulse width could be calculated from the reading of the
counter and the frequency of the Enable clock. The following example

will reveal the programming method for the MC68.40.

INI: MOVE.B #$5B, $30053
MOVE.B #$5A, $30051 ; set CR1 and CR2 into pulse
; width comparison mode

we

MOVE.B #$FF, $30055

MOVE.B #$FF, $30057 ; Counter 1 = $FFFF
MOVE.B #$FF, $30059
MOVE.B #$FF, $3005B ;: Counter 2 = $FFFF

When negative transitions appeared at Gate 1 and Gate 2 inputs,
counter 1 and counter 2 started to decrement on each Enable clock
recognized, and positive transitions of Gate 1 and Gate 2 inputs would

terminate the count, Fig. 3.34b shows the timing diagram. If the reading
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from counter 1 and counter 2

are $FBDF and $FCU2 respectively, the pulse
width will be

T1 = $420 / 400000

1056 / 400000 = 2.64 ms

and T2 = $3BD / 400000 = 957 / 400000 = 2.39 ms
Rotating Disc Rotating Disc
_— DRU R Wire
Encoder 1 Encoder 2

==

+ 5V :
MC6840
Schmit %
. 2
trigger
+ 5V

L

Schmit Frequency
trigger divider = Opto-isolator
a
Encoder L_‘
Frequency Divider
MC6840 ' I
countee [T
— o —]
b

Fig. 3.34 a) The Scheme for the Reduction in Area Transducer
b) The Timing Diagram
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Plate 4

The T method [22] was used for pulse train processing, i.e., the
detecting time was the width of the pulses received from the encoders.
However, with this method the measuring accuracy decreases as the speed
increases. At the highest drawing speed of 1.3 ms-1, the frequency of the
pulses reaches its maximum value

“max = “max*0O / L = 1300 Hz
Where L is the circumference of the rotating wheel and L=100 mm Noting

that the frequency is divided by 4 and the width of the pulses is
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meésured, we have

CB =2F, / Fpax = 615
Where CB is the counting number during the duration of one pulse width,
and F, the frequency of the counting clock, F, = 400 kHz. Then the
maximum possible error in measurement is given by

Error =1/ 615 = 0.16%

Similarly at the lowest drawing speed of 0.1 ms“1, the minimum

freguency of the pulse is

F ¥ 100 / L = 100 Hz

min = Vmin

Thus, the maximum detecting time is 20 ms.

3.7.2 - On Line Percentage Reduction in Area Indicator

In this case, the transducer interfaced with the MC68000 facilitated
an on line indication of the percentage reduction in areas during the
Wwire drawing process. The micrqcomputer calculated the actual PRA from
the measurement of the transducer and showed the value of the PRA on the
screen for every given period. A very simple program loop was used to
work from sampling data to sending the PRA to the VDU. Fig. 3.36 shows
the flowchart of the program and the listing of the program is given in

Appendix T.

Main Program

Initialization

l

Interrupt enable

J

Wait for interrupt

Fig. 3.36 Flowchart of the Program for the PRA Indicator
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Interrupt Handler Routine

Enable next interrupt

yes
Sample data?

;|
Send initial numbers
to timer 1 and 2

Read data from timer 1

and timer 2 Return

Calculate the PRA

t

Digital filter

yes

Print the PRA on the scree

Send data to
screen
no ]

Return

Fig. 3.36 Flowchart of the Program for the PRA Indicator

In determining the lowest drawing speed, a 40 ms sampling period was
employed. An initial value of $FFFF was sent to each timer and thus the
timer was enabled to start counting. If the counting values of the timer
1 and timer 2 were Ny and N, respectively, then

PRA = (1 - Ny, / Ny )*¥100

The arithmetic average of the last 10 samples was used as the
algorithm of a digital filter. To show the value of the PRA in decimal
notation on the screen, two TRAP 14 handler routines provided by the
MC68000 resident firmware package were used. One was HEX2DEC which
converted 8 bit hex number found in register DO to the equivalent
decimal number, the other, OUTICR, output a string to the VDU. The
number of the PRA in decimal was of 3 characters, tens, units, and

tenths, with the decimal point implied.
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3.7.3 - Closed-Loop Control System

In this configuration, the microcomputer calculated the PRA from the
measurement of the transducer, compared the calculated value with the
PRA setpoint to find the error, and determined the manipulated signal to
control the drawing speed to bring the PRA to its setpoint value.

The theoretical analysis in chapter 2 only provided a steady state
model of the dieless wire drawing process. Figs. 3.37a and b show some
experimental results of the dynamic characteristics of the dieleés wire
drawing process, in which the drawing speed increases linearly and the
PRA also follows to increase linearly. Compared with the time constants
of the drive elements, the dieless wire drawing process has a relatively
small time constant, and thus the dieless wire drawing process may be
assumed to be a proportional element. The transducer also is a
proportional element and the hydraulic drive system is a second order
system. Thus, the block diagram of the control system is as shown in
Fig. 3.38.

In Fig. 3.38, the gain K of the process including the hydraulic
-drive system, the dieless wire drawing process, the transducer, and the
interface circuit was set to 1. A proportional controller with gain Kp=1
was simply employed to implement the closed-loop control system. The
steady error could be eliminated by intentionally off-setting the value:
of the setpoint. In this case, the setpoint was 2¥PRA, where the PRA was
the desired value. The algorithm for digital filtering was to calculate
the arithmetic average of 5 last sampled data. Fig. 3.39 shows the
flowchart of the program for drawing the wire of a uniform diameter and

the program listing is given in Appendix 8.

120



1.0

Drawing Speed m/s

-
-

3
e
- .

2 4 6 8 10'12

Time Second

20 1

16+

12 -

PRA

—
1

' s } 4 ] : I} 4 [l
] M | v ¥ M ¥ v ¥

2 4 6 8 10 12

Time Second

(b)

Fig. 3.37 a) The Speed Input of the Dieless Wire Drawing Process

b) The PRA output of the Dieless Wire Drawing Process
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Setpoint +

—

pl—|Z.0.H. K wy?

2
5% + 2zwpS + wp?

The PRA
output

Fig. 3.38 Block Diagram of the Closed-Loop Speed Control System

Initialization

Sampling data
Enable timer 1 and timer 2

20 ms time delay subroutine

Read data from the timer counters
and LSB buffer registers

{

Calculate the PRA

-

Filtering

proportional control

i

Send control out

]

Fig. 3.39 The Flowchart of the Closed-loop Control System
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3.8 -~ Results and Discussion

Test Procedure

The following procedure was followed to carry out a test. The power
supplies for heater bands and other instrumentation were first switched
on. The user program was loaded into the microcomputer from a tape and
the program was executed from its starting address by an execution
command. Following the prompt on the screen, the operator input the
specification via the keyboard, and then the program execution was
restarted. The temperature of the polymer melt in the polymer hopper and
chamber were controlled by the microcomputer at the preset values. Aftér
80 minutes for temperature to reach a uniform distribution state, wire
from the coil was passed through the guides and over the pulley before
being inserted and pulled through the PRA transducer and the DRU, then
wound onto the bull block. The air pressure was put on, the hydraulic
pump was started and the pressufe valve was turned down to build
hydraulic pressure up to 100 psi. Again the control program execution

was restarted and the wire drawing process started.

Results

The hydraulic motor controlled by the microcomputer operated
smoothly at its speed setpoint and the performance of the speed control
system was shown by the speed step response in Fig. 3.30 (p. 103). The
0.4 percent quantization error could lead to a hunting problem at slow
speed in which the system output varied between two discrete positions
about the particular setpoint. This hunting problem was not of much
practical importance since the motor usually operated at high speed for
maximum PRA . Even in the tapered wire drawing process in which the

drawing speed varied in a rather wide range and the hunting problem
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occurred, the error caused by the hunting was still within the allowed
range of 2 percent. Fig. 3.40 shows the speed / time response of the
hydraulic motor during a tapered wire drawing process, in which the
speed range is set from 0.02 ms~! to 1.14 ms~! and the total drawing

time is about 5 seconds.

1.4 ms™!

Iz\ﬁ_"hsl"’

Increase drawing Start drawing Finish drawing
speed to 0.02 m/s process process

Fig. 3.40 Speed / Time Response During a Tapered Wire Drawing Process

The temperature of the polymer both in the polymer hopper and melt
chamber was controlled thermostatically at its preset level to within
+3°C variations and the experimental results showed thét with this
accuracy, the requirement of producing products of the correct quality
was met.

During the drawing process with a constant speed, the PRA indicator
worked well over a wide measurement range from less than 1 percent to
the maximum percentage reduction in area. In particular, at high drawing
speed, the fluctuation of the reading of the indicator was very small.
Plate 5 shows two pulse trains from encoders 1 and 2 respectively at a

drawing speed of about 1 ms~1, and a reduction in area of about 10
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percent; The difference between the periods of the two pulse trains is
clearly evident. However, when a rapid change occurred in drawing speed,
the reading of the indicator fluctuated seriously and only after a
relatively long period, did it become stable again. The most serious
case of the measurement fluctuation is illustrated in Fig. 3.41. Here
after a rapid change in the drawing speed as shown in Fig. 3.25

(p. 96), the readings of the indicator fluctuated over a wide range. In
Fig. 3.41, all the readings above 11.6 percent are faulty and the actual
measured values of the PRA during this process never showed larger
values than 11.6 percent. The main problem causing this faulty. reading
stemmed from the mechanical driving parts. The encoder was driven by wire
through a "friction" contact. During the process of a rapid change in
drawing speed, because of the inertia of the encoder and the driving
disc, slip between the wire and the disc might occur. During the process
of a slow change in drawing speed, the indicator maintained the correct
reading.

The fluctuation in readings during the process of a rapid change in
drawing speed gave rise to difficulties in using this transducer to
implement a closed loop control system. Some caution had to be exercised
in order to reduce the oscillation during the transient part of the
process. A digital filtering method was employed in sampled data
processing. Even so, the final closed loop control system appeared not
to work as well as expected, and its performance did not meet the
requirement of drawing the tapered wire.

A qualitative test was conducted to examine the products using
dieless wire drawing method controlled by microcomputer. The results of
the test showed that the PRA kept close to the desired value with #2
percent allowed errors over long length. Also, the fluctuation of the

measured diameter of the products was very little, and close to that
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measured in the original wire diameter, so the products had good
uniformity in diameter. Figs. 3.42 to 3.45 show some results of the
tapered wires produced; from the variations of the PRA versus the length
of the produced wires, the uniformity of the change in the area of the

tapered wires is demonstrated.

Plate 5 Pulse trains from Encoders
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Discussion

The design of the speed and the temperature control systems was
primarily based on the requirement of +2 percent allowed error in the
area of the produc;d wire. The tachogenerator introduced the main error
to the control system and the 8-bit DAC and ADC with 0.4 percent
resolution also added some error into the system. For high quality of
products, the performance of the system can be easily improved by using
digital speed measurement approach or 10 bit ADC and DAC. However, the
complexity of the system will be increased and only for specially high
quality of products would this improvement need to be considered.

Tapered wires with different size could be easily produced by this
dieless wire drawing method. To date no other method using conventional
wire drawing for the production of tapered wires has been reported.

The PRA indicator worked well under steady-state conditions, but
fluctuation in readings occurred under transient conditions. To enable a
closed-loop control system with good performance to be built using the

PRA as a feedback signal, the mechanical components of the transducer

require some redesign.
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Notation

Kp Proportional gain

Tt Integral time constant

Tp Derivative time constant

g5 Coefficient of z™! in G(z™1)
T Sampling period

hy Coefficient of z~! in H(z™1)
aj Coefficient of z~! in A(z™")
by Coefficient of z~! in B(z™1)
¢ Coefficient of z~! in c(z™1)
tg Coefficient of 27! in T(z™1)
Ps Coefficient of z7! in P(z™1)
£, Coefficient of z~! in F(z™1)

1

u(t) The control increment

U(t) Sequence of controller output variables

e(t) Error

acz™h, B(z™hY, ciz™h System polynomial in Z~!

Y (%) Sequence of system output variables

z(t) White noise sequence

¢(t) Pseudo system output

Pz 1), az™h, az™h, p 27, pyz™hH, HEZ™Y, F(z7H
polynomials in ™!

W(t) Reference value of system output

¢y(t) Filtered system output

T(Z'1) Desired closed loop characteritic polynomial

e(t) Estimation error

Z(t) Vector of delayed input / output variable

a(t) Vector of controller polynomial coefficientsA
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Covariance matrix

Finite memory version of P(t)

Forgetting factor

Unit matrix -

Natural frequency of second order system

Damping factor of second order system

System time delay ( integer )

Control weighting

Coefficients down the diagonal of the initial matrix P(0)

Sampling period
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4.1 - Digital PID Controllers

One of the most widely used controllers in the design of
continuous-data control systems is the PID controller, where PID stands
for proportional + integral + derivative control. Fig. 4.1 shows the
block diagram of a typical continuous-data PID controller acting on an

error signal e(t). The transfer function of the controller is given by

equation (4.1)

U(s) = (p + ZL + Kkps) EGs) (4.1)
Kp
K +
E(s) - ?} X uls)
SKD

Fig. 4.1 A Continuous—Data PID Controller

There are several PID controllers with different structures up to
the point where the only remaining common feature is the integral action
over the error. We will consider here the basic structure[23], given by

equation (U.2)

_ 1 Tps
UGs) = Kp(l + 50+ 7% o5 E(s) (4.2)
N

where Kp , TI" Tp are proportional gain, integral time, and derivative
time respectively, N is a constant >>1.
The same principle of the PID control can be applied to digital

control and there is a number of ways to implement a PID digital
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controller. For example, taking Z-transforms on both sides of
equation (4.2), we have the discrete-data transfer function of the PID
digital controller, i.e.
o, + g1271 + g,27?
ue) = 2B T ET k(o) (1.3)
(1 -2"Ha +mz™

where g = (N + Ky

-TN
D T,
g1=—Kp(1+e +2N--T_?)
-IN 7 -IN
g, =Kp(N + e © - Tf e D)
-IN
hy = — e Ip

and T is the sampling period
After performing cross multiplication, the velocity form of PID

controller is given by

W) (1 + 1,271y = (g + 8271 + g,272) E(t) (4.1)
=1
or uce) = HE L e
H(Z™)

where ult) = (1 - z-Hu)

G(z7h) = g, + 827V + g,272

I

"

and H(z™1) =1 + n,z7!

The PID controller can be easily implemented by a program in a
digital computer and a number of alternatives to the PID controller

described by equation (4.4) are available, [24] [25].

4.2 - Self-Tuning Controllers

In recent years, a great deal of attention has been focussed on
adaptive control. Self-tuning controllers represent an important class
of adaptive controllers; they are easy to implement and applicable to

processes with a wide variety of characteristics: unknown parameters,
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the presence of time delay, time-varying process dynamics and stochastic
disturbances. The aim of the self-tuning algorithm is to carry out the
synthesis, implementation and validation of a digital controller in an
on-line manner. In its essential form, a self-tuning controller combines
the sequence of identifioation; controller synthesis and implementation
as shown in Fig; 4.2. The sequence is carried out at each sampling
interval and proceeds in an iterative manner until the controller
coefficients achieve steady values, at which point the identification

and synthesis stages are stopped.

System

Parameter estimation

Control law synthesis

Controller

Fig. 4.2 The Self-Tuning Sequence

The first major development within this class of controllers was the
self-tuning regulator (STR) designed to maintain a constant setpoint
in the face of unmeasured disturbances [26] [27]. The technique is very
sensitive to the presence of non-minimum phase characteristics. Also the
control signals generated may be excessively large, such that the system
actuators will saturate. A later development in the form of a
self-tuning controller (STC), utilizes a more general control objective
than the STR, by minimizing the variance of a generalized output (i.e.

a combination of the output, input and setpoint). This approach allows
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the STC to be applied to a wider variety of processes; for example, it
can easily handle non-minimum phase systems, and setpoint tracking is
incorporated directly in the algorithm. However, the technique requires
a known time delay, so it is not applicable to a system which has an
unknown time delay or one in which the time delay varies, unless such
variation can be specified analytically, [28] [29].

The approach taken by Wellstead [30] [31], was to modify the STR,
using pole assignment as the design critefion. The method is not
sensitive to the presence of non-minimum phase characteristies; it can
be detuned to avoid the excessive control action characteristic of
minimum-variance controllers, and unknown or varying time delays can
easily be handled. However, the number of polynomials which need to be
chosen is more than for the minimum variance algorithm.

The weighted minimum-variance self-tuning controller [32] is based
upon a k-step-ahead control law and can be used for unstable and
non-minimum-phase plants. The controller includes control weighting and
this results in relatively smooth control signals. The controller is
also stable for ranges of control weighting where the‘STC is unstable.

The generalized STC with pole assignment [33] combines the
suboptimal approach of the STC and the classical approach of pole
assignment to yield robustness and ease of setpoint tracking.

All these schemes were developed for stochastic systems. The
pole/zero assignment technique was also used to design a self-tuner for
a class of deterministic systems [34]. Recently, it has been shown that
the basic STC and the generalized STC with pole assignment can be used
correctly for both deterministicrand stochastic systems [35]. The
algorithm of the generalized STC with pole assignment for deterministic
systems avoids the polynomial factorization or a non-linear

identification procedure as in [34], merely requiring the solution of a
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polynomial identity.

Because of the desirable practical features of self;tuning control:
its application to engineering almost came together with its theory.
Cegrell and Hedquist, Borisson and Wittenmark have applied it to a
problem within the paper industry as a regulator; The work was reported
to be successful [36] [37]. The application by Borisson and Syding
concerned the self~-tuning control of an ore-crusher [38]. The target was
to regulate the power absorbed by tﬁe crusher via control of ore
feed-rate. Other such chemical process steady-state regulation problems
[39], domestic heating system control [40] et al were also reported. The
practical results have demonstrated the effectiveness of the

self-tuners.

4,3 - Self-Tuning PID Controllers

It is clear that a self-tuning controller, in general, need not
necessarily have a PID structure, and with the availability of cheap and
fast computing capabilities, there is no justification to limit designs
to simple PID controllers. Furthermore, powerful identification
techniques are readily available to provide more accurate high order
models than the second order approximation. Several papers have
discussed these points [23] [41] [L42]. The conclusions reached are in
summary aé follows:

(1) In the process industries, conventional PID control still
predominates because it is robust and remarkably effective for a
wide range’of processes. It is also well-understood by many
plant engineers,

(2) When faced with linear time-invariant plants, the PID controller
design technique allows one to simply conduct the tracking

capability-noise rejection compromise, given that low frequency
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modelling uncertainty is overcome by the integrator's high gain: This
allows the system to follow a step command with no steady-state error,
even in the presence of a disturbance of unknown magnitude, as long as
the closed-loop system remains stable. In a practical servo mechanism
problem where the operating point moves as the output.tries to follow
the reference trajectory; the validity of the linearization of the
process nonlinear differential equation is reduced. The integral term
effectively cancels the most offending part of such an approximation
error, the bias term.

(3) It is often difficult to establish a priority of economic
benefits for proposed applications of modern control. Furthermore, the
control system hardware cost is usually only a small portion of the

total project cost.

However, the designer is faced with the requirement to detune the
regulator parameters, thus reducing the performance, in order to cope
with variations of gain and time constants at different operating
points. In some industrial processes, fixed parameter controllers become
inadequate because of more stringent performance requirements or the
existence of large modelling uncertainties, or time varying plant.

Some controllers need regular retuning to account for process
changes and ageing. Also there are some disadvantages associated with
conventional PID parameter tuning techniques [U42]. In PID process
control, two tuning methods are commonly used: fhe first is the
Ziegler-Nichols method and the second is the method by Chien. The former
needs the ultimate gain and the period of ultimate oscillation at the
stability limit. However it is often difficult to determine their exact
values experimentally in real processes because oscillatory operation

may have to be avoided. The latter method requires an exact form of the
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process expressed by a transfer function. However many real processes
fail to reveal their transfer functions.

Providing the PID controller with the capability of self-tuning
( that is; adjusting its parameters from on-line measurements and the
deviation from the desired index of performance - the tracking error )
may be the possible solution to overcome these disadvantages . It is for
the above reasons that the self-tuning PID controller described in this
work was developed.

A self-tuning PID controller can be used in two different ways [24]
[u3]:

(1) To provide a procedure to automatically generate PID tuning
constants instead of the usual trial-and-error procedure; after the PID
settings have converged, the self-tuner can be turned off,

(2) To provide an adaptive control system in which the PID
~controller parameters are modified to adapt to a changing situation.

Several reported self-tuning PID controllers are summarized in the

following sections.

4,3.1 - Self-Tuning PID Controllers Based on STC [24]
This is a modified version of the STC with PID structure. The

process model is given by

az”hye) = 2788z o) + cz"He) (4.5)
where Y(t) is the measured output
U(t) the manipulated input
r(t) an uncorrelated sequence of random variables
and t denotes the sampling instant, t = 0,1,2,.. The polynomials A(Z™1),
B(z~1) and c(z™1) are expressed in terms of the backward shift operator

7=1
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A@Z™Y) =1+ a2t +,,,, + agZ®
B(z—l) = bg + blz_1 t 5590 t me“m bO # 0
c(zh) =1+¢,27" +,,,, +c20

The self-tuning controller is designed to minimize the variance of

an auxiliary output ¢(t)

o(t) = P(Zz"H)Y(t) + a(z “Hu(t - K) = R(Z"HW(t - K) (4.6)
where W(t) is the set point and P, Q and R are transfer functions of

the forms

p(z™ 1) - , etc (4.7)

If the process model in equation (4.5) is combined with the identity

CP, = AP4E + Z7KF (4.8)
where the degree of the polynomial F is given by

deg F = n + deg Py -1 (4.9)

and deg E

K -1 ‘ (4.10)

The predictive model is obtained

$(6) = g Y(E = 1) + (T + QU - K) = BAlE = K) + EG(E) (h1D)

A control law that minimizes the variance of ¢(t) is given by

CRW(t) -FY(t)/Pg (4.12)
EB + CQ

u(e) =

An alternative predictive model is given by

¢y(t) = PY(t) (4.13)

From equation (4.5) and equation (4.7), it follows that

' F . EB .. (4.14)
. - 52 y(t - K) + Eg(t
¢y(c) PG Y(t - K) + ¢ ( ) g(t)
We set
G=EB ‘ (4.15)
and define Ye(t) = Y(t) (4.16)
Pq ’
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If we assume that C = 1; then linear least squares estimation can be
used and the estimation model is given by
oy (t) = FYp(t - K) + GU(t - K) + e(t) (4.17)
Estimates of the elements of F and G can be obtained from the standard
least squares equations. Thus the control law is given by

_ RW(t) - FYg(t)

u(t) =
G+ Q (u.18)}

In order that the controller (4.18) may have a PID structure, the F
polynomial is specified to have degree 2, i.e.

F=f,+ £,270 +£,272 (4.19)
and the output filter is deg Py =1, i.e., Py =1+ P41 z~1. Then from
equation (ll;9), we have n = 2, i.e. a second order process model.

As a final design step, R is set by

+ £, + f
R-pn, - sorfr*f (4.20)

1+Pd1

and since Q may be freely chosen, integral action is introduced by
setting

G+Q=—-————— (u.21)

where V is a design parameter.- Substituting equations (4.19), (4.20) and
(4.21) into equation (4.18) yields controller

u(t) = V { HgW(t) = (£, + £,270 + £,272)¥.(t) }

where u(t) = (1-2"NHu(t) = ult) - ut-1)

It is an ideal digital PID controller in velocity form [U44].
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4,3.2 - Self-Tuning PID Controllers Based on Zero/Pole Assignment [23]

The process model to be controlled is given by

-1 B(Z™Y) c(z-l) .
OIS “o (4.22)

Y(t) =2
where  A(Z"Y) =1 + 2,271 + 2,272
B(z™1) = b, + b,z"! ; by % 0
Time delay is not considered here.
Place the system in closed loop with an incremental controller given

by equation (4.23), as shown in Fig. 4.3

=1

u(e) = Z2 2 eo) (4.23)
H{Z™")

where a(z=) = g0 t glz‘1 + gzz‘z

and H(z=1) =1 + h,z7]
c(t)
c(z”!
A(Z™)

W(t)s ~ e(t)  |aiz”hl  u(y) 1 ue) Jz7ls(z=h P vt
< H(Z™) 1 =27} Az O

Fig. 4.3 Composite Servo/Regulator Configuration

Notice that a digital integrator is incorporated to ensure steady state
correspondence between Y(t) and W(t) ( stochastic regulator ), or Y(t)
tracking of changes in W(t) ( servo-control ). The closed-loop equation

is given by
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((-z"hHaz"HuzH+z71 B(z7Hez N r(t) |
- 271 B(z")e(z"u(e)+c(z"HE(Z" N5 (t) (4.24)
If the stochastic disturbance is negligible, then the servo tracking
control law is found by solving the identity [45]

(- 2 hae ) + 27tz ez = 1z ) (4.25)
for the unknown controller coefficients, where T(z™1) is a polynomial
which defines the desired pole set. The regulator coefficients
(stochastic regulator) are obtained by solving the identity

(1 - z7haz"huiz™h + z7B(z"hez™) = cz™hHTz™h)  (4.26)
The self-tuning algorithm at each sample interval can be summarised
as follows
1) Estimate the coefficients of thé system model given by
Y(t) = ~(a,z7" + a,272)Y(t) + 27N (b, + b,27HU(L) + e(t) (L.27)
25 Use the estimated data to synthesise the controller coefficients
via the identities of equations (4.25) or (4.26).
3) Determine incremental u(t) and apply the control U(t) which is

obtained by integrating u(t) via a digital integrator.

Other different procedures of autotuning PID controllers also have
been reported [23] [46] [47] [48]. In [46], a continuous-time
self-tuning PID controller was proposed by Gawthrop; The integral action
in this method arises naturally from a suitable model of disturbance
rather than forcing integral action into the controller as in the
previous two methods and a hybrid approach with a continuous-time:model
but discrete-time control law and estimation is used in the development
of this method. Some commercial products with built-in PID self-tuners
are available in the market [49] [50]. There is of no doubt that the
provision of a procedure to automatically generate PID tuning constants
instead of the usual trial-and-error method is very important in

engineering practice;
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4.y - Design of Self-Tuning PID Controllers With Pole Assignment for

Deterministic Systems

As mentioned before, self-tuning algorithms have been developed
separately for the stochastic and deterministic cases. It has been shown
that the basic self-tuning algorithm of the STC can be used correctly
for deterministic systems; and pole assignment also can be incorporated
as in [33] to provide pole assignment controllers focusing entirely on
the servo or reference following problem.

The algorithm presented here shows that by inserting an integrator
in the forward path, the self-tuning controller proposed in [35] has the
same structure as a conventionai three term PID controller ( for second
order systems ) or PI controller ( for first order systems ). The major
use of the resulting self-tuning PID.controller for deterministic
systems would be as an initial tuning device to determine the PID
controller parameters needed to provide the specified control
performance. Because deterministic system identification is only
feasible under disturbance conditions, the controller set point will be
suitably disturbed until convergence is achieved and the controller
parameters then fixed until retuning is considered necessary. The tuning
disturbance must be kept within the bounds acceptable to the plant.

In 4.4.,1, the algorithm for deterministic systems is summarized, and
in 4.,4,2, it is shown how this leads to a self-tuning PID controller.
The results of digital simulation and experiments are given in U.4.3 and

.4, Y4 respectively.

4. 4,1 - Self-Tuning controllers for Deterministic Systems [35]
The system to be controlled is assumed to be described by

A(z=YY(t) = z7KB(z"hHu(t) (4.28)
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A controller of the following form is required

HU(£)+GY (t)-RW(t) = 0 (4.29)
where H, G and R are polynomials in 2—1. i

Introducing polynomials P and Q, and defining

PB+AQ = TR for Q x 0 (4.30)
or P = TR for Q = 0 : (4.31)
Where T is the polynomial representing the desired closed-loop system
poles, T and R are prespecified. Also, let polynomials F, G and H be
defined from

P = AF + 2 Kg (4.32)

n

H = BF+Q (4.33)
Combining equation (4.28) with equation (4.29) gives the closed-loop
description

ER w(t)

= Z_K__.___._.._—
() AH + 2K BG (1.30)

Making use of equations (4.32) and (4.33), we have

aH + z27KBg = BP + AQ (4.35)
Then, using equations (4.30) and (4.31), equation (4.34) may be

rewritten as

vty = ZXBR )

PB + AQ
7Kg
= -T—-W(t) fO!“ Q X 0
Z—K
or Y(t) ol W(t) for Q=0 (4.36)

It gives a closed-loop system with the desired closed-loop transfer
function.

Multiplying equation (4.35) by Y(t) and éubstituting for AY(t) from
equation (4.28), equation (4.35) becomes

PY(t) + z Kau(t) = H z7Ku(e) + z Koy (t) (4.37)
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Equation (4.37) can be written as
o(t) = HZ Ku(e) + z7Key(t) (4.38)

and o(t) = PY(t) + z~KqQu(t)
(4.39)

Equation (4.38) and equation (4.39) can be used to estimate the
parameters of the polynomials H and G, and thus from equation (4.29)

control U(t) can be determined.

4, 4,2 - Self-Tuning PID Controllers With Pole Assignment for

Deterministic Systems
The system is considered to be described by the equation (4.40)

Y(t) = z‘KﬁwMt) +d (4.40)
where U(t) and Y(t) are the system input and output respectively. A and
B are polynomials in Z'1, with a, = 1, d is a constant bias or off-set,
and K represents the system time delay in sample instants.

If now an integrator is cascaded with the system, as in Fig. 4.4,

the newly formed system can be expressed as

Y(e) = zKZue) +a (4.41)
where  u(t) = (1-2"hHu(t) (4.42)
and A= (1-2"N)a
Added
integrator System d
u(t) 1 u(t) 7-Kp * Y(t)
1 -z A 7O

Fig. 4.l Integrator Cascaded With System
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In terms of the generalized minimum variance self;tuning Stbategy; a
performance cost function ¢(t) for the system can be defined as
¢(t) = PY(t) + Qu(t-k) - RW(t-k) (4.143)

Define polynomials F, G, E and H

P = FA'+ 27Kg : (4.4Y)
E = -R , (4.45)
H = BF + Q . (4.,46)

Equations (4.41) to (4.46) may be combined to give

¢(t) = Hu(t-k) + GY(t-k) + EW(t-k) + § (4.47)
where § = (A'F)| d (L4.,48)

Z=1

Thus the control law is given by

Hu(t) + GY(t) + EW(t) + § = 0 , (4,49)
Note that, since A coﬁtains a factor (1-z"1), 6 = 0 from equation
(4.48), and hence § can be deleted from the eétimation algorithm.

Rewriting equations (4.43), (4.47) and (4.49) gives

¢(t) = PY(t) + Qu(t-k) - RW(t-k) (4.50)
¢(t) = Hu(t-k) + GY(t-k) + EW(t-k) (4.51)
Hu(t)+GY (t )+EW(t)=0 ' (4.52)

Equations (4.50) and (4.51) may be written as

o(t) = PY(t) + Qu(t-k) (4.53)

"

o (t)

Hu(t-k) + GY(t-k) T (b.5W)
Equations (4.50), (4.51), or equations (H.53){(U.5M) and equation
(4.52) define a self-tuning control algorithm with an integrator
operating on the system of equation (4.40).
A closed-loop description of the system may be obtained by

substituting for u(t) from equation (4.52) into equation (4.u1)

_K 1
_Z__EB._ w(t) + A'H d
A'H + Z°KBG A'H + 27K BG (4.55)

Y(t) =
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Since d is a constant bias and A'= (1-2'1)A, the second term in
equation (4.55) vanishes and can therefore be eliminated. The added
integrator therefore ensures that the bias does not influence the
controller output.

Let P and Q be chosen such that:

BP + A'Q =T (4.56)
where T is a prespecified polynomial in z=1 whose roots are the desired
values of the poles of the closed-loop transfer function. Substituting

for P and H from equations (4.44) and (U4.46) into equation (4.56) gives

BP + A'Q = A'H+ 2KBg =T (4.57)

Thus, the closed-loop transfer function is given by

-K
v (t) =-Z-—TER—w(c> (4.58)

For equations (4.44) and (4.57) to have a solution, the degrees of

the polynomials P, Q, T, F, G and thus H ( equation (4.46) ) must be

deg P deg A' - 1

deg Q

deg B - 1

deg T <= deg A' + deg B - 1

deg F = k-1
deg G = deg A' - 1
deg H = deg B + K - 1 (4.59)

When self-tuning, the system parameters A and B are unknown and
hence equation (4.57) can not be solved directly to obtain the
parameters of polynomials P and Q. However, multiplying equation (4,56)
by F gives

FPB + QA'F = TF (4.60)
Substituting for A'F from equation (4.44) results in

FPB + QP - 27K gQ = TF (4.61)
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Further use of equation (4.46) gives
PH - 27K cQ = TF (4.62)
In self-tuning control, the parameters H and G are identified
recursively from equations (4.50) and (4.51) or equations (4.53) and
(4.54). Then equation (4.62) may be solved to get the values for P and Q
that will be used in the next step; Obviously for the first step,
starting values for P and Q need to be assigned.
From equation (4.44), p, = a,'f,, but a,' = 1, hence p, = f,. p, may
be set equal to unity, hence, p, = f, = 1. However, from equation (4.62)
it can be seen that because h, is estimated freely from equation (4.51),
the relationship h, = t, will not be satisfied. This problem can be
avoided by modifying equation (4.62) as
PH - 27K GQ = h, FT (4.63)
Similarly equation (4.56) becomes
BP + A'Q = h, T (4.64)
Now for the second order system, Azl =1 + alz'1 + azz'z, and

B(z™h = b, + blz’1, from equation (4.59), deg G =2, deg H =1, i.e.

G(z71) = g, + g,271 + g,z72 (4.65)

and H(Z")

hy + h,z”1 (4.66)
From equation (4.52), the controller u(t) is given by
u(t) = RHCO) = (go + 212 + g2 )¥(x) (4.67)

ho + haZ™
where R=2g,+8, *+ 8,

Equation (U.67) gives the velocity form of the PID controller.
For the first order system, A =1 + a,Z", B=b,, thus
G(z=1y = g, + g,27" (4.68)
H = h, | (4.69)

The controller is given by

1
u(e) = RW(t) - (go + g,27 )Y(t)
he (4.70)
It is the velocity form of PI controller.
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In the foregoing discussion of synthesis procedures; a recursive
estimation is needed to estimate the parameters of the controller, i.e.
H and G. For a second order system with K =1, equation (4.54) can be

written in vector matrix format as

o(t) = zT(t)e + e(t) , (4.71)
where Z7(t) = [ ult-1), u(t-2), y(t-1), y(t-2), y(t-3) ] (4.72)
6T(t) = [ hy, h,, 8,» 2,5 85 1 (4.73)

and e(t) is the estimation error.
The recursive least square estimation of the vector of the controller

coefficient 8 at time interval t is given by [U5]

"

8(t) = 8(t=1) - P(£)Z(L)[ZT(t)a(t-1) - o(t)] (4.74)

P(t) = P(t-1) - P(e-Nz(t)zT(e)P-TI[1 + zT(¢)P(E-1)Z(t)]
(4.75)
where P(t-1) = P(f-1)/p (4.76)
p is an exponential forgetting factor and is used to make the controller
follow time varying parameters. Its value is not less than 0.98 and not
greater than 1.

At the time step t = 1, the initial matrices P(0) and 6(0) must be
specified. 6(0) can be set with guesses of coefficients, P(0) can be set
that P(0) = p,I, where p, is a large number, I is the unit matrix.

The algorithm is summarised as follows

1) Form ¢(t) = PY(t) + Qu(t-k) /

Starting values for P and Q need to be assigned

2) Estimate H and G from ¢(t) = Hu(t-k) + GY(t-k)

3) Apply control Hu(t) + GY(t) - RW(t) = O

4) Solve for P and Q from PH - z7Kgq = hoFT

5) Repeat from 1) for the incremented value of t
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The desired closed-loop pole;set is best specified in terms of
either a first order or a second order polynomial in z=1 [45]. For a

first order response

T(z™1) =1 + 271t (4.77)
where t = -exp(-T/1) |
T is the sampling period
1 is the desired closed-loop time constant, and typically =t = 3T
For a second order system
T(z™Y) =1 + 277, + 272,
-2 exp(-guwyT) Cos(uwy/T - €2 T)
exp(-2cw,T) (4.78)

[}

t"1

L,

where w, is the undamped natural frequency
z is the damping ratio of the corresponding continuous time second

order characteristic polynomial, and typically wj, 1-1¢2T=1/3.

4, 4,3 -~ Simulation and Results

A demonstration of how the self-tuning PID controller for
deterministic systems works will be given in terms of simulated
examples. The flowchart of the digital simulation program and the

computer listing are given in Appendix 9.

Example 1

A second order system which is stable and minimum phase is

considered having the system description

-1
1.57 + 1.362 UGt + d
1 - 1.6282"1 + 0.65727%

Y(t) = 27!
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Corresponding to the continuous-time system

100
(10s+1) (255+1)

with sampling period T = 3 second.

G(s) =

The aim is to have the closed-loop poles defined by
T(z=1) = 1 - 1.47271 + 0.604272, corresponding to the continuous time
second order characteristic polynomial with ¢ = 0.6, and wy = 0.14,
Since polynomials A, B and T are known equations (4.44), (4,46)
and (4.64) can be solved directly to find the required Qalues of P, Q, H

and G to which the self-tuning algorithm should converge, thus we have

2
by asby
h - _bodx + bo = aiby = by
. =
byt, aib; _ asby
+ -t -
bo az by by
Qo = hy - by

P, = =Q, a,/b,

p, = (het, + a,b, - a,h, = b, )/b,

h, = b,

8o = Py - 3,

g, = P2 ~ @,

g, = "a; (4.79)

Substituting for the parameters of the system into equation (4.79), we

have
P=1-1.582""1+ 0.58272
Q= 1.2
G=1.18 - 1.71271 + 0.657272
Ho=2.77 + 1.3627)

Define the parameter set 6 = (h,, h,, 8,, 8, 8.), then the parameter
set Oypye Which satisfies the required control constraint is given by
8tpye = (2.77, 1.36, 1.18, -1.71, 0.657). In this case, offset d = 1,

the algorithm is started with initial values of P = 1, Q = 0 and
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8initial = (0.8, 0.4, 0.4, -0.1, 0.2). Fig. 4.5 shows the system
reference input, Qutput, system control U(t); the parameters of Q = q,,
H(z™T) =}1°+-h,z‘1 and 6(z™1) = Bo * ng’1 + gzz‘z.As can be seen, all
the parameters converge to the expected values. It should be noted that,
when 8;,:+i,1=(0.5, 0.36, 0.4, -0.4, 0.1), the estimation tended to

diverge.
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Example 2

In this case, the situation is the same as in example 1, but the
desired closed-loop poles are defined by T(z™') = 1 - 1.2271 + 0.41772,
corresponding to the continuous time second order characteristic
polynomial with g = 0.8, w, = 0.19. Fig. 4.6 shows the system output.
Fig. 4.7 and Fig. 4.8 show the system outputs, if the desired
closed-loop poles are defined by Tz = 1 - 1.2271 + 0.604272 and

T(z"1) =1 - 0.822"1 + 0.41272 respectively.
Example 3

The system to be considered is given by

’ -1
v(e) = —2*82 " y(e) + d
1 - 0.912°¢

corresponding to the continuous-time system

5
G(s) = —=———
(s) 1 + 0.1s
with sampling period T = 0.01 second. The desired closed-loop pole is
defined by T(Z'l) =1 - 0.5172'1. The algorithm is started with initial

values of P = 1 and 6,

initial = (0.1, 0-2,-0-2)5Figélh9 shows the system

output and the parameter of h,, it can be seen that, h, converges to its

expected value h, = b, = 0.48.
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Example U

In this case, a system which is a stable and nonminimum phase second

order system is to be considered {52]

Z-1(-0.0231 + 0.074527%)

Y(t) = u(e) +d

1 - 1.5352"% + 0.5872-2

corresponding to the continuous~time system

- -s + 1
Gls) (3s + 1)(5s + 1)

with samples every second.

The algorithm is started with initial values of P = 1, Q = 0 and
Binitial = (0.014, 0.03, 0.5, -0.8, 0.2). The desired closed-loop poles
are defined by T(z=%) = 1 - 1.2271 + 0.41272, corresponding to the
continuous time second order characteristic polynomial with g = 0.8
Wy = 0.56. Fig. U.10 shows the system output and the parameter of q,.
Fig. U4.11 shows the system output and the parameter of gq,, if
T(z71) = 1 - 1.04z271 + 0.52272.

When 8; :¢;a1 = (0.005, 0.01, 0.2, -0.5, 0.1), the estimation tended to

diverge.
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4.4.4 - Experiments and Results

The behaviour of the self-tuning PID controller has been tested in
several experimental applications; The control algorithm was implemented
using a 16-bit MC 68000 single board computer which was interfaced to
the controlled system: The control algorithm was written in assembly
language. For 16-bit fixed4point arithmetic, the program required less
than 1.2k-bytes of RAM for the control program itself and 0.25k-bytes of
RAM to store intermediate values. The total computation time for this
program was less than 12 ms. Except for some very fast processes, this
time‘was acceptable. However, the 16-bit configuration limted the
accuracy of computation.

To improve the accuracy of computation, software was rewritten in
24-bit floating-point arithmetic. This version required 2k-bytes of RAM,
of which about 0.5k-bytes were required for storing intermediate values.
The total computation time was about 100 ms.

The programs for both fixed-point and floating-point arithmetic and

their brief specifications are given in Appendix 10.

Experiment 1

The process in this case is an analogue simulator and the

configuration of the control system is shown in Fig. 4.12.

T=12 ms

Setpoint=+O~={MC 68000}~[8 bit DAC}—~[K |~ Process Y(t)

8 bit ADC

Fig. 4.12 Block Diagram of the Process Control System

177



The open-loop step response of the process is shown in Fig; H:13;

and from which the transfer function of the process is approximately

given by
K
G =
(s) (1+0.06U4s)(1+0.015s)
c(z-1) = 2-1(0.052 + 0.042271)
and

1 -1.282"Y + 0.3742~2 ,

with sampling period 12 ms.

Since polynomials A and B are known, equation (4.79) can be solved
directly to find the values of the controller parameters which satisfy
the required control constraint. Thus we have

Btrue = (0.103, 0.042, 1.0, -1.2, 0.374)
with T(z™1) = 1 - 1.363271 + 0.52272

The flowchart for the control algorithm implemented on the MC 68000
is shown in Fig. 4.14, In this case, the program ran continuously in a
loop and the computation time was about 11.5 ms. The initial value of p,
was taken equal to 128 ( TFFF Hex with 7 bit integer and 8 bit
fraction ). The setpiont was periodically changed by the program from
0.08 to 0.47 ( maximum value is equal to 1 ) for every 20 sampling
periods, i.e. 0.23 s, as a system disturbance input for the estimation
procedure. In actual process control, as soon as convergence was
achieved, the estimation and the disturbance as well should be
terminated and then the controller parametefs would be fixed at the
estimated values. Here, after 150 sampling periods, the estimation
procedure was interrupted by the program itself and then the estimated
data were read out.

Fig. U4.15 shows the system output during the estimation procedure.
Table 1 lists 6 sets of estimated values of 6 and the values of matrix

P(t) when the estimation procedure finishes. The estimation started with
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initial values of P(z~1) =1, Q(z™") = 0 and
einitial=(o’063’ 0.0468, 1.344, -1.61, 0.375) and the control
constraint was given by T(z™1) = 1 - 1.363z271 + 0.52272,

Fig. 4.16 shows the closed loop step responses of the system with
the controller parameters of
8initia1= (0-063, .0468, 1.34k, -1.61, 0.375) and
8 = (0.078, 0.027, 1.18, ~1.35, 0.43). Experiments showed that with
8initial = (0, 0, 0, 0, 0), the convergence of the estimation process

became very poor.

Fig. 4.13 Step Response of the Process
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Start

Initialization

Sample data ‘

Calculate ¢(t), P(t), o(t)

L

Calculate u(t), Integrate u(t)
Send control out

L

Calculate Q(z~1), p(z~1)

|

Time for
etpoint change 2

Yes
Shift and 1
update data Set setpoint value
No
Time to check estimation

Read out estimated values

Fig. 4.14 Flowchart for the Estimation Process

Fig: 4.15 System Output During the Tuning Process
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h, h, go g g2
0.082 0.023 1.18 -1.29 0.45
0.086 6.035 117 -1.36 0.46
- 0.07 0.031 1.20 -1.31 0.43
0.09 0.031 1.15 -1.27 0.51
0.078 0.027 1.18  =-1.35 0.43
0.082 0.031 1.27 -1.31 0.4

0.035 0.008 0.051 -0.094 0.16

0.012 0.035 0.071 -0.156 0.20

P(t) = 0.023 -0.02 11.9 ~-20.83 9.91

-0.02 0.035 =21.13 Lh42.02 -21.27
0.102 0.082 9.53 -21.55 12.41
Table 4.1 Estimated Values and Matrix P(t)

4 1 i

—

'1s

e=(.063, .0468, 1.344, -1.61, 0.375)

1 L 1 1

—1s —

8=(.078, .027, 1.28, -1.48, 0.586)

Fig. 4.16 Step Response of the Closed-loop System
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Experiment 2

The configuration of the control system is shown in Fig. M;12; but

*0Cess is5 a hydraulic motor system and the sampiing period is i2

The continuous time transfer function of the process is

approximately given by

e-0.012s

G(s)=
(0.06s+1)(0.01s+1)

The flowchart of the estimation algorithm is shown in Fig. 4.17 and
the program execution was interrupt driven. In this case, at the
commisioning stage a fixed parameter PID controller was used to‘contrél
the process directly and the setpoint was suitably disturbed. The
outputs of the process and the controller were used to estimate the
parameters for the self—tuning‘PID controller. The self-tuning PID
controller itself did not generate a control signal. When convergence
was achieved, the estimated values were transmitted to the PID
controller. Then the parameters were fixed until retuning was coqsidered
necessary. Fig. U4.18 shows the system output at the commissioning
stage. However, in this experiment at point "a" ( Fig. 4.18 ), the
computation was interrupted by the program and then the estimated values
were read out. Table 4,2 lists some estimated values with initial values
of 8 = (0.2, 0.01, 1.6, -1.7, 0.4), and control constraint
T(z1) =1 - 1.2271 + 0.41272

It was found that in order to have better estimation results, at the
commissioning stage, the range of the disturbance at the setpoint and the
estimation times should reach certain values. Experiments also showed
that the controller fixed with the estimated values listed in Table 4.2

gave rise to a poor response ( seriously overdamped ). In order to

obtain a good performance, the estimated values in Table 4.2 had to be
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modified,

Fig. 3.30 (p.103) shows the closed loop response of the system with
the controller whose parameters are those estimated with some
modification, i.e., 8 = (0.3, 0.19, 1.33, -1.37, 0.125). It is judged
that, because of dead time in the process, the discrepancy between the
model needed for this algorithm and the actual process model causes the

behaviour of the estimated parameters to be poor.

Main Program

] Initialization |

]
[ Enable interrupt |

’ :
| Wait for interrupt |

Interrupt Handling Routine

| Enable next interrupt |

Yes

Time for
set point change 2

Set setpoint

No

[_§amp1e system output Y(t)gw
S

L

Calculate fixed parameter PID
Controller output u(t)

Integrate u(t)
Send control U(t) output

i

No
@—4 Read out data |

Yes

Calculate ¢(t), P(t), o(t)
' Q, P

I Return |

Fig. 4.17 Flowchart of the Estimation Algorithm
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Fig. 4.18 System Output at Commissioning Stage

ho hl g0 gl gz

0.406 -0.047 1.473 =1.387 0.289
0.359 -0.027 1,363 =1.340 0.234
0.469 -0.034 1.437 =~1.332 0.214
0.469 -0.039 1.453 -1.20 0.238
0.457 ~0.0U47 1.410 =1.293 0:.352
0.398 -0.039 1.484 -1,324 0.313

Table 4,2 Some Estimated Values

Experiment 3

For this experiment, a temperature platform was used, being able to
provide a temperature range from room temperature up to 80°C.
Temperature control was achieved by varying the average output voltage
of the associated power supply. A temperature sensor was used to detect
the platform temperature. The configuration of the control system is
shown in Fig. U4.12.

From the open loop step response of the process as shown in

Fig. 4.19, the transfer function of the process is given by

G(s) = —
1 + 18
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where 7 = 840 second

and 6z = ——
1 - agz”

where b, = 0.0465, a, = 0.954, with sampling period 40 second.

From equation (4.79), the parameters of the PI controller are given by

Table 4.3.
T = 1-0.627" 8.y = (0.0465, 1.354, -0.954)
T = 1-0.7271  8ypye = (0.0465, 1.254, -0.954)
T = 1-0.8271 8y = (0.0465, 1.154, =0.954)
Table 4.3

The flowchart of the estimation algorithm is the same as in
experiment 2. Fig. U4.20 shows the system reference input sequence and
output under the periodic setpoint change as system disturbance input at
commissioning stage. Table 4.5 gives some estimation results with
different initial values and the values of the matrix P(t) when the
estimation procedure finishes. The commisioning stage is about 100
sampling periods, i.e., 4000 second. Experiments showed that parameters

converged to their expected values with very high repeatability.

Closed loop pole Estimated Values

T = 1-0.627) 6 = (0.037, 1.34, -1.0)
T = 1-0.727] 8 = (0.036, 1.29, =1.09)
T = 1-0.827" 6 = (0.04, 1.24, -1.13)

Initial Values 6 = (0.1, 0.4, -2)

Table 4.4
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Closed Loop Pole

Initial Values

T = 1-0.627"

T = 1-0.72""

T = 1-0.827"
67,47

P(t) = |12.37
-12.11

Estimated values

6 = (0.036; 1.34, -0.92)

8 = (0.04, 1.30, -0.97)

o = (0.037, 1.26, -1.02)
12.37 -12.09

510.56  -487.06
-487.06 515.63

= (0.01, 2.0, -0.4)

Table 4.4

With 8;pnitia1 = (0, 0, 0), the estimation is divergent, Table 4.5 gives

the estimated results and the values of the matrix P(t) when the

estimation procedure finishes. Fig. U4.21 gives the closed loop step

response of the system with the controller parameters

= (0.04, 1.30, -0.97). When controller parameters were set with

Sinitia

all.

1 = (0.01, 2.0, -0.4), the closed loop system did not work at

Closed 1loop pole

T = 1-0.827"
0.003
P(t) =|0.028
0.04

Estimated values
6 =( 0, 0.102, -0.091 )
0.029 0.04

495.84  -476.3
-476.3  498.5

Initial values 6 =(0, 0, 0)

18€

Table 4.5
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4.5 - Discussion and Conclusion
Discussion

The experimental applications of the self-tuning PID controller have
indicated that it is not entirely straightforward to use this kind of
controller. There are many precautions that must be taken and also it is
important to have as much a prior knowledge about the process as
ppssible. The initial values of the parameters to be estimated must be
presbecified with care otherwise the estimation will diverge. So if the
process has been controlled befére with a conventional controller, the
initial values should be such that they correspond to the controller
used before. The system set point also should be suitably disturbed in
order to have a proper conditioning of signals which will give rise to a
good convergence,

Although the 12 ms operation time of fixed-point arithmetic is
acceptable for many fast processes, including large electrical and
hydraulic drive systems, the accuracy of the computation limts its
application in cases where unusually high accuracy is desired. The 100
ms operation time of floating-point arithmetic is acceptable for some
fairly slow process, sﬁch as temperature, flow, level, etec, with very
high operational accuracy, thereby resulting in better performance with
the controller. Therefore this floating-point algorithm can be
recommended to tune a PID controller either as an initial tuning device,
or when required, provided that the model of the process is suitable.

When a process exhibits large apparent dead-time characteristics,
the self-tuning PID algorithm is no longer suitable for this model, and
like a conventional PID controller, it does not work very well. However,

other self-tuning controllers can improve this situation.
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Conclusion

A self-tuning PID controller with pole assignment for a
deterministic process has been presented and investigated in this
chapter. The algorithm proposed here is the same as the self-tuning
controller for deterministic systems [35], but an integrator is
incorporated into the control loop, which results in a self-tuning
controller with PID structure. As we are dealing with a deterministic
system, an implicit algorithm can be used. But control system
identification is only feasible under disturbed conditions.

The algorithm has been implemented on the MC 68000 with both 16-bit
fixed-point and 24-bit floating-point arithmetics. It has been shown
that the algorithm can be easily implemented on a microcomputer system
or on single board computers. Experimental applications have indicated
that the floating-point algorithm performs well and can be used in
industrial applications.

The major use of the controller proposed here would be as an initial
tuning device to determine the controller parameters, or to allow the
the controller to track the operating conditions of the slowly

time-varying or non-linear process under contol.
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CHAPTER 5 : Conclusion and Recommendations for Future Work
5.1 - Conclusion

An analysis of the dieless wire drawing process, based on
Non-Newtonian fluid behaviour of the polymer melt, has been de?éloped.
The effect of the thermal energy generated by viscous "friction" in the
wire drawing process has been taken into consideration by coupling the
energy equation into the analysis and assuming the polymer viscosity to
be dependent on temperature. The theoretical results in terms of
predicting the-deformation profile, the pressureldistribution within the
DRU and the drawing load during the drawing process, agreed very well
with those observed experimentally. An extensive experiment has been
carried out, in which parameters such as drawing speeds, the temperature
of the polymer melt and type of polymers were varied.

Based on the theoretical and experimental results, a
microcomputer-based control system for the dieless wire drawing process
has been designed and constructed in order to produce wires of desired
qualities. A method detecting the PRA bf the wire during the drawing
process was proposed. The PRA indicator worked well under steady-state
conditions, but fluctuation in readings occurred under transient
conditions.

The qualities of the wire of a uniform diameter drawn by the new
drawing system were found to be comparable to those drawn by using the
coﬁventional drawing process. Tapered wire of a uniform change in area
with a desired rate for a given length was produced. The error in the
PRA of the produced wires was within the range of +2 percent.

A self-tuning PID controller with pole assignment for deterministic
systems has been proposed and investigated. An implicit algorithm was

used and the control system identification was only feasible under
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disturbed conditions. The algorithm has been implemented on the MC68000
microcomputer with both 16-bit fixed-point and 24-bit floating-point
arithmetics. Experimental apblications indicated that the floating-point
algorithm performed well and could be used in bractical applications.
The major use of the controller is as an initial tuning device to
determine the controller parameters, or to provide an adaptive control
systeﬁ in which the PID controller parameters are modified to adapt to a

changing situation.

5.2 - Recommendations for Future Work

In the theoretical analysis of the dieless wire drawing process, the
amount of heat generated from the deformation of the wire needs to be
taken into consideration to further impréve the theoretical results.
Since the apparent viscosity of the polymer melt is a function of the
temperature of the polymer melt and the pressure within the DRU, the

viscosity of the polymer melt can be described by

Where b is the viscosity pressure dependency constant. However, with
this equation introduced into the analysis, the analysis will become
much more complicated than the present one.

10-bit ADC and DAC converters can be used to increase the accuracy
of the dieless wire drawing speed control system, and as a result of
this, the quality of the produced wire will be improved. To enable a
closed-loop control system with good performance to be built using the
PRA as a feedback signal, the mechanical components of the PRA
transducer require some improvement.

The commissioning stage of the self-tuning PID controller for
deterministic systems is only feasible under disturbance condition, and

the controller setpoint will be suitably disturbed until the
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identification>convergence is achieved. The controller parameters will
then be fixed until retuning is considered necessary. Here several
questions arise as to when this controller can be actually applied. What
is the magnitude of the "suitable disturbance" which needs to be added
into the input of the controller at the commissioning stage? How much
time must elapse ( how many time steps of the on line identification
algorithm ) for the identification to reach convergence? How can we
judge a proper set of perameters of the controller has been estimated?

To have the solutions of these questions, there is still some work to be

done both in theory and practice.

195



CHAPTER 6 : References

11

[ 2]

Promotion of Fluid Lubrication in Wire Drawing, Proc
Eng., Christopherson, D. G., Naylor, P. B., 1955, p.

.
(o))
O

Lubrication in Wire Drawing, Wear, March, Wistreich, J. G., 1957,
pp. 505-511

Hydrostatic Lubrication for Drawing Steel Wire, Tribology in Iron
and Steel Works, ISI, Publication, p. 125

Integrated Development and Introduction of New High Speed Mills

“and Hydrodynamic Lubrication System for Drawing Wires, Steel in

the USSR, Vol.10, pp.953-956, 1974, Orlov, S. I., Kolmogror,
V. L., Uralskll, V. I., Stukalov, V. T.

A Novel Technique for Wire Drawing, Hashmi, M. S .J., Symmons,
G. R. and Parvinmehr, H., J. of Mech. Eng. Sci. Vol. 24, p. 1,
1982

Plasto-hydrodynamic Dieless Wire Drawing: Theoretical Treatment
and Experimental Results, Symmons, G. R., Hashmi, M. 8. J. and
Parvinmehr, H., Proc. Int. Conf. on Developments in Drawing of
Metals, Metals Society, London, p. 54, May 1983

Optimisation of Plasto-hydrodynamic System of Wire Drawing Using
Polymer Melts , Parvinmehr, H., Ph.D Thesis, Machanical and
Production Engineering Department, Sheffield City Polytechnic

A Mathematical Model for the Drawing of a Solid Continuum Through
Newtonian Fluid Filled Tubular Orifice, Hashmi, M. S. J. and
Symmons, G. R., Proc. 4th Int. Conf. On Mathematical Modelling,
Zurich, August 1983.

A Numerical Solution for the Plasto-hydrodynamic Drawing of A
Rigid Non-linearly Strain Hardening Continuum Through A Conical
Orifice, Hashmi, M. S. J. and Symmons, G. R, 2nd Int. Conf. on
Numerical Methods for Non-linear Problems, Spain, April 1984.

[ 10 ] Encyclopedia of Polymer Science and Technology, Vol. 8,

pp. 587~606 , Interscience Publishers.

[ 11 ] Thermoplastics Properties and Design, Ogorkiewicz, R.M.

(12]

L 13]

[ 14]
[ 15 ]

pp. 183-187 , Wiley-Interscience.

Modern Developments in Lubrication Mechanics, J. A. Walowit and
J. N. Anno, Applied Science Publishers, pp. 49-59

International Plastics Handbook, Saechtling, Hanser Publishers,
p. 353

MC68000 Educational Computer Board Users Manual, Motorola
Motorola Semiconductors Microprocessor Data Manual 1982,

pp. 4-335

196



16

17
18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

] Data Converters and Reference ICS, Ferranti Semiconductors
Technical Handbook, Vol. 10, Farnell Electronic Components Ltd.

Issue 2, pp. 2-79
] Motorola Semiconductor Products Data
] Control Systems, John W. Brewer

] Hydraulic and Electro-Hydraulic Servo Systems, R. Walters, London
ILIFFE Book Ltd.

] Control System Principles and Design, Ernest 0., Doebelin,
p. 526 , Wiley.

] Elements of Computer Process Control With Advanced Control

Applications, p. 162, Pradeep B. Deshpande, Raymond H. Ash

] A Microprocessor-Controlled High-Accuracy Wide-Range Speed
Regulator for Motor Drives, Tsutomu, Ohmae, IEEE Transactions on
Industrial Electronics, VOL. IE-29, NO. 3, August 1982

] PID Self-tuners: Some Theoretical and Practical Aspects,'
R. Ortega, R. Kelly, IEEE Transactions on Industrial Electronics
Vol. IE-31, No. U4, Nov. 19814,

] A Self-tuning Controller With PID Structure, F. Cameron and
D. E. Seborg, Int. J. Control, 1983, Vol. 38, No. 2, pp. 401-417.

] Report TFRT-7179, Lund Inst. Sweden, Wittenmark, B., 1979.

] On Self-tuning Regulators, Astrom, K. J. and Wittenmark, B.,
Automatica, Vol.9, pp. 185-199, 1973.

1 Theory and Applications of Self-tuning Regulators, Astrom, K. J.,
Borisson, U., Ljung, L., and Wittenmark, B., Automatica, Vol. 13,
pp. 457-476, 1977.

] Seilf-tuning controller, Clark, D. W., Gawthrop, P., Proc. IEE ,
Vol. 122, No. 9, pp. 929-934, 1975.

] Self-tuning Control, Clark, D. W., and Gawthrop, P., Proc. IEE
Vol. 126, No.6, pp. 633-640, 1979.

] Pole Assignment Self-tuning Regulator, Wellstead, P. E., Prager,
D. L. and Zanker, P.M., Proc. IEE Vol. 126, pp. 781-787, 19709.

] Self-tuning Pole-Zero Assignment Regulators, Wellstead, P. E.,
Edmunds, J. M., et al, Int. J. Control, Vol 30, No. 1,
pp. 1-26, 1979

] Weighted Minimum-variance Self-tuning Control, M. J. Grimble,
Int. J. Control, Vol. 36, No.4, pp.597-609, 1982,

] Generalised Self-tuning Controller With Pole Assignment, A. Y.
Allidina and F. M. Hughes, IEE Proc., Vol. 127, 1980.

] Seif-tuning Controllers Based On Pole-Zero Placement, K. J.
Astrom and B, Wittenmark, IEE Proc., Vol. 127, No.3, 1980.

197



35

36

37

38

39

4o

I

42

43

uY

45

L6

Self- tuning Controllers for Deterministic Systems, A Y. Allidina
and F. M. Hughes, Int. J Control, Vol 37, Nol4 pPPp. 831 -841,
1983."

Successful Adaptive Control of Paper Machines, Torsten Cegrell
and Torbjorn Hedquist, Automatica, Vol. 11, pp. 53-59, 1975.

Moisture Control of Paper Machine: An Application of A
Self-tuning Regulator, Borisson, U and Wittenmark, B., Lund

. Report 7337, 1973.

Self-tuning Control of an Ore Crusher, Ulf Borisson and
Rolf Syding, Automatica, Vol. 12, pp. 1-7, 1976.

Application of Self-tuning Regulators to the Control Chemical
Processes; Digital Computer applications to Process Control,
IFAC, 1977, Morris, A. J., Fenton, T. P. and Nazer, Y..

Self-tuning Control Algorithm for Single-chip Microcomputer
Implementation, A. L. Dexter, IEE Proc., Vol. 130, No.5, 1983.

Implementation and Application of Microprocessor-Based
Self-tuners, Clark, D. W. and Gawthrop, P. J., Automatica,
Vol. 17, pp. 233-244, 1981.

A Method for Auto-tuning of PID Control Parameters, Yoshikazu
Nishikawa et al, Automatica, Vol. 20, No.3, pp. 321-332, 1984,

Using the Self-tuning Controller to Tune PID Regulators,
P. J. Gawthrop, Report No. CE/T/2, University of Sussex, School
of Engineering and Applied Sciences.

Digital Computer process Control, Smith, C. L. 1972.
Intext Educational.

Computer Control .of Industrial Processes, p. 71, S. Bennett
and D. A. Linkens, IEE Control Engineering Series 21.

Self-tuning PI and PID Controllers, P. J. Gawthrop, IEEE
Conference on Applications of Adaptive and Multivariable Control,
Hull, pp. 19-21, July, 1982.

47 ] Hybrid Self-tuning Control, P. J. Gawthrop, IEE Proc. Vol. 127,

48

49

50

51

No. 5, Sept. 1980.

Self-tuning PID Controllers: Algorithms and Implementation
P. J. Gawthrop, IEEE Transactions on Automatic Control,
Vol. AC-31, No. 3, March 1986.

Tuning into the Latest Process Control Electronics, pp. 44-43,
Process Engineering, June 1986.

] Programmable Controllers Push in Process Control,

pp. 35-36,|thtrol and Instrumentation, January 1987.

] Practical Issues in the Implementation of Self-tuning Control,

Bjorn Wittenmark and K. J. Astrom, Automatica, Vol. 20, NO.5,
pp. 595-605, 19814,

198



[ 52 1 An Auto-Pole-Placement Self-tuning Controller,

P. E. Mcdermott, and D. A. Mellichamp, Int. J. Control, Vol.

NO.6, pp. 1131-1147, 1984,

[ 53 ] Introduction to Computers and Computer Frogramming, Samuel
p 8 g
Bergman, Steven Bruckner, 1972 , Addision-Wesley.

199

40,



Appendix 1 : Viscosity-Temperature Dependence of the Polymer Melt [10]

For many polymers at temperatures considerably above their
glass-transition temperature, the melt viscosity has been experimentally
determined to be an exponential function of the absolute temperature as
given by the Arrhenius—type‘equation

u=Aexp ( AE / RT) (A1.1)
where p is the melt viscosity of the polymer

| R a constant

A a frequency term

AE the energy of activation
A and AE must be evaluated empirically for each polymer. In addition to
the variation of AE and A from polymer to polymer, A and AE are also the
function of shear rate or shear stress.

The data [11] indicating the temperature dependence of melt
viscosity at constant stress and pressure are presented in Fig. 2.11. It
can be seen from Fig. 2.11 that; for low density polyethylene,
increasing the temperature by 40°C decreases the viscosity at constant
stress and constant pressure by a factor of about 3. The melt
viscosity-temperature dependence resulting from Fig. 2.11 could be

expressed by

W=y e el (A1.2)
where "a" is a constant for a given polymer and its value is within the
range from 0.02 to 0.1 . ug is the initial viscosity at reference
temperature.

However, for many polymers, AE ( equation A1.1 ), or "a"
( equation A1.2 ) is a function of temperature. For such polymers,

‘Williams, Landel and Ferry [10] showed that the reduced viscosity data

At.1



for a wide variety of polymers could be expressed by the universal WLF
equation

8.86(T - T )
w=ngexp [ - gy TT= T

]

where T is the reference temperature
" Mg is the viscosity at the reference temperature
The WLF equation is applicable over the temperature range of Ts+5o°,

An alternative equation of viscosity-temperature dependence is given

by
-17.44(T - T )
g

51.6 + T -T
g

W= pp, exp [ ]
where Tg is the glass-transition temperature of the polymer
Urg is the melt viscosity at temperature Tg

In general, the WLF equation begins to fail as a valid
representation of the viscosity-temperature dependence in the
temperature region of Tg+100°, and in some high region the behavior
becomes Arrhenius in form.

In theoretical analysis equation (A1.2) is particularly amenable to

mathematical treatment.

A1.2



Appendix 2 : A Integration Formula

The integral region R of the double integral

hl Y
') dy'dy
fo Jo £G1
can be described by inequalities of the form 0 <= Y <= h1
and 0 <= Y' <=Y (Fig. A2.1). R also can be described by inequalities

of the form O <=y' <=hj;and Y' <=y <=hq . Then we obtain

hy Y h, h
N Jo £(¥') dv'ay = fo Jyr £C¥") dydy’

h)
fo (hy = Y')E(Y") v’

Y
hy
R
0
Y'
Fig. A2.1

A2.1



Appendix 3 : Energy Equation Applied to the Process of Dieless Wire

Drawing

For incompressible flow, the energy equation is given by [12]
pcuVT = kV:T + R
(A3f1)
‘where p is the melt density
¢ the specific heat
U the velocity vector
R the volumetric rate of heat generation
k the thermal conductivity
T the temperature
VT the temperature gradient
V2T the temperature divergence.
Now consider applying the energy equation to process of the dieless
wire drawing as sketched in Fig. 2.1a (p. 16). For viscous heating with

a Newtonian fluid

R=p (22 = 12

oY (A3.2)
where ¢ is the strain rate. In two dimensions we have

d=ui (A3.3)

oT . 9T .

and VI ==y 1+ 3y ] (A3.4)
2 _ 0'T 37T

VT = T Y 3y (A3.5)

Substituting for R, u, VT and V2T from equations (A3.2) to (A3.5)

respectively in equation (A3.1) gives

3T
prex =kl *am

oY (A3.6)



Let

X'= X / Ly
Y'=Y /h
u'=U/uO

Then equation (A3.6) becomes

pcu,.L
0"l /h
- o o g

h
l

92T O du'
—)2 _—axuz ] (W) (A3.7)
With h / L1 <L 1; the left-hand side of equation and the second term in
the brackets on the right-hand side of equation (A3.7) can be neglected.
Thus the energy equation applied to the process of dieless wire drawing

is given by

.a_zg. g_E(Eﬂ.f

A3.2



Appendix 4 :

Flowchart and Listing of the Computer Program for the

Theoretical Analysis Using the Stepped Bore Reduction Unit

Start

|

Read Data
t

Calculate A1; B, JO; J1; Jdo

Ay, J'0, I'1, I'2

4

Caleulate I, Iy, I,

Calculate p*

J

Calculate P

l

Predict the Yield Position of the Wire, Xj

{

Preset Value of b

Al

me Tx

b

b+A

No

: 1
Caleulate P(Ly - Xg), o(Lq = Xg), Y(Ly = Xq)

J=P(L1 - Xo) + G(L1 - Xo) - Y(L-] - XO)

e

<= Error?

Yes

Calculate PRA

|

Print Out Results

{

End

Al 1



19
20
34
4
50
62
79
8%
90
190
110
120
138
140
159
160
170
180
190
200
210
229
230
240
256
269
270
280

. 299

303
310
320
330
349
350
360
3790
380
390
400
410
420
430
440
450
460
470
480
490
500
510
520

Listing of the Computer Program for the Theoretical Analysis Using the

Stepped Bore Reduction Unit

REM program for calculating the reduction in area of the wire
REM coupling with the Energy equation
REM title WH
REM L12 the length of the unit
REM X1 variable viscosity in the Reynolds equation
REM PM maximum pressure at the step
REM L1,1.2 the lengths of the first and second parts of the unit
REM TAU1 shear stress before deformation
REM P pressure in deformation zone
REM SIGX axial stress in deformation zone
REM KK strain hardenig factor of the wire
REM RL the ratio of length
REM H1 and HZ2 the gap of unit
REM RH the ratio of gap
REM D1 initial diameter
REM XI®@ initial wviscosity
REM Y@ initial yield stress of the wire
REM V drawing velocity
REM N1 the length of the step in simpson numerical integration
REM N material constant
REM K1 thermal conductivity W/MK
REM T1 the maximun temperature within the gap
REM K2 viscosity temperture constant XIz=XIO+EXP(-K2%T)
REM T temperature
DIM TT(109)
N1=50
READ H2,RH,RL,L12,XI0, Y%, D1,N, KK
DATA ©.1E-3,1.6,2.5,0.987,110,5.0E+07,1.6E-3,0.52, 4. 4E+98
READ K1,K2,V
DATA ©.16,9.08,0. 30
READ M, M1
DATA 1.0E-10,1.56E-10

LPRINT "K1";K1;"K2";K2

REM H1,L1,L2 computation

H1=RH¥H2

L2=L12/(1+RL)

L1=RLx%L2

LPRINT "H1=";H1;"L1=";L1;"L2=";L2;"H2=";H2;"V=",;V,; "X10";XID

REM A,B,J0,J1,J2,JJ0,JJ1,JJ2 computation
B1=1+K2X%XI@*%V*V/(8%K1)
E1=K2*SQR(B1XV*VxH1%H1/(2%K2*K1%XIQ))
E2=LOG(ABS((SQR(B1-1)+SQR(B1))/(SQR(B1-1)-SQR(B1))))
J@=E1/E2

A1=2*V*V/(K1*K2*XI0*JO*JD)

LPRINT "B1";B1;"J@";J0; "A1";Al

AA=Al

C30=8SQR(B1-1)

C31=-E2/SQR(A1%B1) /K2
J1=-C31%4%C30/K2/XI10/SQR(Al)

GOSUB 1149
C32=(C31"2)%4*C30/K2/X10/SQR(AL)
J2=C6+C32

A2



Listing of the Computer Program for the Theoretical Analysis Using the

Stepped Bore Reduction Unit

530 E3=KZ24SQE(Bl#V*V*xHIZ*HE /(ZAKZ*#KI*XTIE) )

540 JJ@=E3/E2

550 AZ2=2*VXV/(K1xKZ2*X1@8%JJO*JJO)

560 AA=A2

570 C33=-E2/SQR(AZ*BR1) /K2

580 GOSUB 1140

590 JJ1=-C33*x4*C33/K2/XID/SQR(AZ)

602 C34=(C33"2+4*C33,/K2/XIP/SRR{A2)

619 JJ2=C&+C34

623 REM 11, 12, I3 computation

630 I19=JD/H1

64 11=J1/Ei1°2

650 I12=IJ2/H1"

668 REM XI computation

6790 XI=-I11/6/(1172-12%10)

680 EFF=XIx*V

699 PRINT "XI",XI,"T1",T1

700 LPRINT “J@";J@;"J1i";.J1."J2";J2

71% LPRINT “JJd&";JJ@;"JJ1";JJ1;"dJ2";JJ2

720 LPRINT "I1g9";I10;"I1";I1;"I2";I2;"XI";XI;"Ti";T1:" "EFF";EFF
739 REM PM, TAUX computation

740 PMI1=V¥L1xL2*%(J1¥JJO-JJ1*J®)

741 PM=PM1/(-L1xJ@*(JJ31"2-JJ24JJ0)-L2*JJI@*(J1°2-J2432))
754 LPRINT "PM";PM

7603 TAUl=-(V+PMxJ1/L1)/J0

773 LPRINT "TAU1"; TAlil

780 REM deformation starts point computation

790 X1=Y0/(PM/L1-4¥TAU1/D1)

807 LPRINT "X1";X1

81¢ REM PRA computation

820 X=L1-X1

830 B=4.074542E-02

840 A=SQR(H1/B)

850 ZZ1=6%XI*VXx((ATN(X/A})

851 Z1=ZZ1/(8%A"3*B"2)+(X"3-A"2%xX)/(BX¥A"2*B"2%(A"2+4X"2)72})
860 ZZ2=PM/L1*(X1+(3*A¥ATN(X/A))

861 Z2=Z722/6+ (5% (A"4)*X+3*(A"2)*X"3) /(8% (A"2+X"2)72}))
870 P=Z71+22 '

880 Z3=24%Y@*1.0G(D1/(D1-2%B*X"2))

890 Z4:=-LOG((SQR(D1)+X¥SQR(2*B))/(SQR(D1)-SQR(2%B)*X})
90D Z5=(5%D1-2%BXxA"2) /(2%A*(D1+2%xB¥A"2) "2 )Y*ATN(X/A)
910 Z6=3%X/(2%(D1+42*B*A"2)%(A"2+X"2))

8920 ZZ7=(4xXI*xV)/B*((2¥D1+4B*A"2)*2%B

921 Z7=27Z7/(SQR(2*xB*¥D1)*((D1+2%B*A~2)"2))%Z24+Z25-726)
930 Z8=A¥(D1+6+B*¥A"2) /(2% (D1+2*¥B*A"2)"2)*(ATN(X/A))
940 Z9=SQR(D1)-SQR(2%B)*X

950 ZZ1G=LOG((SQR(D1)+X*SQR(2%B))/29)

951 Z10=(4%A"4%B"2)/(SQR(2¥BxD1)*(D1+2%B*A"2)"2)%Z2Z19
960 Z11=(2%PM*H1)/L1*((A"2)*X/(24(D1+2%B*A"2)%(A"2+4X"2))+Z28+210)
970 ZZ12=KK/(N+1)

971 Z12=2Z12%((2¥LOG(D1/(D1-2%B*X~2))) " (N+1))+4*X1*ABS(TAU1) /D1
98¢ SIGX=Z3+Z27+Z211+Z212

990 C= YO+KK*(2xLOG(D1/(D1-2*B*xX"2)))"N
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Listing of the Computer Program for the Theoretical Analysis Using the

Stepped Bore Reduction Unit

1000
1910
1320
18030
163483
150
1768
1079
10538
1298
1109
11198
11209
1139
1149
1159
1160
1179
1189
1199
1209
1219

22
1230
1246
1256
1260
1078
izae
1299
1300
1319
1329
1330
1349
135
156D

J=P+ABS(3IGX}-C

FRINT "Jd";J;

IF ABS(.J)<=2008 GOTO 1060
R=B+M#.]J

PRINT "B";B

GOTO 840

IF ABRS(.JY 1&6& GOTO 1100
R=B+MI*J

PRINT "R":R

GOTO 840
PRA=((D1-24B+X"2)y 2y /(D172
L=1-PR&

LPRINT "PRA";L; "B";B;"J";J;:"SIGX";
END

REM J2,JJ2 calculate subroutine
T1=LOG{B1) /K2 '
DT=T1/N1

FOE I=¢0 TO N1

IF I=N1 GOTO 1219

T=DT*I

GOTO 1228

T=DT*I-.&1

CS=SQR(B1-EXP(K2¥T)?Y
Cl=((LOG(ABS((CO9-SQR(B1}))/(CO+SQR(R]
C2=XIZ¥SQR(AA;*CY
TT(IY=EXFP(K2*xT)*C1,C2

NEXT I

Ca=0

CH=0

FOR I=1 TO N1/2

C4=C4+TTi2%I-1)

NEXT I

FOR I=1 TO Ni/2-1

CE=CE5+TT(2%1)

NEXT I

Co=24DT /34 (TT(D)+TT(N1)+4%C4+2%C5)
RETURN

ALY

o
bed

YY) /SQR{AARELY /K2 T
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Appendix 5 : Program for Drawing the Wire of a Uniform Diameter

-Linearisation consists of approximating a curve by a finite number
of straight line segments. Values at the six break points ( see Fig.
3.31 ), tangent values and the equation for each linear segment are

given in Table A5.1.

Table A5.1
Point PRA vV (ms™!)
a 2.5 0.137
b 7.5 0.259
c 12.5 0.407
d 15.0 0.506
e 17.0 0.632
f 18.0 0.8
Segment Tangent Value Equation
V=A+( PRA-B )C
ab 1/0.0244 0.137+(PRA=2.5)*0.0244
be 1/0.0296 0.259+(PRA-7.5)%*0.0296
cd 1/0.0396 0.407+(PRA-12.5)*0.0396
de 1/0.063 0.506+(PRA-15)*%0.063
ef 1/0.168 0.632+(PRA-17)%0.168

MC6821 I/0 interface addressing on MC68000 microcomputer board
PRA peripheral register A

PRB peripheral register B

DDRA data direction register A

DDRB data direction register B

CRA control register A

CRB control register B

MC68230 PI/T addressing

CPRH counter preload register high

CPRM counter preload register middle

CPRL counter preload register low

TCR timer control register

TIVR timer interrupt vector register

TSR timer status register

SATHR at this location in RAM, the starting address of the interrupt
handler routine is stored

H oK K K K K K K K K K K K ok k X

ul DS.W 1 ; control output u(t-1)
YO-2  DS.W 3 ; process output y(t) . . y(t-2)

A5.1




U1 DS.W 1 ; integrator output U(t-1)
hoO-1 DS.W 2 ; controller parameters
g0-2 DS.W 3 s controller parameters
DDRAT EQU $3FFFO

CRA1  EQU $3FFFB

DDRB1 EQU $3FFFD

CRB1  EQU $3FFFF

PRA1  EQU $3FFF9

PRB1 EQU $3FFFD

SAIHR EQU $6C

TCR EQU $10021

TIVR EQU $10023

DDRB2 EQU $3FFED

CRB2 EQU $3FFEF

PRB2 EQU $3FFED

CPRH EQU $10027

CPRM  EQU $10029

CPRL  EQU $1002B

TSR EQU $10035

1LSB DS.W 1 s the value of the 1LSB
PRA DS.W 1 ;s the value of the PRA
POLY DS.W 1 ; polymer number

STRI DW ; prompt string in ASCII characters

¥ Look-up table

BASEO-15 DW 2.5, 7.5, 12.5, 15.0, 17.0, 18.0, 0.137, 0.259, 0.407,
0.506, 0.632, 0.0244, 0.0296, 0.0396, 0.0630,0.168

¥ Program for prompt on the screen. The string in memory for prompt is
¥ in ASCII characters. 227 is the string output routine number. A5 is

¥ used to point the begining address $STRI of the string. A6 points the
¥ address $FINA immediately following the last byte of the string.

PRO: MOVE.W #$STRI, A5
MOVE.W #$FINA, A6
MOVE.B #227, DT
TRAP #1y
TRAP 1 ; Output string on screen and return control
; of system firmware

¥ Polymer number 1, 2 and 3 corresponding to WVG 23, ELVAX 650 and

*¥ NYLON 6 respectively, the value of the required PRA is of three

¥ characters in BCD, with 1 character fraction and. Input PRA value and
¥ polymer number in locations $PRA and $POLY respectively via keyboard,
¥ then input command: " GO $TEM " to send temperature setpoint out.
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ANDI.W

MULU -

ATNT .L'
ADU oW

#$F00,

#$A,

bath
D,

¥ Set drawing speed A
¥ Exit-D3, speed setpoint, 8-bit integer

MOVE.L
CM:  CMP.W
BLE
 BRA
CM1: SUBA
MOVE.W
ADDA
MOVE.W
ADDA
MOVE.W
SUB.W
MULM.W
LSL.L
LSL.L
ADD.L
DIVU
LSR.W

$BASE1,

(A1)+,
CM1
cM
#u,
(A1),
#$C,
(A1),
#$4,
(A1),
DO,
D2,
#8,
#8,
D1,
$1LSB,
#8,

¥ Enable interrupt

MOVE.
MOVE.
MOVE.
MOVE.
MOVE.
MOVE.
COM2: NOP
BRA

oo wwww

{0,
ft4,
#$E2,
#$1B,
#$TA,
#$A1,

coMmz2

o
-

D1

Al
D3

Al
DO
Al
D1
A1
b2
D3
D3
D1
D1
D3
D3
D3

CPRH
CPRM
CPRL
TIVR
SAIHR
TCR

¥ Interrupt handler routine

¥ PID contro

TA: MOVE.B
NOP
NOP
MOVE.B

TA1: BTST
BEQ
MOVE.B
MOVE.B
BSR
RTE

1

#$36,

#$3E,
#7,
TA1
$PRAT,
{1,
PID

CRA1
CRA1
CRA1

$Y0
TSR

; DO=B
; D1=A

; D2=C
; PRA-B
; (PRA-B)C

; A+(PRA-B)C
; V=(A+(PRA-B)C)/1LSB

set 10 ms interrupt interval

interrupt vector

interrupt handler routine starting address
enable interrupt

we We we we

; sample data
; enable next interrupt
s call PID algorithm
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PID algorithm subroutine

incremental output u(t) = [ RW(t)-GY(t) 1/H
Entry: D3 - W(t), setpoint. $YO - process output
Exit: result u(t) in D1

X X kK X

PID: MOVE.L #0, D1
LEA $g0, Al
MOVE.L  #2, D2
PID1: MOVE.W (A1)+, DO
MULS.W D3, DO
ADD.L Do, D1
DBF.L D2, PID1 ; (g0+gl1+g2)W(t)
LEA $h1, Al
MOVE.W  (A1)+, DO
MULS.W  $ul, DO

SUB.L Do, D1 ; RW(t)-hlu(t-1)
MOVE .W (A1)+, DO
MULS.W  $YO, DO ; g0Y(t)

SUB.L DO, D1
MOVE.W (A1)+, DO

MULS.W  $Y1, DO s g1Y(t-1)

SUB.L Do, D1

MOVE.W  (A1)+, DO

MULS.W  $Y2, O : g2Y (t-2)

SUB.L DO, DI : RW(t)-GY(t)-hlu(t-1)
DIVS $ho, DI ; u(t) in D1

¥ Move data for next step computation

MOVE.W D1, $ul
MOVE.W $Y1, $y2
MOVE.W $YO, $Y1

¥ Integrator, nd is the upper limit of the integrator, n5 is the lower
¥ limit of the integrator.

ADD.W  $U1, D1 ; integrate
MOVE.W D1, D2
CMP.W  #$nl, D1

BGE PID2
CMP.W #$n5, D1
BLE PID3
BRA PID4
PID2: MOVE.W {#$ni, D1 ; integrator limitation
BRA PIDY
PID3: MOVE.W #$n5, D1 ; integrator limitation

PID4: MOVE.W DI, $U1
CMPI.W #$FF, D2

BLE  PID5
MOVE.W #$FF, D2
BRA PID6

PID5: CMPI.W 0, D2
BLE  PIDY

PID6: MOVE.B D2, PRB1 ; output data
RTS

PID7: MOVE.B {0, PRB1 ; output data
RTS
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Appendix 6 : Program for Drawing Tapered Wire

PR1 DS.W 1 ; value of the PIA1*¥1000 with 3 bit integer in BCD

PR2 DS.W 1 3 value of the PIAZ*{1000 with 2 bit integer in BCD
L DS.W 1 ; the length of the wire (cm )

N2 DS.W 1 ; the final speed step

c DS.W 1 ; constant ¢ =L / ((Ny-Nq) 1 ggT)

NUM1 DS.W 1 ; PID computation period

Subroutine

BCD - binary conversion

Entry: D1 bit0-15 - number in BCD
Exit : D3 bit0-31 number in binary

X kK XK K

BBR: CLR.L D3
CLR.L D4
MOVEQ #1, D2
BBR1: CMPI.W #10000,D2
BGE.S  $EXIT
MOVE.W D1, DU
ANDI.W #$F, DU
MULU D2, DU
ADD.W DA, D3

LSR.W  #1, D1

MULU #0, D2

BRA.S  BBR1
EXIT: RTS

¥ Calculate starting speed step N1, final speed step N2, and c
¥ Entry: $PR1 -~ the value of PRA1
$PR2 -~ the value of PRA2

$L - the length of the wire
¥ Exit: D6 ~ NI
$N2 - N2
$C - ¢
TC: MOVE.W $PR1, D1
BSR $BBR
SUBI.W #U45, D3 ; PRA1-0.0U45%1000
MULU  #10000, D3 -
DIVU #8078, D3 ; 0.158U4%0,0051=0.0008078
MOVE.W D3, D6 ; D6 = N1
MOVE.W PR2, D1
BSR BBR
SUBI.W #45, D3 ; PRA2~0.045%1000

MULU #10000, D3
DIVU #8078, D3

MOVE.W D3, $N2 5 ($N2 ) = N,

MOVE.W $L, D1

BSR ~  BBR

MULU  #10000, D3

LSL.L  #l, D3

MOVE.W $N2, D5 5 D3<=L¥16000

SUB.W D6, D5  ; D5=N, - Ny

MULU  #$1052, D5  ; 1;,gg*T*¥100000*16 = 16.32 = $1052
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LSR.L
DIVU
MOVE .W

#8,
D5,
D3,

D5
D3
$C

; T=2ms
H 1LSB = 0,0051

¥ Initialization of portA, portB; timer, USS and USP

CON:

MOVE.L
MOVE.L
MOVE.L

'MOVE.W

MOVE.W
MOVE.W
MOVE.W
MOVE.W
MOVE.W
MOVE.B
MOVE. B
MOVE.B
MOVE.B
MOVE. B
MOVE.B
MOVE. B
MOVE. B
MOVE. B
CLR.W

CLR.W

CLR.W

MOVE. W

CLR.L

MOVE.W
MOVE.W
DIVU

MOVE.B
MOVE. B
MOVE.B
MOVE.B
MOVE.B
MOVE.B

COM2: NOP

BRA

#$7000,
#$A00,
A1,
#$2000,
#$50,
#$30,
#$155,
#$FEAO,
#$20,
#0,
#$FF,
#U,

#0,
#$FF,
#4,

#0,

#0,

#4,

$Y1
$y2
$U1

#5,

D5
#5,
$C,
D6,
#0,
#0,
#$FA,
#$18,
#$TA,
#$A1,

CcoM2

AT

A1
UsP
SR
$ho
$h1
$g0
$g1
$g2
CRB1
DDRB1
CRB1
CRB2
DDRB2
CRB2
CRA1
DDRA1
CRA1

D4

$NUM1
D5

D5
CPRH
CPRM
CPRL
TIVR
SAIHR
TCR

¥ Interrupt handler routine

TA:

MOVE.B
CMP.W
BEQ
SUBI
BRA.L

#,
$NUM1,
TA1
#1,
TA3

TSR
D4

D4

A6.2

set USS

set USP

set PID controller parameters

PIA1 port B output

PIA2 port B output

PIA1 port A input

PID computation period, 5 times of interrupt
interval,interrupt interval is 2 ms

n1 = C/N1

set 2 ms interrupt interval

interrupt vector

interrupt handler routine starting address
enable interrupt

PID computation

no, D4=Dl-1



TA1:

TA2:
TA3:
TAL:

TAS:

TAT:

TA8:
TA9:

MOVE.W
MOVE, B
NOP
NOP
MOVE.B
BTST "
BEQ
MOVE.B
BSR
CMP.W

'BEQ

BRA
MOVE.W
SUBI
CMP . W
BEQ
BRA
ADDI
MOVE. L
MOVE.W
DIVU
CMP.W
BGT
RTE
MOVE.B
MOVE.L
RTE

D6,
#$36,

#$3E,
#7,
TA2
PRA1,
PID
#0,
TAl
TAS
NUM1,
#, -
#0,
TAT
TA8
#,
#0,
#$C,
D6,
$N2,
TA9

#3$1B,
#$ST,

D3
CRA1

CRA1
CRA1

$YO0

D4

D4
D5
D5

Db
D5
D5
D5
D6

TIVR
$6C

¥ Interrupt handler routine
*¥ Slow stop

ST:

ST1:

MOVE.B
CMP.W
BEQ
SUBI.W
MOVE.B
RTE

#1,
#0,
ST1
#1,
D6,

TSR
D6

D6
PRB1

; PID computation

; sample data
; PID action

set counter D4, PID conputation period
s D5-1=D5
; increase drawing speed step

; yes, increase speed step
; calculate n at speed step N
;s final speed step

s no, return to continue

; set new interrupt handler routine starting
; address for slow stop
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Appendix 7 : Program Listing for the PRA Indicator

*¥ MC68000 program for the PRA Indicator
¥ Initialization

N1 DS.W 1
N2 DS.W 1

INI: MOVE.L
.MOVE.L
MOVE.L
MOVE.W
MOVE.B
MOVE.B
MOVE.B
MOVE.B
MOVE.L
MOVE.W
MOVE.W
MOVE.W
MOVE.B
INI1: NOP
JMP

; Buffer for the PRA in Hex
s Buffer for the PRA in Decimal

#$7000,
#$A00,
A1,
#$2000,
{0,

i#9,
#$Ch,
#$18B,
#$IND,
#0,

#1,

#0,
#$A1,

INIT

AT

Al

USP

SR

CPRH

CPRM

CPRL ; Set 20 ms interrupt interval
TIVR

$6C

$N1

D5 ; Set counter 1 and 2 initial
D6 ; values

TCR ; Interrupt enable

¥ Interrupt Handler Routine

IND: MOVE.B
CMPI.W
BEQ
MOVE.W
MOVE.B
MOVE, B

- MOVE.B
MOVE.B
MOVE.B
MOVE.B
RTE

IND1: MOVE.W
MOVE.L
MOVE.L
MOVE.B
ASL.W
MOVE.B
MOVE.B
ASL.W
MOVE.B
NEG.W
NEG.W

#1,
#0,
IND1
#0,
#$58,
#$5A,
#$FF,
#$FF,
#$FF,
#$FF,

#1,

#0,

#o,
$30005,
#8,
$30007,
$30009,
#8,
$30008,
DY

D3

TSR ; Enable next interrupt
D5

D5

$30003

$30001; Set timer 1 and 2 mode
$30005

$30007

$30009

$3000B; Enable counter 1 and 2

D5
D3
D4
DY
DY
D4 ; Read counting value from timer 1
D3
D3
D3 ; Read counting value from timer 2

AT



IND2:

SUB.W
NEG.W
MULU.W
DIVU"
MOVE.W
ADD .W
ASR.W
MOVE.W
ADD.W
CMPI.W
BEQ
RTE
MOVE.W
MOVE.W
MOVE.W
MOVE.B
TRAP
MOVE.W
MOVE.W
MOVE.B
TRAP
RTE

D,
D3
#1000,
D4,
$N1

nh
Uy

#1,
D3,
#1,
#0,
IND2

#0,
#$N1,
#$N2,
#236,
#14
#$N2,

D3

D3
D3
D4
D2
D3
$N1
D6
D6

D6
DO
A6
D7

A5

#$N2+#8, AD

#2217,
#14

D7

’

AT.

2

( V1-V2 )*1000/V1

Calculate the PRA from the reading
The PRA in D3

Hex-Decimal conversion

; Send sampled data to VDU



Appendix 8 : Program for the Closed-loop Control With

the PRA Transducer

¥ MC68000 Closed-loop control program

N1-N1+4 DS.W 5 ; Data buffer

N2 DW

¥ Initialization

INI: = MOVE.L  #$7000,
MOVE.L  #$A00,
MOVE.L A1,
MOVE.W  #$2000,
MOVE.B  #0,
MOVE.B  #$FF,
MOVE.B  #4,
MOVE.W  #4,
LEA #$N1,

INI1: MOVE.W #0,
DBF.W D1,

INI2: MOVE.B  #$5B,
MOVE,B  #$54,
MOVE.B  #$FF,
MOVE.B  #$FF,
MOVE.B  #$FF,
MOVE.B  #$FF,
MOVE.W  #$950,

INI3: SUB.W #1,
CMPI.W - #0,
BNE INI3
MOVE.L  #0,
MOVE.L  #0,
MOVE.B  $30005,
ASL.W #8,
MOVE.B  $30007,
MOVE.B  $30009,
ASL.W #8,
MOVE.B  $3000B,
NEG.W D4
NEG.W D3
SUB.W D4,
NEG.W D3
MULU.W #1000,
DIVU Dk,
MOVE.W  $N1+1,
MOVE.W  $N1+2,
MOVE.W  $N1+3,
MOVE.W  $N1+4,
MOVE.W D3,

LEA #N1,
MOVE.W  #3,

AT
Al
USP
SR
CRB1
DDRB1
CRB1
D1
Al
(A1)+
INI1
$30003
$30001;
$30005
$30007
$30009
$3000B;
D1
D1
D1

D3

DY

D4

D4

D4 ;
D3 H
D3 =
D3 ;

D3

D3

D3 H
$N1
$N1+1
$N1+2
$N1+3
$N1+4
Al :
D1

A8.1

Setpoint with 3 bit integer

; set port B output

Set timer#1 and #2 mode

Enable counter#1 and #2

20 ms time delay

Read counting value from
timeri

Read counting value from
timer#2

the measured PRA in D3

move data for next time
computation



INI4: ADD.W

INI5:
INI6:

INIT:

ASR.W
DBF.W
MOVE .W
SUB.W
MULS.W
CMP.W
BLE -
MOVE .W
BRA
CMP.W
BLE
MOVE.B
BRA
MOVE.W
BRA

(A1)+, D3

#1,
D1,
$N2,
D3,
#P,
#$FF,
INIS
#$FF,
INI6
#0,
INI7
D1,
INI2
#0,
INI2

D3

$INIY ;

D1
D1
Di
D1

D1

D1

?

$3FFFD;

$3FFFD;

A8.2

average the

; Di=setpoint

output

output

last 5 sampled data

control



Appendix 9 : Flowchart of Digital Simulation Program and Computer
Listing for the Self-tuning PID Controller

Flowchart of the Digital Simulation Program

Initialization
Read system parameters
Set the poles of the closed-loop system
Set the initial values of 6(0) and P(0)

Calculate system output

B

Y(t)=z7tF U(t) +d

Form o¢(t) = P(Z"1)Y(t) + Q(z~Nu(t-k)

Estimate 6(t)

S

Calculate control u(t)

Integrate u(t), U(t) = u(t) + U(t-1)

Calculate the parameters of P(Z~') and Q(z~1)
for next step estimation

Move U(t)=U(t-1), u(t)=u(t-1)
P(t)~P(t-1), o(t)=—o(t-1)

Y(t)=Y(t-1), for next step estimation

No

times ?

Yes

Stop

A9.1



Computer Listing for the Self-tuning PID Controller

19 REM PID-STC with pole assignuent for deterministic system
200 REM key words PID-ETC

3% REM W(9) setpoint

4¢ REM T(1),T(2) time constants for pole assignment
53 REM N55 the number of parameters to be estimated
60 REM K-time delsay

739 REM NAA,NB degree of system polynomials A B

89 REM NA=NAA+1 introducing integrator

9% REM Kl-factor to discount past data

190 REM NA=deg A+1, NG=deg G, NH=deg H, NR=deg Q
1189 REM Q(I)= (t), QI1(I)= (t-1;, P(I,d)=P(t), PI(I,Jd)=P(1-1)
120 REM DU(I)=u(t), U(I)=U(t), PF(I)=P(z }, QR(I)=R(z )
138 REM Y(t} system output

149 REM N,N1 counter, kN, NNl preset value of counter
152 REM D constant offset

168 REM initialization

178 READ K,NA,NB,K1,T(1),T(2},RAA

136 READ PP(O),D

199 READ N,NN,N1,NN1

203 NP=NA-1

21 NG=NA-1

22 NH=NB+K-1

239 NQ=NB-1

247 NSS=NH+HNG+2

o535 REM Initialize matrix P1(I1.J;,Q1i(1;

26 FOR I=1 TO KNS5

270 LET P1(1,1)=32767

280 NEXT I

299 FOR I=1 TO NSS

307 READ Q1(I)

318 NEXT I

320 INPUT "W=";W{(B)

33% REM parameters of system to be simulated

349 FOR I=1 TO NAA

35@¢ READ AC@(1)

363 NEXT 1

370 FOR 1= TO NB

387 READ B&H(I)

399 NEXT 1

409 DATA 1,3,1,1,-1.21,0.604,2

41¢ DATA 1,1

42¢ DATA 1,21,1,281

439 DATA ©.5,0.36,0.2,-0.4,9.1

440 DATA -1.628,0.65%7,1.57,1.36

453 REM y1(t) system ocutput calculation

460 Y1(2)=0

479 FOR I=1 TO NAA

480 Y1(2)=Y1(@)-AD(I}*Y1(I)

490 NEXT I

537 FOR I=K TO NB+K

510 Y1(9)=Y1(9)+BO(I-K)*U(I)

520 NEXT I
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Computer Listing for the Self-tuning PID Controller

B30 YI(@O)=Y1 (@) 4+ (1+AG(1)Y+AD(2) %D
540 REM y(t) calculalion
55 Y(Oy=Y1(3}

568 REM move v1(t) for next step calculation
570 FOR I=¢ TO NAA-1

580 Y1(NAA-1)Y=Y1(NAA-I-1}

590 NEXT I

607 REM FA(t)=PP*Y(t)+QQ*DU(t-k}) calculation

610 FA=0 .
20 FOR I=% TO NP

630 FA=FA+PP(I)*Y(I)

649 NEXT I

658 FOR I=¢ TO NQ

660 FA-FA+QQ(I)*DU(I+K;

87¢ NEXT 1

£82 LFRINT "Ni1";N1;"N";N:"FA" ;FA;

697 REM recursive estimation FA=BHXxDII(t-k}+GG*Y (1 k}

7@ REM FORM (DU(t-k),,DU(t-k-nh),Y(t-K},,,Y(t-k-ng))

71 FOR I=1 TO NH+1

720 Z1(1,I)=DU(I+K-1)

73 NEXT I

74¢ FOR I=NH+2 TO NH+NG+4Z

70 Z21(1,I1)=Y(I-NE-2+K)

76 NEXT 1

77¢ FOR I=1 TO N&&

TRE Z2(1,1)=21(1,1)

793 NEXT I

803 REM P(t) calculation

810 FOR I=1 TO NSE

g2@ C(1,1)=9

83 NEXT I

84¢p FOR I=1 TO NEES

85 FOR J=1 TO HNSS

860 C(1,I1I)=C(1,7+Z21(1,d)Y¥F1(J. 1"

870 NEXT J

38¢% NEXT I

897 X=0

9% TFOR I=1 TO NOS

918 X=X+4C(1,I)*Z2(1,1)

92¢ NEXT 1

933 X=X+1

g4 FOR I=1 TO NSS

959 C(I,1)=0

8968 NEXT 1

979 FOR I=1 TO NSS

98 FOR J=1 TO NES

99 C(I,1)=C(I,1)+P1(I,JI)*Z2(J,1)

1000 NEXT J

1013 NEXT 1

1029 FOR I=1 TO NSS

183 FOR J=1 TO NSS

1949 B(I1,J)=0

1050 NEXT J
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Computer Listing for the Self-tuning PID Controller

1968 FEAT I

157 FOR I=1 TO NS5S

1886 FOR J=1 TO NES

1@gn H(I,Jy=H(I,J;+C(I,1)*Z21(1,.0)
11909 KEXT J

1119 NKNEXT I

11266 FOR I=1 TO NSS

1139 FOR J=1 TO NSS

1146 V(I1,d)=0

1158 NEXT J

1160 NEXT I

117% FOR I=1 TO NBS&

1189 FOR J=1 TO NES

1199 FOR L=1 TO NGS

12063 V(I1,J)=V{1,J)+H(I,L)*P1(L,.T)
1216 NEXT L

1220 NEXT J

123 NEXT T .

124 FOR I=1 TO NSS

1256 FOR J=1 TO NES

1260 BH(I,J)=P1(1,J)-V{(I,J)/X
1279 NEXT J

12860 NEXT 1

1292 FOR I=1 TO NEE&

1398 FOR J=1 TO NSB

1319 P(T,J=H(I,J)}/K1

1329 NEXT J
1334 NEXT I :
1340 REM Q{t)=(HH(®),,HB(nh},GG(0),,G5(ng))

1353 REM @Q(I)=(Q(1),,,Q(nh+1},,,,,,,,.Q(nh+ne+2},,,&{nh+ng+ne+3;}!}
136 FOR I-1 TD NG5

13760 M(I)=0

13803 NEXT I

139 FOR 1=1 TO NES

l4¢¢  FOR J=1 TGO NEE

1416 MIYy=M{Iy+F(I,J3#2(J. 1)

1420 NEXT J

143@ NEXT I

1440 X=0

14%¢ FOR I=1 TG NSB

1460 X=X+Z1(1, I)*Q1(I}

147 NEXT I

1480 X=X-FA

1499 FOR I=1 TO KEES

1590 M(I)=M(I)*X

1519 NEXT 1

1526 FOR I=1 TO NG5

1530 Q(I1)=Q1(I)-M(I}

1540 NEXT I

155% LFRINT "Q" ;
16560 FOR I=1 TO NS&&
1570 LPRINT Q(1I);
1580 NEXT 1
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Computer Listing for the Self-tuning PID Controller

1857 RERTES i next

D miwe P(t) for next step calculation
1801% FOR I=1 TO NED

162¢ FOR .i-1 TO NES

1839 P1(I,J)=P(1,dJ;

1649 NEXT J

1855 NEXT I

1660 REM input W(@)

1678 N=N+1

1688 IF N=NN GOTO 1790

1693 GOTO 1729

1708 N=@

1719 INPUT "W=";W(C)

1723 REM apply control HADU(£)+G#V (1) +E*W(t)=0
1739 UI(DB:=0

1740 FOR I=1 TG NH

1750 Ty =D01(B+Q(I41)4DU(I)

1768 NEXT 1

177% FOR I=NH+1 TC NH4+NG+1

1780 U1(@)Y=U1(@4+Q(I+1)*V(I-NH-1)

1794 NEXT I

1800 U9 =(Q(314G(4)+Q(B Y YXW(P)--TT1(&)

1819 D@ =UI(H) /G(1)

1820 U(@)=DU(L;+U{(1;

183% LPRINT "U";U(w); " "DU";D(®);

1849 REM solve for P,@ frowm PH-q-kGL hI'T
1850 Fl=T(2)-Q(2;*T(1)/Q(1;+Q(&€)*Q{c  /q(l)/Q(l}
18880 QQ(O=F1/(Q{s)/Q(2)-(4)/Q(1)+Q{<+Q(3)/Q{1;/Q(1;)
187 PP(2)=QQIO3*Q(5)/Q(2)

1830 PPO1Y=T(1+QQ(OWVQ(3) /Q(1¥-0(2/G{1}
189¢ LPRINT "Q&G";QQ{¢)

1908 REM move Q(17, DP’?‘,Y(]} for next step calculation
1918 FOR I=1 TO NgE&

1928 Q1{1)=(1}

-1933- NEXT 1

1942 FOR 1-2 TO NG+K-1

1858 Y{NG+E-T)=Y(NG+K-I-1;

1980 NEXT 1

1973% FOR I=¢ TO NH+K-1

198 DU(NH+K- I}=DU{NH+K-I-1}

1997 NEXT I

2003 FOR I=0 TO NB4K-1

2913 U(NB+K-I)=U(NB+K-I-1)

20028 NEXT T

2035 Ni=N141

234@ IF N1=NN1 GOTO 237¢

2350 LPRINT "Y";Y(3); "W"'; W&}

20680 GOTO 450

2070 END
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Appendix 10 : Controller Algorithm Implemented on the MC68000

Microcomputer

16-bit Fixed-Point Arithmetic

The algorithm is implemented in 16-bit fixed-point arithmetic on the
MC68000 microcomputer. The representation of a word is shown in

Fig. A10.1.

15 87 0
Ll | L
sign point

Fig. A10.1 One Fixed-Point Word

In this format, a 16-bit number is composed'of 1 bit sign, T bit
integer and 8 bit fraction, and it lies in the range of
-128 < X < 127.996. Selection of this range, however, causes overflows
in computation. Thus, after every step of computation where overflow may
occur, the program will test if the overflow has occurred and, if it
has, an overflow treatment subroutine will be called. The input data is
a fraction of 8-bit length and the output is also 8-bit length. The
input and output of the process should be scaled such that they are the
same magnitude. This will improve the numerical conditions in the
estimation. The program implemented in MC 68000 assembly language is
given as follows. Depending upon the control flowchart in use, the
sections of the program are linked.
Motorola 68000 Assembly Language
n is the number of parameters to be estimated
For the first order system n=3

zT(t) = [ ult=1), y(t=-1), y(t-2) ]
e(t) = [hos go, g1 ]

KOk K XK kK
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p11 p12 p13
P(t) = | p21 p22 p23
| p31 p32 p33

For the second order system n = 5

* ok X X

zT(t) = [ u(t-1), u(t-2), y(t=1), y(t-2), y(t-3) ]
6(t) = [ ho, h1, g0, g1, g2 ]
pt1t...pl5

P(t) =

p51. . . pb55

zT(t) = [ z1j]
e(t) = [ 0131
P(t) = [ pij]
For first order system i=3, j=3
For second order system i=5, j=5

MC 6821 I/0 interface addressing on MC68000 education computer board
PRA Peripheral Register A

PRB Peripheral Register B

MC68230 PI/T addressing on the MC68000 education microcomputer board
DDRA Data Direction Register A

DDRB Data Direction Register B

CRA Control Register A

CRB Control Register B

CPRH Counter Preload Register High

CPRM Counter Preload Register Middle

CPRL Counter Preload Register Lower

TCR TImer Control Register

TIVR Timer Interrupt Vector Register

TSR Timer Status Register

SAIHR at this location in RAM, the starting address of the intrrupt
handler routine is stored

Kok K K K Ok N ok K K K K Kk K k K K K K k Kk K XK Kk XK XK XK Xk K %k X

ul-u2 DS.W 2 ; controller output u(t-1),u(t-2)

YO-Y3 DS.W 4 ; process output y(t)...y(t-3)

u1 DS.W 1 ; integrator output U(t=1)

T1-T2 DS.W 2 ; time constants t1 and t2 for pole assignment

81-65 DS.W 5 ; hO,ht,g0,g1,82

P1-P25 DS.W 25 ; elements of matrix P(t), P1=pi1
: ; P2=pi12... P6=p21, etc.

W DS.W 1 ; setpoint

L1-L5 DS.W 5 ; intermediate values

S1-S5 DS.W 5 ; intermediate values

H1-H25 DS.W 25 ; intermediate values

K1-K25 DS.W 25 ; intermediate values

R1-R5 DS.W 5 ; intermediate values

DDRA  EQU $3FFF9

CRA EQU $3FFFB

DDRB  EQU $3FFFD

CRB EQU $3FFFF
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PRA EQU $3FFF9

PRB EQU $3FFFD
SAIHR EQU $6C
TCR EQU $10021
TIVR EQU $10023
CPRH  EQU $10027
CPRM  EQU $10029
CPRL  EQU $1002B
TSR EQU $10035
¥ Subroutine

*
*
*
*
*
*

Matrix Multiplication [aijl[bi1l=[cil], i=1..n, j=1..n
Entry: D1, D2 - n

Al - $alt
A2 - $b11
A3 - $c11

Exit: Results are in the memory location from $c11

MX: MOVE.L A2,Al
MX1: MOVE.W (A1)+,DO

K’ oK ok Xk Xk K %k

MULS.W (AY4)+,DO
ADD.L  DO,D4
DBF.L  D1,MX1
BSR*  LMS
MOVE.W D4,(A3)+
MOVE.L #(n-1),D1
MOVE.L A2,Al
MOVE.L #0,DU
DBF.L  D2,MX1
RTS

Overflow Treatment

Check a 32-bit number with 1 bit sign, 15 bit integer and 16 bit
fraction in DY, if it is between -128 to 127.996, then return, if it
is biger than 127.996, then place 127.996 in D4, if it is lower than
-127.996, then place ~127.996 in DU.

Entry: DU - Number

Exit: D& - The number after overflow treatment

LMS:  ASR.L  #8,DU

CMP.L  #$7FFF,D4

BGT - LMS2
CMP.L  #$FFFF8000,D4
BLT LMS3
LMS1: RTS
LMS2: MOVE.W #$7FFF,D4
BRA LMS1
LMS3: MOVE.W #$8000,D4
BRA LMS1
*¥ Initialization

*¥ Set USS with ni1
¥ Set USP with n2

INI: MOVE.L #$n1,A7 ;set USS

MOVE.L #$n2,A1
MOVE.L A1,USP ;set USP
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#$2000, SR sinterrupt enable
#$TFFF, $p11

#$7FFF, $p22 H

#$7FFF, $p33

#$7FFF, $pll

#$7FFF, $p55 ;set initial values of pij, i=j
#$ , $61 ;

#$ ,$62 ;

#$ ,$63 ;

MOVE.W #$ ,$64 :

MOVE.W #$ ,$65
MOVE.W #$ » $T1
MOVE.W #$ ,$T2
MOVE.L #$ ,D1
LEA $u , Al
MOVE.W #0,(A1)+
DBF.L  D1,INI1 ;clear memory locations
MOVE.B #0,CRB H
MOVE.B #$FF,DDRB ;
MOVE.B #U4,CRB ;I1/0 port B output
MOVE.B #0,CRA H

MOVE.B #0,DDRA ;
MOVE.B #4,CRA ;I/0 port A input

MOVE.B #$0,CPRH ;

MOVE.B #$5,CPRM ;

MOVE.B #$DC,CPRL ;set interrupt interval 12 ms

MOVE.B #%$1B ,TIVR ; interrupt vector

MOVE.B #$MA,SAIHR ;interrupt handler routine starting address
MOVE.B #$A1,TCR ;enable interrupt

NOP
BRA

MOVE . W
MOVE.W
MOVE . W
MOVE.W
MOVE.W
MOVE.W
MOVE .. W
MOVE.W
MOVE . W

initial values of 61]

H
sset T1, T2

INIT:

INIZ2:

INI2 ;wait for interrupt

¥ Interrupt Handler Routine
¥ Sampling data
¥ Exit: sampled data in $YO

MJ: MOVE.B  #$36,CRA
NOP
NOP
MOVE.B #$3E,CRA
MJt: BTST #7,CRA
BEQ MJ1

MOVE.B PRA, $YO

¥ y(t)+ply(t=-1)+p2y(t=-2)+qOu(t-1) computation

¥ Entry: D5 - pl

* D6 - - p2

¥ D7 - q0

¥ Exit: D7 - Result

MA: MOVE.B #1,TSR ;enable next interrupt

MULS.W $Y1,D5
MULS.W $Y2,D6
MULS.W $ut,D7
ADD.L  D5,D6
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ADD.L  D6,D7
MOVE.W $YO,D5
MULS.W #$100,D5
ADD.L  D5,DT7

* Calculate [1+ZT(£)P(t-1)Z(t)]
¥ Exit: Result in D6

MB: LEA $P1,A2
LEA $P1,A3
LEA $L1, A4

. MOVE.L #4,D3
MB1: MOVE.L  #4,D2
MOVE.L #0,D4
LEA $ut, Al
MB2: MOVE.W  (A1)+,DO
MULS.W (A2),DO
ADD.L  DO,D4
ADDA #10,A2
DBF.L  D2,MB2
BSR LMS
MOVE.W D4, (A4)+
ADDA #2,A3
MOVE.L A3,A2 -
DBF.L D3,MBH1 ;Lij=z11p1j+zi2p2j+...+z1npnj ;for j=1 ton
MOVE.L #0,D4
MOVE.L #4,D1
LEA $L1, A1
LEA $u1, A2
MB3: MOVE.W (A1)+,DO
MULS.W (A2)+,DO
ADD.L  DO,D4

DBF.L D1,MB3 ;L11z11+4L12z21+. . ... +L1nzn1
ADD.L #1,D4 sk=L11z11+4L12z21+..... +L1nznl+1
BSR LMS

MOVE.W D.4,D6 ;result in D6

¥ Calculate
*P(t)=P(t=1)-P(t-1)2Z(t)ZT(t)P(t-1)[1+2T(£)P(t-1)2(t) ]
¥ Exit: P(t) in memory locations from address $P1

MC: MOVE.L  #4,D1
MOVE.L D1,D2
LEA $P1,A1
LEA $ul, A2
LEA $S1,A3
MOVE.L #0,DU
BSR MX s[pijllzj1])=[si1], i=1..n ;P(t-1)Z(t)
LEA $31, A1
LEA $H1,A3
MOVE.L #4,D3

MC1:  LEA $ui,A2

MOVE.L #4,D2

MOVE.W (A1)+,D1
MC2: MOVE.W D1,DU

MULS.W (A2)+,D4
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DIVS D6,DU
MOVE.W DU, (A3)+
DBF.L  D2,MC2
DBF.L  D3,MC1 shij=sifz1j, i=1..n, j=1..n ; hij=hij/k
MOVE.L #4,D5 sP(E-12zt)zT(t)/k
MOVE:.L #0,DA4
LEA $H1, A1
LEA $K1, Al
LEA $P1,A3
MC3: MOVE.L  #4,D2
MCU: MOVE.L A3,A2
~ MOVE.L #1,D1
MC5: MOVE.W (A1)+,DO
MULS.W (A2),DO
ADD.L  DO,DA4

BVS" OVER
MC6: ADDA #10,A2

DBF.L D1,MC5

BSR LMS

MOVE.W D4, (Al4)+
SUBA #10, A1
ADDA #2,A3
MOVE.L #0,D4
DBF.L  D2,MCl
ADDA #10, A1

LEA $P1,A3
DBF.L  D5,MC3 ;kij=hi1p1j+hi2p2j+..+hinpnj
yi=1...n, j=1...n
BRA MC8 ;
OVER: BTST #31,DO0 P(E-1)Ze)Z2T(E)P(e-1)[1+2T(E)P(t-1)2(t)]
BEQ MCT
MOVE.L #$8000000,D4
BRA MC6
MC7: MOVE.L #$7FFFFFFF,DY
BRA MC6
MC8: MOVE.L  #25,D1
LEA $P1, A1
LEA $K1,A2
LEA $P1,A3
MC9: MOVE.W  (A1)+,DO
MOVE.W (A2)+,D2
SUB.W D2,DO
BVS OVER1
MOVE.W DO, (A3)+
MC10: DBF.L  D1,MC9 ;pij=pij-kij, P(t-1)
BRA MD
OVER1: BTST #15,D2
BEQ MC11
MOVE.W #$7FFF, (A3)+
BRA MC10
MC11: MOVE.W  #$8000, (A3)+
BRA MC10
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% Calculate 8(t)=6(t-1)-P(t)Z(t)[ZT(t)6(t-1)=0(t)]
*¥ Exit: Results of o(t) in the memory locations starting address $61

MD: MOVE.L #{n-1),D1
LEA $u1, A1
LEA $61,A2
MOVE.L {#0,D4

MD1: MOVE.W (A1)+,DO

MULS.W (A2)+,DO0
ADD.L DO, D4

DBF.L  D1,MD1 ;2T(t)e(t-1)
SUB.L  D7,DY

BSR LMS

MOVE.W D4,D7 ;2T(t)e(t-1)-0(t)

MOVE.L #(n-1),D1
MOVE.L D1,D2

LEA $P1, A1

LEA $u1, A2

LEA $R1,A3

MOVE.L #0,D4

BSR MX s P(E)Z(t)
MOVE.L #(n-1),D1

LEA $R1, A1

LEA $R1,A2

MD2: MOVE.W (A1)+,DU
MULS.W D7,D4

BSR ~ LMS
MOVE.W D4, (a2)+

DBF.L  D1,MD2 P(e)Z(e)[2T(t)e(t-1)-¢(t)]
LEA $61,A3

LEA $61,A1

LEA $R1,A2

MOVE.L #(n-1),D0
MD3: MOVE.W (A1)+,D4

MOVE.W (A2)+,D1

SUB.W  D1,D4

BVS"- MD6
CMPI.W #0,D4
BNE MDY

ADD.W  #1,D4
MDL: MOVE.W D4,(A3)+
MD5:  DBF.L  DO,MD3  3:8(t)=6(t-1)-P(£)Z(t)[ZT(t)e(t-1)-0(t)]

BRA ME

MD6: BTST #15,D1
BEQ MD7
MOVE.W #$T7FFF,(A3)+
BRA MD5

MDT: MOVE.W  #$8000,(A3)+
BRA MD5

¥ Calculate controller output u(t)=[RW(t)-GY(t)J/H
¥ PID algorithm

¥ Entry: D3 - W(t), setpoint

¥ Exit: Result u(t) in D1
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ME:

ME1:

¥ Move

MF:

MOVE.L
LEA
MOVE. L
MOVE.W
MULS.W
ADD.L
DBF.L
LEA
MOVE.W
MULS.W
SUB.L
MOVE.W
MULS.W
SUB.L
MOVE .W
MULS.W
SUB.L
MOVE.W
MULS.W
SUB.L
DIVS

#0,D1
$63,A1
#(nB"‘l) aD2
(A1)+,D0 .
D3,D0
DO, D1
D2,ME1
$62, A1
(A1)+,D0
$u1,DO
D0o,D1
(A1)+,DO
$Y0,DO
DO, D1
(A1)+,D0
$Y1,D0
po,D1
(A1)+,D0
$Y2,D0
DO, D1
$81,D1

;80 _ ) .
secounter, if n=5, n3=3; if n=3, n3=2

;giW(t) i=0 to n3-1

(g0+g1+g2)W(t)

we

shiu(e-1)
;RW(t)-hlu(t-1)

; g0y (t)

;gly (k-1)

;RW(E)-GY (£)-hlu(t-1)

;u(t) in D1

data for next step computation

MOVE.W
MOVE.W
MOVE.W
MOVE.W
MOVE.W

¥ Integrator
¥ nl upper limit of the integrator
¥ n5 lower 1limit of the integrator
¥ Integrator output limit

MG:

MG1:

MG2:
MG3:

MGHY:

MG5:

MG6:
MGT:

ADD.W
MOVE.W
CMP.W
BGE
CMP.W
BLE
BRA
MOVE.W
BRA
MOVE.W
MOVE.W
CMPI.W
BLE
MOVE.W
BRA
CMPI.W
BLE
MOVE.B
BRA
MOVE.B
BRA

$ut,$u2
D1, $ut

$Y2,4Y3
$Y1,$Y2
$Y0, $Y1

$U1,D1
D1,D2
#nld,D1
MG1
#n5,D1
MG2
MG3
#n4,D1
MG3
#n5,D1
D1,$U1
##$FF,D2
MGU
#$FF,D2
MG5
#0,D2
MG6
D2,PRB
MI

#0, PRB
MI

s;integrate

sintegrator limitation

;integrator limitation

;output data

;output data
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¥ Calculate qO0, pl1, p2
¥ Exit: DT

MI:

MIt:

D6
D5

MOVE.W
MULS W
DIVS
MULS.W
MOVE.W
MULS.W
DIVS"
MULS.W
DIVS"
MULS.W
MOVE.W
MULS.W
SUB.L
ADD.L
MOVE.W
MULS.W
DIVS
MULS.W
MOVE.W
MULS.W
DIVS
MULS.W
MOVE.W
MULS.W
DIVS
MULS.W
DIVS
MULS.W
SUB.L
ADD.L
BSR
CMP.W
BNE
ADD.W
DIVS
MOVE.W
MULS.W
DIVS
MOVE.L
MULS.W
DIVS
MULS.W
MOVE.W
MULS.W
DIVS
MULS.W
MOVE.W
MULS.W
SUB.L
ADD.L
BSR
MOVE.W

- qo
- p2
- p‘]

$T1,D0
$62,D0
$61,D0
#$100,D0
$62,D1
D1,D1
$61,D1
#$100,D1
$61,D1
#$100,D1
$T2,D7
#$100,D7
DO, D7
D1,D7
$65,DU
#$100,D4
$62,DU
#$100,D4
$6L,D1
#$100, Dt
$61,D1
#$100,D1
$62,D3
$63,D3
$61,D3
#$100,D3
$61,D3
#$100,D3
D1,D4
D3,D4
LMS
##0,DH4
MI1
#1,D4
D4,D7
D7,D6
$65,D6
$62,D6
D7,D0
$63,D0
$61,D0
#$100,D0
$62,D1
#$100,D1
$61,D1
#$100,D1
$T1,D4
#$100,DH4
D1,D4
DO, D4
LMS
D4,D5

;h1t1/h0

;h1h1/(h0h0) -

;£2-h1t1/h0+h1h1/(h0h0)

;g82/hi

;g81/h0

:h1g0/h0h0

;g€2/h1-g1/h0+h1g0/(h0h0)

;q0

;p2

;q0g0/h0

;h1/h0

+£1-h1/h0+q0g0/h0

;p1

A10.9



Floating-point arithmetic

It is generally impractical to employ floating-point representation

in computers with less than 24 bit per word, since the precision
( number of significant digits in the fraction ) is not sufficient for
most applications [53]. However, simulation experience and practical
application showed that a fractional-part of 16-bits would be adequate
for on line self-tuning algorithm [41].

~To improve the accuracy of computation, software was rewritten in

24-bit floating-point arithmetic on 16-bit MC 68000 microcomputer. The

representation of a floating-point word is shown in Fig. A10.2.

'sign *exponent{sign imantissa
1 bit 7 bit 2 bit 14 bit
16 bit
exponent
‘One floating-point word in

mantissa memory locations

Fig. A10.2 One Floating-Point Word

In this format, the floating-point numbers lie in the range of
1.47%10739% x < 1.70*10+38. Numbers represented with 3 bytes make it
possible to optimise floating-point calculations using 16-bit MC 68000;
the operation time is only about 100 ms and this is not likely to cause

any problem for most of processes.

The algorithm implemented in MC 68000 assembly language is given as
follows. In this case, both input and output data are integers of 8-bit

length.
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*¥ Motorola 68000
% 24-bit floating-point arithmetic
¥ Self-tuning PID algorithm

ul-u2
YO-Y3
U1
T1-T1
p1-p2
Q

%
£1-65
W
NUM6-9
S1-5
P1-P25
L1-5
H1-25
K1-25
R1-5

DS.L 2
DS.L 4
DS.L 1
DS.L 2

scontroller output u(t-1),u(t-2)

;process output y(t),y(t-1),y(t-2),y(t-3)
sinterator output U(t-1)

;time constants t1 and t2 for pole assignment

DS.L
DS.L
DS.L
DS.L
DS.L
DS.L
DS.L
DS.L
DS.L
DS.L
DS.L
DS.L

¥ Subroutine
¥ Normalization to the right
*¥ Normalize a floating-point number

*¥ Entry:

Exit:

KoK XK

NORDVW:

NOR1:

Exponent in
Fraction in
Exponent in
Fraction in
MOVE.W D1,D2
ASL .W #1,D2
ROXL.W #1,D2
MOVE.B #0,D3
ADDX D3,D2
BTST #0,D2
BNE NOR1
RTS
ADDB #1,D0
ASR.W #1,D1
RTS

¥ Subroutine
¥ Normalization to the left
¥ Normalize a floating-point number

¥ Entry:

*

¥ Exit:
¥

NORUP:

Exponent in

Fraction in
Exponent in
Fraction in

MOVE.W
AND.W
BEQ
AND.W
CMPI.W
BEQ
CMPI.W

D1,D2
D2,D2
NULL
#$E000
#$2000
CPL
#$C000

sP(z=V)=14p1z”

;Q=q0

s0=P(z~ DY (t)+Q(z" NHu(t-1)

1+p22—2

;h0, hi, g0, g1, g2

;setpoint

;32-bit intermediate results

sintermediate
;intermediate
;intermediate
sintermediate
s;intermediate
sintermediate

DO bit0-7
D1 bit0-15
DO bit0-7
D1 bit0-15

DO bit0-7
D1 bit0-15
DO bit0-7
D1 bit0-15

’D2
»D2

,D2
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BEQ CPL
ASL.W  4#1,D1
SUB.B  #1,D0

BRA*  NORUP
MOVE.B  #0,D0
CPL: ~ RTS

*¥ Number disassembly subroutine 1
¥ Entry: D5 the number

*
*

SP

Exit:

ERt1:

DO bit0-T the exponent of the number
D1 bit0-15 the fraction of the number

MOVE.W D5,D1
ASR.L #8,D5
ASR.L  #8,D5
MOVE.B D5,DO
RTS

¥ Number disassembly subroutine 2
Entry: D5 the number

*
*
*

Exit:

D2 bit0-7 the exponent of the number
D3 bit0~-15 the fraction of the number

SPER2: MOVE.W D5,D3

ASR.L  #8,D5
ASR.L  #8,D5
MOVE.B D5,D2
RTS

¥ Number assembly subroutine
¥ Entry: DO bit0-7 the exponent of the number

*
*

ST

Exit:

OR:

D1 bit0-15 the fraction of the number
DO the number

ASL.L  #8,D0
ASL.L  #8,DO
AND.L  #$FFFF,D1
ADD.L  D1,DO
RTS

¥ Subroutine
The sum of two numbers

*
*¥
*
*
*
*
*

Exit:

AD:

Entry: DO bit0-7 the exponent of number 1

D1 bit0-15 the fraction of number 1
D2 bit0-7 the exponent of number 2
D3 bit0-15 the fraction of number 2
DO bit0-7 the exponent of the sum
D1 bit0-15 the fraction of the sum

MOVE.L  #0,D5
MOVE.B D2,D5
SUB.B bo,D5
BEQ NOS
BGT BIG
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NEG.B D5
ASR.W  D5,D3
BRA NOS
BIG: ASR.W D5,D1
MOVE.B D2,DO
NOS: ADD.W D3,D1

BSR NORDW
BSR NORUP
RTS

¥ Subroutine

*# The subtraction of two numbers

*¥ Entry: DO bit0O-7 the exponent of number 1

* D1 bit0-15 the fraction of number 1

* D2 bit0-7 the exponent of number 2

* D3 bit0-15 the fraction of number 2

¥ Exit: DO bit0-7 the exponent of the subtraction
¥ D1 bit0-15 the fraction of the subtraction

SUBT: NEG.W D3
BRA AD

¥ Subroutine
¥ The multiplication of two numbers
¥ Entry: DO bit0-7 the exponent of number 1
D1 bit0-15 the fraction of number 1
D2 bit0-7 the exponent of number 2
D3 bit0-15 the fraction of number 2
Exit: DO bit0-7 the exponent of the multiplication
D1 bit0-15 the fraction of the multiplication

KoK K K ok

MULTP: ADD.B p2,D0
ASL.W  #1,D1
ASL.W  #1,D3
MULS.W D3,D1
ASR.L  #8,D1
ASR.L  #8,D1-

BSR NORDW
BSR NORUP
RTS

¥ Subroutine

¥ The division of two numbers

¥ Entry: DO bit0O-7 the exponent of number 1

* D1 bit0-15 the fraction of number 1

* D2 bit0-7 the exponent of number 2

¥ D3 bit0-15 the fraction of number 2

¥ Exit: DO bit0-7 the exponent of the result
¥ D1 bit0-15 the fraction of the result

DIVID: AND.W D3,D3
BNE DIVID1
ADD.W  #1,D3
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DIVID1:SUB.B  D2,DO
" ASL.L  #1,D1
MULS.W #$4000,D1
ASL.L  #1,D3
DIVS.W D3,D1

BSR ~  NORDW
BSR NORUP
RTS

¥ Subroutine

¥ The sum of a series of numbers

* Entry: the starting address of the n numbers is $NUM1
¥ Exit: the sum in DO

TEMAD: MOVE.L #(n-2),D7

LEA $NUM1, Al

MOVE.L (AW)+,D5

BSR SPER1
TEMAD1:MOVE.L (AM4)+,DS

BSR SPER2

BST AD

DBF.L  DT7,TEMAD1

BSR STOR

RTS

¥ Subroutine

*¥ Matrix multiplication
(aijllbj1]=[ci1] 1i=t..n j=1..n
¥ Entry: A1  $aii

*

* A2 $b1
* A3 $ec1
¥ Exit: results in the memory locations starting address $c11

MX: LEA $NUM1,AL
MOVE.L #(n-1),D4
MOVE.L #(n-1),D6
MOVE.L A2,A5

MX1: MOVE.L (A1)+,D5

BSR SPER1
MOVE.L (A2)+,D5
BSR SPER2
BSR MULTP
BSR STOR

MOVE.L DO,(Al)+
DBF.L  D4,MX1
BSR TEMAD
MOVE.L DO,(A3)+
MOVE.L #(n-1),D4
MOVE.L A5,A2

LEA $NUM1, Al
DBF.L  D6,MX1
RTS
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¥ ¢=Y(t)+p1Y(t-1)+p2Y(t-2)+qOu(t-1)
¥ Exit: result in $¢

MA: LEA $p1,A1
LEA $Y1,42
LEA $NUM1,A3

MOVE.L #2,D7
MA1: MOVE.L (A1)+,D5

BSR - SPER1
MOVE.L (A2)+,D5
. BSR °  SPER2
BSR MULTP
BSR STOR
MOVE.L DO,(A3)+
DBF.L  D7,MA1 ip1Y(t-1), p2Y(t-2), qOu(t-1)
LEA $NUM1,A3

MOVE.L #2,D7
MOVE.L $YO0,D5

BSR SPER1
MA2:  MOVE.L (A3)+,D5
BSR SPER2
BSR AD _
DBF.L  DT7,MA2 ;Y(£)+p1Y(t=-1)+p2Y(t-2)+qOu(t-1)
BSR STOR
MOVE.L DO, $¢ ;store ¢

* zT(L)P(t-1)
¥ L1j=211p13+212p2j+....z1npnj
¥ Exit: result in memory locations starting address $L1

MB: LEA $P1,A2

MOVE.L A2,A3

LEA = $Li,A5

MOVE.L #(n-1),D6 ;counter
MB1:  LEA $NUM1,Al

LEA $u1, Al

MOVE.L #(n-1),D4
MB2; MOVE.L (A1)+,D5

BSR SPER1
MOVE.L (A2),D5
BSR SPER2
BSR MULTP
BSR STOR

MOVE.L DO, (Al)+
ADDA #20,A2
DBF.L DU4,MB2

BSR TEMAD ;s L1j=211pij+z12p2j+....21npnJ
MOVE.L DO, (A5)+ ; J=1l.n

ADDA #U4,A3

MOVE.L A3,A2

DBF.L D6, $MB1
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¥ 1/[zT(t)P(t-

1)Z(t)+1]

¥ Exit: result in location $NUM6

MC: LEA
LEA
LEA
MOVE.L

MC1: MOVE.L
BSR
MOVE.L
BSR
BSR
BSR
MOVE.L
DBF.L
MOVE.L
LEA
MOVE.L
BSR

MC2: MOVE.L
BSR
BSR
DBF.L
MOVE. B
MOVE. W
BSR
MOVE.B
MOVE . W
MOVE.B
MOVE.W
BSR
BSR
MOVE.L

* P(t-1)-P(t-

$L1,A1

$ut,A2

$NUM1,AH

#(n-1),D4

(A1)+,D5

SPERT

(A2)+,D5

SPER2

MULTP

STOR

DO, (AL)+

DU, MC1 sL11ul, Li12u2, L13Y1, L14Yy2, L15Y3
#3,D7

$NUM1, AL

(A4)+,D5

SPER1

(Al)+,D5

SPER2

AD

D7,MC2 sL1Tu1+L12u2+L13Y1+L1L4Y2+L15Y3
#1,D2

#$2000,D3  ;1+2T(t)P(t-1)Z(t)

AD

DO,D2

D1,D3

#1,D0

#$2000,D1

DIVID 170 1+2T(e)P(e-1)2(t) ]
STOR

DO, NUM6

Ze)z2Te)P(t-1) /02T (L)P(t-1)Z(t)+1]

¥ Exit: results in memory locations starting address $P1

MD: LEA
' LEA
LEA
BSR

LEA
LEA
MOVE.L
MD1: LEA
MOVE.L
MOVE.L
MD2: MOVE.L
BSR
MOVE.L
BSR
BSR
BSR

$P1, A1

$u1,A2

$31,A3

MX ;si1=pitz11+pi2z21+...+pinzni
;i=1 ton, P(t-1)Z(t)

$S1, Al s

$H1,A3

#(n-1),D4

$u1,A2

#(n-1),D6

(A1)+,D7

D7,D5

SPER1

(A2)+,D5

SPER2

MULTP

STOR
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MD3:
MDY :

MD5:

MD6:

MDT:

MOVE.L
DBF.L
DBF.L
MOVE.L
LEA

TTIOA
LoAa

LEA
MOVE.L
LEA -~
MOVE.L
MOVE.L

- MOVE.L

BSR
MOVE.L
BSR
BSR
BSR
MOVE.L
ADDA -
DBF.L
BSR
MOVE.L
SUBA
ADDA
DBF.L
ADDA
LEA

- DBF.L

MOVE.L
LEA
LEA
LEA
MOVE.L
MOVE.L
BSR
MOVE.L
BSR
BSR
MOVE.B
MOVE.W
MOVE.L
BSR
BSR
BSR
MOVE.L
DBF.L

DO, (A3)+
D6,MD2
D4, MD1
#(n-1),Dk
$H1,A1

dna AN
PrigHc

$K1,A3
#(n-1),D6
$NUM1,Al
A2,A5
#(n-1),D7
(A1)+,D5
SPER1
(A5),D5
SPER2
MULTP
STOR

DO, (Al)+
#20, A5
D7,MD5
TEMAD

DO, (A3)+
#20, A1

D6,MDY
#20, A1
$P1,A2
D4, MD3

#15,D4
$K1,A1
$NUMG6, A2
$P1,A3
A3, Al
(A1)+,D5
SPER1
(A2),D5
SPER2
MULTP
DO,D2
D1,D3
(A3)+,D5
SPERI1
SUBT
STOR

DO, (Ald)+
D4 ,MD7

shij=si1z1j, i=1 ton, j=1 ton

sKij=hilp1lj+hi2p2j+...+ hinpnj
;3i=1 ton, j=1 ton
sP(e-1)2(8)Z2T(£)P(t-1)

;P(E)

¥ 9(t-1)-P(t)Z(e)[zT(t)e(t-1)-¢ ]

MF :

LEA
LEA
LEA
BSR
LEA
LEA

$P1,A1
$u1,A2
$R1,A3
MX

$ul, Al
$061,482

sP(E)Z(t)
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LEA $NUM1, Al
MOVE.L #(n-1),D4

MF1: MOVE.L (A1)+,D5
BSR SPER1
MOVE.L (A2)+.D5
BSR SPER2
BSR MULTP
BSR STOR

MOVE.L DO, (Al)+
DBF.L DY, MF1
MOVE.L #(n-2),DT

LEA $NUM1, Ad
MOVE.L (Al)+,D5
BSR SPER1
MF2: MOVE.L (Ab4)+,D5
BSR SPER2
BSR AD
DBF.L  D7,MF2 ;2T(t)e(t-1)
MOVE.L $¢,D5
BSR -~  SPER2
BSR SUBT
BSR STOR ;2T(t)e(t-1)-9

MOVE.L #(n-1),D4
MOVE.L DO,DT

LEA $R1, A1
LEA $61,A2

, MOVE.L A2,A3

MF3: MOVE.L (A1)+,D5
BSR SPER1
MOVE.L D7,D5
BSR SPER2
BSR MULTP

MOVE.B DO,D2
MOVE.W D1,D3
MOVE.L (A2)+,D5

BSR SPER1
BSR SUBT
BSR STOR

MOVE.L DO, (A3)+
DBF.L  D4,MF3  ;6(t)=0(t-1)-P(t)Z(t)[ZT(t)e(t-1)-¢]

¥ u(t)=[RW(t)-GY(t)]/H
¥ Exit: DO the exponent of u (t)

* D1 the fraction of u (t)
MG: LEA $NUM1,A3
LEA  $NUMT,A2
MOVE.L #1,Dd
LEA $63, A1
MOVE.L (A1)+,D5
BSR SPER1
MG1: MOVE.L (A1)+,D5
BSR SPER2
BSR AD
DBF.L  DU,MG1 ;80+g1+g2
MOVE.L $W,D5
BSR SPER2
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MG2:

MG3:

MG4:

BSR
BSR
MOVE. L
LEA
LEA
MOVE. L
MOVE.L
BSR
MOVE. L
BSR
BSR
BSR
MOVE. L
DBF.L
LEA
MOVE. L
MOVE. L
BSR
MOVE.L
BSR
BSR
DBF.L
NEG.W
BSR
MOVE. L
MOVE.L
BSR
MOVE. L
BSR
BSR
NEG.W
LEA
MOVE. L
MOVE.L
BSR
BSR
DBF. L
MOVE. L
BSR
BSR

MULTP
STOR

DO, (A2)+
$63, A1
$YO0, Al
#2,D4
(A1)+,D5
SPER1
(A4)+,D5
SPER2
MULTP
STOR

DO, (A3)+
D4, MG2
NUM1,A3
#1,DU
(A3)+,D5
SPER1
(A3)+,D5
SPER2

AD

D4, MG3
D1

STOR

DO, (A2)+
$082,D5
SPER1
$u1,D5
SPER2
MULTP

D1
$NUM1, A2
#1,D4
(A2)+,D5
SPER2

AD

DU, MGY
$61,D5
SPER2
DIVID

; (g0+g1+g2)W(t)

;80Y(t), gly(t-1), gay(t-2)

;80Y (t)+g1Y (t-1)+g2Y(t-2)

;[g0+g1+g2W(t)-[g0Y (t)+g1Y (t-1)+g2Y(t-2)]

;-htu(t-1)

su(t)

* q0=[t2-h1t1/h0+h1h1/h0h0]/[g2/h1-g1/h0+h1g0/h0h0]
¥ Exit: g0 in the memory location addressing $Q

MH:

LEA
MOVE.L
BSR
MOVE.L
BSR
BSR
MOVE.L
BSR
BSR
NEG.W
BSR

$NUM1, A1
$62,D5
SPER1
$T1,D5
SPER2
MULTP
$61,D5
SPER2
DIVID
D1
STOR
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MOVE.L
MOVE.L
BSR
MOVE.B
MOVE.W
BSR
MOVE.B
MOVE.W
MOVE.L
BSR
MOVE. B
MOVE.W
BSR
MOVE.B
MOVE.W
MOVE.B
MOVE.W
BSR
MOVE.L
BSR
BSR
MOVE.L
BSR
BSR
BSR
MOVE.L
LEA
MOVE.L
BSR
MOVE.L
BSR
BSR
MOVE.B
MOVE.W
MOVE.L
BSR
MOVE.B
MOVE.W
BSR
MOVE.B
MOVE.W
MOVE.B
MOVE.W
BSR
BSR
MOVE.L
“MOVE.L
BSR
MOVE.L
BSR
BSR
NEG.W
BSR
MOVE.L
MOVE.L
BSR
MOVE.L
BSR

DO, (A1)+
$62,D5
SPER1
DO,D2
D1,D3
MULTP
DO,DY
D1,D6
$01,D5
SPER1
DO,D2
D1,D3
MULTP
DO,D2
D1,D3
D4,DO
D6,D1
DIVID
-(A1),D5
SPER2
AD
$T2,D5
SPER2
AD

STOR

DO, (A1)+
$63,A2
(A2)+,D5
SPER1
$62,D5
SPER2
MULTP
DO, DU
D1,D6
$61,D5
SPER1
DO,D2
D1,D3
MULTP
DO,D2
D1,D3
D4,DO
D6,D1
DIVID
STOR

DO, (A1)+
(A2)+,D5
SPER1
$61,D5
SPER2
DIVID

D1

STOR

DO, (A1) +
(A2)+,D5
SPER1
$62,D5
SPER2

:=h1t1/h0

;+h1h1/h0h0

;h1h1/(h0Oh0)-h1t1/h0

;£1+h1h1/(h0Oh0)-h1t1/h0

;g0h1/(h0h0)

;+—g0/h0
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BSR DIVID
MOVE.L -(A1),D5

BSR SPERZ2

BSR AD

MOVE.L -(A1),D5 ’
BSR SPER2

BSR AD $22/h1-g1/h0+h1g0/(h0nh0)

MOVE.B DO,D2
MOVE.W D1,D3
MOVE.L -(A1),D5
BSR SPER1

BSR DIVID ; q0
MOVE.B DO,D4
MOVE.W D1,D6
MOVE.B DO,D2
MOVE.W D1,D3

BSR STOR

MOVE.L DO, $Q

¥ p2=q0g2/h1
¥ Exit: p2 in the memory location addressing $p2

MI: MOVE.L $65,D5

BSR SPER1
BSR MULTP

MOVE.L $82,D5

BSR SPER2

BSR DIVID

BSR STOR

MOVE.L DO, $p2 ;D2

¥ p1=t1+q0g0/h0-h1/h0
¥ Exit: pl1 in the memory location addressing $p!

MJ: MOVE.B D4,DO
MOVE.W D6,D1
MOVE.L $63,D5

BSR SPER2
BSR MULTP

MOVE.L $61,D5

BSR SPER2

BSR DIVID

MOVE.B DO,DY

MOVE.W D1,D6 ;q0g0/h0
MOVE.L $62,D5

BSR SPER1

MOVE.L $61,D5

BSR SPER2

BSR " DIVID

NEG.W D1

MOVE.B D4,D2
MOVE.W D6,D3

BSR ~ AD ; q0g0/h0-h1/h0
MOVE.L $T1,D5
BSR °  SPER2
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Appendix 11

: Experimental Results in Tabular Form

This Appendix contains some experimental results which are

classified and tabulated as follows:

Table 1-8 are experimental results obtained using the stepped bore

reduction

Téble
Table
Table
Table
Table
Table
Table
Table
Table
Table
Table
Table
Table

Table

Table
Table
Table
Table
Table

Table

Table

unit.

1 : Copper wire - WVG 23, 110°C

2 : Copper wire = WVG 23, 120°C

3 : Copper wire - Nylon 6, 240°C

4 : Copper wire - Nylon 6, 260°C

5 : Copper wire - Nylon 6, 280°C

6 : Copper wire - ELVAX 650, 140°C

7 : Copper wire - ELVAX 650, 150°C

8 : Copper wire - ELVAX 650, 160°C

9 : Temperature step response of the polymer melt chamber

10 : Closed-loop step response of the polymer melt chamber

11 : Speed step response of the hydraulic drive system

12 : Sampled data / output data of the microcomputer

13 : Open-loop step response of the speed control system

14 : Fluctuation of the PRA readings after a rapid change in
drawing speed

15 : PRA / length of the produced wire, ELVAX 650, 150°C

16 : PRA / length of the produced wire, ELVAX 650, 150°C

17 : PRA / length of the produced wire, ELVAX 650, 150°C

18 : PRA / length of the produced wire, WVG 23, 110°C

19 : Open-loop step response of the temperature platform

20 : system output of the temperature platform at
commissioning stage

21 : Closed-loop step response of the temperature platform
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Table 1

: Copper wire - WVG 23,

( RH=4, RL=2.5, D=0.45 mm )

110°C

Speed ms~! 0.088 0.12 0.16 0.181 0.224 0.272 0.328 0.384 0.44
PRA 0 2.2 3.1 3.9 5.4 8.45 10.3 12.3 13.6
0.48 0.512 0.552 0.576 0.624 0.704 0.76 0.8 0.864
14.0 14.8 16.4 16.4 16.4 16.8 18.4 18.0 18.0
0.896 0.96 1.032 1.12 1.2 1.248
18.0 18.0 16.8 16.8 16.0 15.6
Table 2 : Copper wire - WVG 23, 120°C
( RH=Y, RL=2.5, D=0.45 mm )
Speed ms~' 0.232 0.31 0.33 0.384 0.448 0.512 0.568 0.608 0.656
PRA 2.2 43 5.2 6.1 7.3 8.6 86 9.4  10.3
0.704 0.76 0.832 0.912 0.976 1.0: 1.12
10.7 11.1  12.3 10.7 10.7 10.7 10.3
Table 3 : Copper wire - Nylon 6, 240°C
( RH=Y4, RL=2.5, D=0.45 mm )
Speed ms~1 0.85 0.98 1.05 1.13 1.2 1.3 1.38 1.5 1.6
PRA 13.4  16.6 18.6 18.5 20.6 20.6 21.3 20.6 21.0
1.65 1.75 1.9 1.93 2.0
21.0 23.3 21.3 20.1 19.6
Table 4 : Copper wire - Nylon 6, 260°C
( RH=4, RL=2.5, D=0.45 mm )
Speed ms~1 0.2 0.33 0.36 0.4 0.51 0.55 0.61 0.69 0.71
PRA 2.9 9.5 7.6 13.8 13.0 7.3 1.1 9.4 13.6
0.72 0.83 0.85 0.93 1.03 1.15 1.2 1.26
16.6 18.2 14.9 16.9 18.8 18.2 19.6 18.8
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Table 5

: Copper wire - Nylon 6, 280°C

( RH=4, RL=2.5, D=0.45 mm )

Speed ms™! 0.25 0.3  0.33 0.38 0.52 0.55 0.65 0.69 0.75
PRA 2.0 4.0 9.2 5.6 10.6 8.8 9.81 11.7 14.0
0.83 0.9 0.96 1.01 1.05 1.14 1.18 1.2 1.25
10.0 13.5 12.7 13.6 16.0 14,1 14,7 12.0 14.3
Table 6 : Copper wire - ELVAX 650, 140°C
( RH=4, RL=2.5, D=0.45 mm )
Speed ms™! 0.05 0.12 0.13 0.15 0.16 0.16 0.18 0.18 0.2
PRA b,y 4.8 6.6 8.7 8.7 6.9 12.9 7.8 8.69
0.22 0.25 0.27 0.3 0.34 0.38 0.L2 0.47 0.51
9.5 9.5 9.5 10.8 10.4 12,9 15.0 17.4 17.0
0.53 0.57 0.58 0.61 0.65 0.71 0.74 0.77 0.8
15.0 17.0 17.0 17.0 17.8 17.4 18.6 21.0 20.0
Table 7 : Copper wire - ELVAX 650, 150°C
( RH=4, RL=2.5, D=0.45 mm )
Speed ms~! 0.03 0.08 0.1 0.1 0.14 0.17 0.19 0.22 0.28
PRA b,y 6.5 4.8 6.5 6.5 6.5 8.7 9.1 9.5
0.32 0.36 0.41 0.44 0.59 0.65 0.7 0.72 0.75
10.8 9.5 12.1  12.1  12.9 12.9 145 12.9 15.8
0.75 0.8 0.86 0.92 0.94% 0.98 1.0l
17.8 17.8 17.8 19.0 19.4 21.0 21.0
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Table 8 : Copper wire - ELVAX 650, 160°C

( RH=4, RL=2.5, D=0.45 mm )

Speed ms™ 1 0.038 0.06 0.09 0.12 .14 0.18 0.2 0.2k 0.26
PRA 4.y by 8.3 5.7 9.5 10.8 8.7 9.5 9.5
0.29 0.35 0.38 0.43 0.46 0.52 0.6 0.74 0.88
8.3 9.1 9.1 10.8 10.8 12.9 12.9 13.7 13.7
0.9 1.02  1.12  1.14 1,15
13.7 16.6 17.0 16.6 18.2
Table 9 : Temperature step response of the polymer melt chamber
( step input 100 V)
Time minute 0 4 7 9 1 14 17 20 23 28 34
Temperature °C 22 23 25 27 30 35 39 4y 47 54 61
39 46 52 58 65 72 83 92 103 113 120
65 71 76 _ 80 84 88 93 96 100 103 105
145 162 180 190
112 114 114 114
Table 10: Closed-loop step response of the polymer melt chamber
Time minute 0 3 5 7 11 13 18 20 22 24
Temperature °C 21 22 29 39 51 56 66 69 72 75

28 34 38 U6 60

79 83 86 90 90
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Table 11: Speed step response of the hydraulic drive system

Time second O 1 2 3 y 5 6 7 8 9

Speed ms™

0.24 0.37 0.58 0.73 0.77 0.79 0.77 0.75 0.76 0.76
10 11 12 13 14 15 16 17 18 19
0.77 0.77 0.78 0.78 0.79 0.79 0.78 0.78 0.78 0.78
20 21 22 23

0.79 0.79 0.78 0.78

Table 12: Sampled data / output data of the microcomputer

Sampled data 0 8 16 2y 32 u8 n 80 96 112

OQutput data

0 2 " 12 17 32 47 65 82 104
128 T4h 160 176 192 208 216 224 232 240

125 143 162 180 198 215 223 230 239 247

248 255
253 255
Table 13: Open-loop step response of the speed control sysetm

Time ms

Speed ms”

1

0 12 24 36 48 60 T2 84 96 108
0 0 0.05 0.14 0.26 0.36 0.43 0.49 0.54 0.59
120 132 144 156 168 180 192 204 216 228
0.62 0.64 0.66 0.68 0.69 0.71 0.72 0.73 0.74 0.75
240 252 264 276 288 300 312 324 336 348
0.75 0.76 0.77 0.78 0.78 0.79 0.79 0.79 0.79 0.80
360

0.80
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Table 14: Fluctuation of the PRA readings after a rapid change in

drawing speed

Time ms 0 24 48 72 96 120 144 168 192 216
PRA 2.1 18.1 3 32;1 22.8 18 12.8 v13.5 13 11.6
240 264 288 312 336 360 384 408 432 456

12 17.9 11.3 11.1 10.6 10.4 11.3 10.9 10.4 10.4

Table 15: PRA / length of the produced wire

ELVAX 650, 150 °C

Length m 0.25 0.5 0.75 1.0 1.25 1.5 1.75 2.0 2.25 2.5

PRA 2.2 3.5 5.6 6.5 7.3 10,7 12.3 14.4 16.4 18.0

Table 16: PRA / length of the produced wire

ELVAX 650, 150 °C

Length m 0.25 0.5 0.75 1.0 1.5 2.0 2.5 3.0 3.5 k.0
PRA 1.31 2.19 2.62 b.,35 5.63 6.49 9.85 10.69 12.75 14.79
.5 5.0
16.81 19.2
Table 17 : PRA / length of the produced wire

ELVAX 650, 150 °C

Length m 0 1 2 3 Y 5 6 7 8 9
PRA 0.9 2.1 3.92 5.2 7.3 9.4 10.7 12.7 13.9 15.6

10 1" 12

17.2 18.8 21.2
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Table 18 :

PRA / length of the produced wire

WVG 23, 110°C

Length m 0.5 1 1.5 2 2.5 3 3.5 4 k45 5
PRA 0.9 2.2 3.1 4.3 5.6 6.5 7.3 7.3 8.6 9.9 10.7
Table 19 : Open-1loo0p step response of the temperature platform

Time minute

0 1 2 3 h 5 7 9 11 13 15

Température°C 22.0 26.4 30.3 33.9 37.4 40.6 U46.3 51.2 55.5 60.0 62.1

17 19 21 23 25 27T 31 38 37 M1 45
64.8 66.9 68.9 70.5 71.8 72.8 T4.7 75.7 76.4 77.5 78.0
50

78.0

Table 20 :

system output of the temperature platform

at commissioning stage

Time minute

Temperature °C

0 5 10 15 20 22 25 30 35 4o u2
26.4 40.3 51.8 59.8 61.0 56.4 49.4 41.0 35.0 30.7 29.5
43 45 50 55 60 62 67

29.0 34.0 48.0 57.4 63.8 65.7 54.0

Table 21 :

Closed-loop step response of the temperature platform

Time minute

0 0.5 2.5 4.5 6.5 8.5 10.5 12.5 14.5 16.5 18.5

Temperature °C 25.8 26.4 32.5 39,1 44,7 49,3 53.6 57.0 59.1 60.4 61.0

20.5 22.5

61.2 61.2
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Appendix 12 : Paper Published

THE OPTIMISATION OF A PLASTO-HYDRODYNAMIC WIRE-DRAWING PROCESS

t * -
G. R. Symmons , M. S. J. Hashmi and Y. D. Xie1

1 Sheffield City Polytechnic, England

* N.I.H.E. Dublin,

ABSTRACT

Non linear equations have been formulated for the
pressure and axial stress increment in a conical orifice
filled with a viscous fluid through which a circular
cross section solid continuum is being pulled. The
viscous fluid was assumed to be non Newtonian, where the
viscosity is dependent upon pressure and the continuum
was assumed to be rigid nonlinearly strain hardening.

A finite-differences numerical technique has been
applied to solve these equations to enable predictions
to be made of the non linear deformation profile of the
continuum. Computer results on the effects of changes
in geometry of the conical orifice on the magnitude and
extent of deformation of the wire are presented in
graphical form.

KEYWORDS

Plasto-hydrodynamics, wire-drawing, die-less,
non Newtonian fluids, non linear strain hardening.

INTRODUCTION

In conventional drawing of wire, the diameter is
reduced by pulling it through a reduction die, resulting
in wear and time dependent size of product. A developed
technique (1,2) enables the wire diameter to be reduced
without using any conventional reduction die. 1In this
process the wire is pulled through a tubular orifice of
tapered bore which is filled with a viscous fluid. An
important feature of the process is that the smallest
bore size of the orifice is always greater than the
diameter of the undeformed wire and hence no metal to
metal contact takes place.

The pulling action of the wire through the viscous
fluid gives rise to a drag force and generates ’
hydrodynamic pressure on the wire. The magnitude of the
combined drag force and pressure generated depend upon
the type of fluid and geometric configuration of the
orifice. By design and optimisation the combined drag
force and pressure initiates plastic yielding and
permanent deformation to the wire.

In order to optimise the process to give its full
potential it is necessary to analyse the mechanics of
the deformation process inside the tubular process. 1In
references (3,4) closed form analytical solutions were
presented based upon predetermined deformation profiles.
An improved method of determining deformation values
using a finite-difference technique was presented in (5),
assuming a Newtonian fluid with a rigid nonlinearly
strain hardening wire.

High pressures are generated in an optimised
condition to cause deformation of the wire such that
the effect of pressure on the viscosity of the fluid
becomes significant. The present analysis uses a finite-
difference technique assuming a non Newtonian fluid
dependent upon pressure with a rigid non-linearly strain
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hardening wire. The results enable the geometry of the
orifice to be optimised for maximum reduction in area of
the wire.
ANALYSIS

The analysis is based on the geometrical config-

uration shown in Fig. la. where a round continuum,
diameter D3 is pulled through a tapered orifice filled

with a fluid, the gap at any point is given by
h = hl - kx
where

k

n

(hy - h;)/B

In order to establish a mathematical forrmulation of
the process the following assumptions are made:

(1) the fluid has a viscosity which is independent
upon shear stress but dependent upon pressure
du
= ap = =
7 H.e and 1 3y

(i41) flow is axial and laminar

the thickness of the fluid layer is small compared
to the bore of the orifice, and

(1ii)

(iv) the pressure in the fluid is uniform in the
thickness direction at any point along the length
of the orifice, p = p(x).

Considering the hydrodynamics of the fluid
g _ n .
ax 3y for equilibrium

hence the velocity distribution in the gap is given by

RN S| LI -
u = 20 (dx)(y hy) + V(l-y/h)

for the boundary conditions u = o at y = h and u =V
and y = o.

The flow of the fluid in the direction of pull is

O = Sy = 121 @ * 2

For steady state conditions

b dp,

= + Constant
ontax Vh Consta

boundary condition when x = ;, p = max,



hence constant = -Vh

where h = hy - Kx

dp &
< ax )

1
A O

substituting for p = u°eap

dp _ ap 1 _ h
ax = e YV 0T T ke ()

integrating and applying the boundary condition
p=oat x=o

1 6u,Va 1 h 1

p =~ zln 1- K — (2)

h
Fikx ~ Zho0 ) "Ry T

Position of maximum pressure

Applying the boundary condition p = o at x = B
where h; - kx = h,, the right hand side of equation must

be unity i.e.

6u Va h h
{ - Hed 1 “ET I S (N
Xk n, 2nf " h; ' 7n}
.- 2h3h,
SR e — 3
1+h,
and
- hiB
x hith, t4)

Axial stress in the wire prior to deformation

An axial stress in the wire will be prbducod by the
shear stresscs in the fluid acting on the surface of the
wire,

Substituting the velocity gradient of the fluid into

du ldp w
T uS; glves T = 2(dx)(2y~h)~ h

[NT5-4

=-bdp WV :
1 G M (5)

at y = o x

Substituting for gs from equation (1) into (5)

p{ 3 4

a
Ty = KV U RITRT T hiokx t6)
From equation (2)
2P = 1
= l_ﬁroa{( 1 _ Thr (_1__’ b— )J (7)
X hy=kx ~ 2(h;-kx)?’' 'h1  2hn}
The drag force f = ffnanxdx
4F 4 x
1l st B —— = —
Axial stress 6x w4 le,Tde (8)

Substituting Tx and eap from equations (6) and (7)
respectively and integrating gives the solution 6x
for two conditions

- 1 h -
(1) when 12u°hVa(hl- 2hl) + 2hK 6u va>0
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6u Va(ﬂ-h,L
2KA2 x+ L

/6u°VaA1

-2 K

-1
6x = A,+A,(tan

L i va(hi-h))

-tan’ h,

Yo Vah

- 2hl}<) (%)

- 1 _
12uva (s - o w2k - 6n va
1

where A =
2h;

&
2h}

k4
[

1
= 5M°V3(K -) + K
1

>
[
N1 -4

8Vu Kx
Stn| (1~ TXya_ R Va ()
DA, n|( L K:E__(hl Kx

1 h
- (gl‘ EET)(hl—RX)d |

2 2
véu Vah,

A, = (3h - -
1 _h o _x
h 2h; 61 Va
and

- h -
(ii) when 12uuhVa(% - 3n7) * 2hK - 6u, Va<o
1 1

éx = A, + A, - 1nl(2KA’X4B’-B‘B"E)| (Qa)
(2KA, x+B,+B, B, -B,)
where B) = 2th+¢6u°VaAl
B, = 6n Va;h—h,)

1

B, = -Zh)KolbuuVEKT

Plastic yielding

The combined effects of the axial stress and the
hydrodynamic pressure can cause plastic yielding of the
continuum if the yield criteria is satisfied. 1If the
material of the continuum is assumed to be rigid non
linearly strain hardening then the flow stress can be
expressed as

Y=y, +Aac" (11

°

- then according to the Tresca yield criterion, plastic

yielding will commence at a point x, provided that

p+d8x =Y

°

Once plastic yielding has commenced, strain hardening‘
of the materjal will take place and yielding will
continue as long as

p+8 =¥>v¥,+nc (12)

The deformation zone

Consider the geometrical configuration shown in
Fig 1b and an element of continuum being deformed in
Fig lc. A finite difference technique is adopted to
express the pressure and axial stress equations between
two points Ax distance apart on the deforming cont inuum
assuming the deformation takes place ligearly. It is
assumed that deformation ceases at x = x where

dp

dx 0



Equation (1) when expressed in finite difference form
gives the pressure values at different points, distance
Ax apart.

1 h
py"py ¢ GuiviAX(E - h—,i) (13)
where
2
Vi = Vil By /Py
D, =Dy g - 2b, Ax

hi = hi-l - (K-bi)AX
o= u,eapi'l

The equalibrium condition for a small element being
deformed shown in Fig 1c gives

dD
abx = -ZTr(Y + 1xcota)

where D = Dy - 2bx ,". dD = -~ 2bdx
and cot a = -1/2b

hence the axial stress in the continuum can be expressed
in finite difference form

4bsAxY;  4bxp 3v,h
axl - 6xi-l iD ~ D.h t {4V1' L } (14)
i 1Py hy
where
Y, = ¥, +a{ln(y/p,) )" (15)

Deformation of the continuum continues as the plasto-
hydrodynamic compatability equation is satisfied

p, + 6xi = ¥y

The procedure for predicting the theoretical results
involved the determination of x, the distance from the

entry of the orifice where plastic deformation commences.
This position satisfies the equation p + 6x =Y, and

is found by iterative computation of equations (2), (8)
and Y, . From this point onward, the extent of the

plastic deformation is known. Equations (13) and (14)
are combined for small increments Ax to equate to
equation (15) and the slopes b are found by iterative
computation. The deformation profile and percentage
reduction in area are predicted for changes in
drawing speed and orifice geometry.

Notations

= Length of the orifice

Diameter of wire

Drag force

Pulling velocity

Hydrodynamic pressure

Shear stress at fluid/wire interface

Axial stress in wire

Yield stress of wire material

Gap between wire and orifice
Dynamic viscosity of fluid

Distance along orifice from leading edge
Distance from wire surface into gap
Viscosity pressure coefficient
Deformatjon profile constant
Plastic strain in the wire

Strain hardening coefficient
Material constant
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RESULTS AND DISCUSSION

Theoretical results were calculated on standard
values of parameter obtained from experimental studies.
The equations governing the déformation zone were solved
at steps of =

- Ax = XX
15

from the position of the onset of yield x_.

The data below were the parameters used:
length of orifice B = 45mm, inlet gap hy; = 0.5mm,
outlet gap h,= 0.075mm, initial diameter of wire

D, = 1.625mm, viscosity of fluid at normal pressure

W, = 120Ns/m*, viscosity constant relating to pressure

a=2.0x 10-°, initial yleld stress of continuum
Y, = 100MN/m*, material constant A = 341MN/m’ and

strain hardening index n = 0.25.

Fig 2 shows the hydrodynamic pressure profile
generated in the orifice when pulling the wire at 0.3im/s.
The effect of non-Newtonian behaviour can be observed with
the steep increase in pressure approaching the maximum at
38mm along the orifice. A maximum pressure of 160 MN/m’
can be generated in the fluid by hydrodynamic means, with
a shape factor K = 0.0094°',

The onsct of yicld in the wire begins when the sum of
the hydrodynamic pressure and the axial stress equals the
yield stress of the wire material. Fig 3 shows the
computer results of the position of the onset of yield in
the orifice. This position is dependent upon drawing
speed and shape factor K and the graph shows the optimum
value of K for threc speeds. For the standard values of
parameters stated above, a low K value in the region of
0.001 provides early deformation in the orifice.

The completion of yielding is at the maximum pressure

position because there is a change of sign of the pressure
gradient. The Poiseuille type flow is then in opposition
to the Couette flow thus significantly reducing the

shear stress together with the reduction in pressure.

Fig 4 shows this position for changes in the outlet and
inlet fluid gaps. A high value of K extends the maximum
pressure position towards the outlet end of the orifice.
There is therefore a conflict in the optimised requirements
for x, and X in terms of XK. Optimisation of K to produce

a long length of deformation profile is therefore a more
practical way of gaining maximum reduction in area.

Fig 5 shows the computer results for the length of
deformation for three drawing speeds and a K value in the
region of 0.002 give maximum lengths.

Deformation profiles for three drawing speeds are
given in Fig 6 and a comparison of theoretical profile
with an experimental profile from ref (5) is given in
Fig 7. Comparison of the experimental and theoretical
deformation profiles are for the same level of percentage
reduction in area of 23%, Although there is a mismatch
in the drawing speeds to attain a common percentage
reduction in area, the difference is significantly less
than the Newtonian Solution in (5).

Finally, Fig 8 shows the changes of maximum drag
force Fmax' length of deformation zone L and percentage

reduction in area PRA against K. The effect of change in
K is significant and optimises to a maximum of 0.0023.

COMCLUSIONS

A numerical solution has been developed to predict
the deformation of wire drawn through a conical orifice
filled with a non-Newtonian fluid.

For the same extent of deformation the theoretically
predicted profiles shaw a closer agreement to observed
experimental results than a previous Newtonian solution.



At drawing speeds in excess of Im/s, the ayreement

between actual and predicted percentage reduction in area

is poor.

However at low drawing speeds, the optimisation

technique described in this paper is valid for the design
of the orifice in this new process.
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