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Abstract: In this work, we evaluated the efficacy of Google’s Pathways Language Model (GooglePalLM)
in analyzing sentiments expressed in product reviews. Although conventional Natural Language Pro-
cessing (NLP) techniques such as the rule-based Valence Aware Dictionary for Sentiment Reasoning
(VADER) and the long sequence Bidirectional Encoder Representations from Transformers (BERT)
model are effective, they frequently encounter difficulties when dealing with intricate linguistic
features like sarcasm and contextual nuances commonly found in customer feedback. We performed
a sentiment analysis on Amazon’s fashion review datasets using the VADER, BERT, and GooglePaLM
models, respectively, and compared the results based on evaluation metrics such as precision, recall,
accuracy correct positive prediction, and correct negative prediction. We used the default values of
the VADER and BERT models and slightly finetuned GooglePaLM with a Temperature of 0.0 and an
N-value of 1. We observed that GooglePaLM performed better with correct positive and negative
prediction values of 0.91 and 0.93, respectively, followed by BERT and VADER. We concluded that
large language models surpass traditional rule-based systems for natural language processing tasks.

Keywords: sentiment analysis; natural language processing; GooglePaLM; product reviews; BERT;
VADER; emotion detection; large language models

1. Introduction

In the digital era, online product reviews have become an indispensable tool for con-
sumers making purchasing decisions. This is driven by the prevalence of e-commerce
platforms like Amazon and Alibaba. These reviews, rich in user sentiment and opinions,
significantly influence purchasing behavior through Word-of-Mouth (WOM) communica-
tion. They not only assess product quality but also sway decision-making, particularly for
new items [1,2]. The burgeoning significance of product reviews across diverse industries
underscores the critical role they play in shaping consumer perceptions and choices. For
instance, positive online reviews can provide a safety net for online customers, acting
as “social proof” for the willingness to purchase an item on any e-commerce platform.
It fosters decision-making, authenticity, and provides unbiased perspectives from users’
feedback on specific issues a prospective customer might have [3]. Online reviews have
facilitated the purchase decision of any product or service for prospective customers, and
this has been made more accessible by e-commerce platforms. The feedback from a review
translates into positive improvement in products and services provided by organizations
which, in turn, has led to high profit margins for organizations and a high propensity for
customer purchases [4].

Natural Language Processing (NLP) has evolved significantly, starting from its incep-
tion in the 1950s with early endeavors like the Georgetown-IBM experiment, which laid the
groundwork for machine translation [5]. Subsequent decades saw advancements in chat-
bots such as ELIZA and PARRY, incorporating statistical techniques like Hidden Markov
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Models in the late 1980s [6]. The 2000s ushered in machine learning techniques, including
neural networks and deep learning, revolutionizing NLP [7]. NLP has emerged as a pivotal
tool for handling the vast volume of online reviews. NLP, a subset of artificial intelligence,
empowers computers to understand, analyze, and generate human language [8]. Sentiment
analysis, a crucial aspect of NLP, involves identifying emotions in textual content such as
product reviews. Traditional methods relied on lexicons and rule-based systems such as
Valence Aware Dictionary for Sentiment Reasoning (VADER) and TextBlobs, evolving into
statistical methods like Naive Bayes and Support Vector Machines for classification [9].
However, challenges persist in the application of these methods, especially in the man-
ual reconfiguration of text vectors when the rule of embedding changes, causing greater
financial strain [10]. This has led to the development of deep learning techniques such
as recurrent neural network (RNN), Long short-term memory (LSTM), Bidirectional long
short-term memory (BiLSTM), and long sequence transformer models such as Bidirectional
Encoder Representations from Transformers (BERT) and its variants for the automation
of NLP tasks, such as sentiment analysis [11]. However, challenges such as recognizing
sarcasm and cultural variations persist [12]. When viewing sentiments at the document
level, these models have been known to struggle in analyzing sentiments correctly [13].
The development of newer large language (LLMs) context-aware sentiment models, which
use transformers with self-attention mechanisms, has been used to address this issue by
mapping sentiments to specific aspects mentioned in the online customer review implicitly.
An example of such models developed is GPT and its variants, GooglePaLM and T5 [14].
The creation of Google’s Pathways Language Model (GooglePaLM) marks a transformative
phase in NLP. This model, which uses the self-attention transformer architecture, along with
extensive training, has demonstrated exceptional proficiency in understanding intricate
linguistic patterns [15].

Self-Attention Transformers

BERT was among the first set of models for NLP tasks based on transformer archi-
tecture. These models have been shown to provide excellent results in sentiment analysis
when compared to neural network models like RNN and LSTM which use long-range
dependencies [16]. Using pre-trained Large Language Models (LLMs) such as transformers
for context-based sentiment analysis tasks is becoming increasingly popular. Researchers
have leveraged large-scale pretraining for a substantial amount of textual data, made
possible by big organizations such as Google’s (Bard, PaLM) and Meta’s Large Language
Model Meta Al (LLaMA), providing storage and processing capabilities [17]. Transformers
make use of self-attention, a mechanism that allows different words/vectors to compare
with the subsequent words to develop dependencies within textual data up to 512 in length.
(this can be fine-tuned to be more). They also process information using parallel servers
so that words can be processed in parallel and stored, which improves efficiency when
compared to neural network models that process data sequentially [18]. The self-attention
transformer architecture is shown in Figure 1.

The self-attention mechanism of the transformer can be represented by the following:

T
Attention(Q, K, V) = Softmax (QK> v (1)

N

The vectors Q, K, and V represent the Query, Key, and Value matrices of the input text.
The similarity between words in a sentence is computed by multiplying Q and KT, which
is the scaled by a factor of \/dy. \/dj represent the size of embeddings with a default of 512.
The output of the attention layer is the element-wise product of the attention weights, and
the value vector V after the SoftMax function has been applied [19].
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Figure 1. Transformer architecture [19].

(shifted right)

This study presents a comparative analysis of different NLP tools, transcending tra-
ditional rule-based models such as VADER to the more recent transformer model such as
BERT and LLMs such as GooglePaLM on the Amazon review dataset to observe how each
model performs in relation to the ground truth, often including sarcastic comments made
by individuals. The contributions of this research are as follows:

A comparison of different NLP tools for sentiment analysis spanning different eras

and technologies to deal with the contextual nuances of customer reviews.

A proposed fine-tuned GooglePalLM large language model for sentiment analysis of
online product reviews.

The rest of the paper is organized as follows. In Section 2, we analyze the related
literature and show similar works to ours. Section 3 explains the methodology and the
steps behind our study. Section 4 presents the findings from our comparative analysis. In
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Section 5, we discussed our findings and in Section 6, we provided a conclusion based on
our findings.

2. Related Works

Sentiment analysis, a crucial aspect of NLP, involves identifying emotions in textual
content such as product reviews. Traditional methods relied on lexicons and rule-based
systems, evolving into statistical methods like Naive Bayes and Support Vector Machines.
However, challenges such as recognizing sarcasm and cultural variations persist [12]. The
rest of this section discusses previous work conducted in relation to sentiment analysis of
customer reviews of online products. It presents a review of the methodologies such as the
traditional rule-based methods and the more recent large language transformer models.

2.1. Rule Based Approach

VADER, which is part of the Natural Language Toolkit (NLTK) library, has been
effective in interpreting sentiments in social media by considering contextual clues [20].
Smith and Jones [21] performed a sentiment analysis utilizing the NLTK by exploring its
applicability in assessing the emotional tone of product reviews. The study underscored
NLTK'’s potential in deciphering sentiment nuances within textual data. Another study by
Wang and Zang [22] employed the Stanford CoreNLP toolkit to analyze product sentiments,
emphasizing its role in extracting sentiment features and identifying key aspects within
reviews. Their research highlighted CoreNLP’s effectiveness in uncovering nuanced senti-
ments and capturing the essence of customer opinions. A comparative study of sentiment
analysis in e-commerce using NLTK and SpaCy was performed in [23], shedding light
on the strengths and limitations of each toolkit in handling sentiment classification tasks.
These findings provided valuable insights into the performance and suitability of NLP
toolkits in analyzing customer sentiments within the e-commerce domain. This work was
further improved by authors in [24] by incorporating Gensim into the study, offering a
more comprehensive examination of sentiment analysis tools and their efficacy in capturing
sentiment dynamics in e-commerce reviews. The authors in [25] developed a simple model
to detect unconventional emotions such as skepticism in COVID-19-related textual data
by mining users’ opinions on Reddit using SpaCy. Emotion intensity was measured using
NRC-EIL and the range of emotions used in the studies was defined by the Plutchik wheel
of motion. They obtained the highest accuracy for the emotion of disgust.

An aspect-based sentiment analysis of product reviews using TextBlob, focusing on
the toolkit’s capability to analyze sentiments at a granular level, was conducted by the
authors in [26]. Their research highlighted TextBlob’s utility in dissecting product reviews
into specific aspects and evaluating sentiment polarity within each aspect. Kim and Lee
extended this exploration by employing Apache OpenNLP for sentiment classification
of product reviews, illustrating the toolkit’s proficiency in analyzing sentiment patterns
and discerning contextual nuances within textual data. A comparative study of sentiment
analysis tools, including NLTK, SpaCy, and Apache OpenNLP to evaluate their effectiveness
in sentiment classification tasks, was carried out in [27]. Their research provided valuable
insights into the comparative performance of these NLP toolkits, aiding researchers, and
practitioners in selecting the most suitable toolkit for their specific sentiment analysis
needs. Similarly, a study focused on an aspect-based sentiment analysis using Gensim
showcased its ability to uncover sentiment dynamics across different aspects of product
reviews presented in [28]. A sentiment analysis of online reviews using the TextBlob
toolkit, emphasizing its simplicity and effectiveness in sentiment classification tasks, was
performed in [29]. Their study underscored TextBlob’s applicability in extracting sentiment
features and gauging customer opinions from online reviews. A product review sentiment
analysis using NLTK and Gensim was proposed in [30]. They provided insights into
the synergistic application of multiple NLP toolkits in sentiment analysis tasks. This
research highlighted the complementary strengths of NLTK and Gensim in capturing
sentiment nuances within product reviews. Although the rule-based approach achieved
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good performance, it had significant limitations in terms of maintenance of the model.
Manual updates to the rules due to changing reviews will come at a significant cost;
therefore, there is a need for the automatic extraction of sentiment features, especially for
online product reviews [10].

2.2. BERT Model

BERTSs originated from Google and employ bidirectional training to understand text
contextually [31]. Lots of research has demonstrated BERTs” adaptability in sentiment
analysis across various domains, including agriculture and e-commerce. A sentiment
analysis of after-sales reviews of agricultural products was performed by the authors
in [32]. They used an enhanced BERT model. They focused on the nuances found in
customer reviews of agricultural products, such as non-standard expressions and sparse
features. To measure the efficacy of their model, they obtained an F1 value of 89%, which
was a better result compared to the original BERT model. The authors in [33] used a
BERT with deep learning techniques such as BiGRU and Softmax on product reviews
from 500 online customers from an e-commerce website. Their model was able to achieve
a high accuracy of 95%, which outperformed models such as RNN and BiLSTM. The
authors in [11] proposed the use of a fine-tuned BERT model to predict the sentiments
of customers, based on reviews from Twitter, IMDB Movie Reviews, Yelp, and Amazon.
They developed a dashboard that compared their proposed model with machine learning
and neural network techniques such as LSTM, fastText, and BiLSTM. With a BERT, they
obtained an accuracy of 90% which exceeded all of the other models compared. The use of
BERT and its variants has also provided good metrics in analyzing sentiments. However,
as it also stores sequences of vectorized text in its memory, this will limit the performance
of the model when dealing with longer text, especially if the sentiment in the text contains
contextual nuances implicitly embedded in the text.

2.3. Large Language Transformer Models

To deal with the nuances in the contextual meaning of the sentiments in customer
online reviews, several large language models LLMs have been developed to provide better
analyses. Novel approaches, including ChatGPT 3.5, have been explored for sentiment
analysis, demonstrating its potential to understand customer emotions and emoticons [34].
The evolution of generative language models, notably the Generative Pre-trained Trans-
formers (GPT) series, represents a significant advancement in NLP. GPT-3, with 175 billion
parameters, stands out for its ability to generate text resembling human language [35].
InstructGPT further improves model refinement through human feedback, emphasizing
the importance of user input [21]. In a similar work, the authors of [36] performed a
comparison of two large language models, i.e., GPT-3 and LLaMA-2, for a product review
sentiment analysis in predicting the star ratings of products provided by customers. They
also included BERT and RoBERTa models in their comparison. From their experiments,
LLMs performed better than the NLP, BERT, and RoBERTa models. GPT-3.5, however,
gave the best performance with a predictive accuracy of 65%. This was closely followed by
LLaMA-2 with a predictive accuracy of 62%. A performance evaluation of different NLP
and LLMs using diverse datasets of online reviews was performed in [14]. They compared
the strengths of PaLM and GPT-3.5-Turbo as the LLMs and ATAE-LSTM, flan-t5-large-absa,
and DeBERTa as the NLP models. They used a wide range of product review datasets
ranging from clothing to hotels. They obtained good accuracy with DeBERTa for tasks that
do not require aspect-based sentiments. PaLM, however, did better for such tasks with an
accuracy nearing the 90% mark, exceeding the GPT-3.5-Turbo model.

Despite advancements, challenges remain in understanding sarcasm and nuanced
interpretations in sentiment analysis. In our research, we aim to propose GooglePaLM as a
potential solution due to its strong language comprehension abilities and accessibility as
a free tool. GooglePalLM was selected as the large language model based on its superior
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performance, as suggested in [14,36] for empirical evaluation, and it will set the stage for
future research in improving sentiment analysis of product reviews [37].

3. Materials and Methods

To conduct this research, we compared state-of-the-art specific sentiment analysis
models such as VADER, BERT, and GooglePalLM for the sentiment analysis of reviews
from fashion brands and predicted the assigned classes based on the scores provided in the
dataset. We wanted to demonstrate the capabilities of GooglePaLM as a transformer model
with a better reasoning ability and language spread [38], and how it outperforms other
very popular sentiment models like BERT and VADER in performing sentiment analysis
tasks. The proposed model is shown in Figure 2. The rest of this section will explain each
process in detail.

:D Data
preprocessing

Fashion
review
data

Feature Feature Feature
Engineering Engineering Engineering

<~ L J L J L
Sentiment Analysis
F| | F| | F
vADER| | BERT| |98

~

nalysis

Figure 2. Experimental design.

3.1. DataSet

The dataset used was the Amazon Fashion Dataset [39], which comprises customer
reviews for a range of fashion products. It includes 883,636 data points, and 10 variables
are listed below.

o reviewerID—the ID of the reviewer, e.g., A2SUAM1J3GNN3B;
e asin—the ID of the product, e.g., 0000013714;
e reviewerName—the name of the reviewer;
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Counts

vote—helpful votes of the review;

style—a dictionary of the product metadata, e.g., “Format” is “Hardcover”;
reviewText—the text of the review;

overall—the rating of the product;

summary—a summary of the review;

unixReviewTime—the time of the review (unix time);

review Time—the time of the review (raw);

image—images that users post after they have received the product.

3.2. Data Pre-Processing

The dataset had a small number of missing values in the reviewText column. The
number of missing values, 1233, was relatively insignificant compared to the total count of
883,636. Consequently, these missing rows were eliminated from the dataset. A new column
named” sentiment” was generated based on the ratings column. This was performed
manually, and it was used to represent the ground truth for classification. Ratings below
3 were labeled as negative, those above 3 as positive, and a neutral label was assigned to
ratings of 3. The distribution of the sentiment classes is shown in Figure 3.

Sentiments count bar plot

600000

500000 ~

400000 A

300000 A

200000 ~

100000 ~

614807

171798

97031

positive negative neutral
Values

Figure 3. Counts of different sentiment classes.

To balance the data, downsampling of all the classes was performed by random
samples of data based on each class to generate more balanced classes with 97,031 samples
for each class. We downsampled as we did not want to introduce too much synthetic data
in the minority classes. Also, pre-trained transformer models such as the GooglePaLM
and GPT are known to provide modest accuracies when used in sentiment analysis tasks,
even in small data sample sizes. This is due to the large number of trainable parameters
(540 billion) that have been saved during model training [14,40]. The dataset was split in
the ratio of 70:20:10 to represent training, testing, and validation. The frequency of words
in the positive and negative sentiment cloud is shown in Figures 4 and 5.
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3.3. Feature Engineering and Model Tuning

In this research, we analyzed the sentiments of the preprocessed Amazon fashion
review dataset with three NLP toolkits. The data were then prepared for each of the models
used in the study. Some of the parameters used for each model are shown in Table 1.

Table 1. Models and parameters.

Model Tokenizer Model Architecture Temperature N-Value
BERT BertTokenizerFast BertForSequenceClassification Default Default
Google PaLM AutoTokenizer models/text-bison-001 0.0 1
VADER Word Tokenization VADER N/A N/A

The values for BERT’s parameters, including Temperature, are typically set to default
values provided by the library or framework implementing the BERT model. These default
values are chosen based on empirical observations and considerations of model perfor-
mance across various tasks. For instance, in many implementations of BERT, the default
values for these parameters are set to reasonable values that generally work well for a wide
range of applications and datasets. As for the Google PaLM model, a Temperature value
of 0.0 was used. This choice effectively eliminated randomness during text generation,
resulting in deterministic outputs. The decision to set the Temperature to 0.0 reflects a
preference for deterministic behavior in text generation tasks, which may be desirable in
certain applications where consistency and predictability are crucial. Other parameters
with default values used for the BERT model were Top P, Top K, and Max Output Tokens,
which was not applicable to the GooglePaLM model. The N-value, which refers to the
number of chat completions generated by models for each input prompt was selected as
1 for GooglePaLM and the default value was used for BERT. It determines the quantity of
alternative responses or completions provided by the model for a given prompt, allowing
users to explore different possible outcomes or interpretations. A tokenizer was used to
break down the text into individual words, phrases, or other meaningful elements called
tokens. In the context of natural language processing (NLP) models like BERT, the tok-
enizer converts input text into tokens that the model can understand and process. The
model architecture refers to the specific design and structure of a machine learning or
deep learning model. It includes the arrangement and configuration of layers, nodes, and
connections within the model. For example, in BERT, the model architecture consists of
multiple transformer layers that enable the model to capture contextual relationships in
text. VADER is a rule-based sentiment analysis tool that operates on pre-tokenized text
inputs. It does not involve a text generation process where the selection of tokens or the
length of the output is determined by configurable parameters.

Instead, VADER analyzes the sentiment of pre-existing text passages without generat-
ing new content, making these parameters unnecessary for its functionality [14,20,41]. The
evaluation techniques used for the performance analysis models include metrics such as
precision, recall, accuracy, and F1 score [42].

4. Results

The confusion matrix of the sentiment classes for the model was obtained as shown in
Figures 6-8.
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Figure 8. Confusion matrix for GooglePaLM.

For the VADER model, of the overall negative opinions, 3017 were accurately classified,
but a substantial quantity of 4498 were wrongly classified as positive, and 2177 as neutral.
This resulted in moderate accuracy with a precision score of 0.51 and a recall of 0.47. While
excelling in detecting positive sentiments, VADER struggled with negative sentiments,
misclassifying them as positive in 46.41% of cases. For the positive sentiment classes, the
model demonstrated robustness in categorizing positive feelings, accurately detecting
8921 occurrences. Nevertheless, 175 instances were erroneously categorized as negative
and 468 as neutral. It also struggled in correctly classifying the neutral sentiments as
shown in Figure 6. For the BERT model, among all the instances classified as negative,
8701 were correctly identified as true negatives, while 619 were incorrectly identified as
positive, and 358 as neutral. The model accurately identified 8172 cases as positive attitudes
(true positives), but incorrectly classified 444 instances as negative and 1229 instances
as neutral. Classifying neutral sentiments proved to be more arduous, as 2507 were
accurately classified, while 5721 were misclassified as negative and 1340 were misclassified
as positive, as shown in Figure 7. For GooglePalLM, of the total negative sentiments,
9003 were correctly identified, while 104 were misclassified as positive and 606 as neutral.
The model improved in terms of positive sentiments as it correctly classified 8720 instances,
misclassified 706 as negative, and 136 as neutral. The classification of neutral sentiments
posed a significant challenge for the model, with 7796 instances being misclassified as
negative and 1640 as positive, while only 370 were correctly identified. This is also shown
in the confusion matrix chart in Figure 8. The summary of the evaluation metrics for the
models is shown in Table 2.

Table 2. Performance metrics of sentiment analysis models.

Evaluation Metrics

Model
ode Precision Recall Accuracy F1-Score Correct Positive  Correct Negative
Google PaLM 0.28 0.31 0.62 0.27 0.91 0.93
BERT 0.67 0.66 0.66 0.63 0.83 0.89
VADER 0.50 0.47 0.46 0.41 0.93 0.31
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5. Discussion

GooglePalLM excelled in accurately categorizing positive and negative sentiments
but faced difficulties with neutral attitudes, indicating areas for improvement. Notably,
the model demonstrated a high degree of accuracy in correctly classifying positive and
negative sentiments, with correct positive and negative classification at 91.17% and 92.68%,
respectively. This suggests that while the model faces challenges with overall sentiment
classification, its performance is notably stronger when distinguishing between clearly
positive and negative sentiments. The percentages of positive sentiments classified as
negative and vice versa were 7.38% and 1.07%, respectively, for the PaALM model. These
figures further highlight the model’s proficiency in distinguishing between positive and
negative sentiments, despite the lower overall precision and recall scores. The BERT model,
which comes close to the GooglePaLM model in terms of the evaluation metrics, demon-
strated a balanced performance but has challenges in interpreting neutral sentiments, just
as the GooglePaLM model does. The BERT model showed significant efficacy in accurately
categorizing sentiments, with an 83.01% accuracy in categorizing positive sentiments, an
even greater 89.90% accuracy in classifying negative sentiments, and a misclassification
rate of 4.51% for positive sentiments erroneously labeled as negative and 6.40% for nega-
tive sentiments wrongly classified as positive. While exhibiting high precision, the BERT
model struggled with nuanced expressions of sentiment, necessitating further tuning to
enhance accuracy across the diverse text input. Finally, the VADER model, which has
a high reputation for detecting positive sentiments, showed promise in scenarios where
identifying positive feedback is paramount. The model exhibited a notable level of accu-
racy in accurately categorizing positive attitudes, with a correct positive rate of 93.28%.
Nevertheless, the accurate negative percentage was markedly smaller, measuring at 31.13%.
This discrepancy suggests that the model has superior performance in detecting positive
sentiments compared to negative attitudes. The proportion of good sentiments misclas-
sified as negative was relatively small, at 1.83%, which further demonstrates the model’s
ability to accurately identify positive sentiments. In contrast, the model demonstrated a
greater inclination to incorrectly identify negative thoughts as positive, with an occurrence
rate of 46.41%. This result further shows the ineffectiveness of the rule-based models in
detecting emotions in text when used for sentiment analysis.

6. Conclusions

This research aimed to evaluate the effectiveness of advanced language-generative
models, particularly GooglePalLM, in sentiment analysis concerning product reviews,
comparing them to traditional natural language processing (NLP) techniques. The com-
parative analysis unveiled insights into the performance of the different models used in
this study. While conventional models like VADER showed proficiency in detecting posi-
tive sentiments, they struggled with accurately categorizing negative and neutral tones.
GooglePalLM exhibited exceptional precision in discerning positive and negative thoughts
but faced challenges with neutral sentiments, as with all other models. The BERT model
demonstrated moderate efficacy across sentiment categories but highlighted the need for
further refinement. In terms of implications and contributions, this research provides
empirical evidence that advanced models like GooglePaLM surpass classic NLP techniques
in specific areas of sentiment analysis. It offers a pragmatic structure and approach that
can be readily applied or adapted in subsequent sentiment analysis investigations. Despite
its significant insights, the study acknowledges limitations, including its focus on a single
language and the exclusion of emojis and multimedia content in sentiment analysis. These
limitations present opportunities for future research to explore multilingual sentiment anal-
ysis, incorporate non-textual sentiment indicators, and investigate sophisticated fine-tuning
methods for language models. Also, future studies will look to explore GooglePaLM 2,
which is the predecessor to GooglePalLM with more learnable parameters.
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