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INTRODUCTION

Randomised controlled trials (RCTs) are becoming commonplace in the United Kingdom 
and internationally: in England alone, at the time of writing, the Education Endowment 
Foundation (EEF) had funded over 200 trials since 2012 and it is claimed that about half of 
English schools had been or were currently engaged in some way with EEF RCTs by 2019 
(Nevill, 2019), so presumably the current figure will be even higher. However, it is common 
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Abstract
Discussions of randomised controlled trials (RCTs) in 
education that do not show an impact regularly focus 
on the intervention and how it failed to impact on 
expected measures, with typologies identifying per-
sistent critical points of failure. This paper uses one 
such RCT—the Integrating English programme—to 
exemplify the application of a new model to explain 
failure in RCTs. To do so, the paper develops a set 
of categories of context drawing on the wider social 
evaluation field: backdrop, design, operation and in-
terpretation. Thus, the paper exposes critical weak 
points in the commission and interpretation, as well 
as the implementation, of an RCT. Our aim is to work 
towards more robust evaluations by demonstrating 
that it is not simply the programme design, implemen-
tation and evaluation that can contribute to a lack of 
impact; there can be more fundamental system is-
sues at play.
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for educational interventions evaluated by RCTs to show no effect compared with a control 
group; as discussed in the next section, Lortie- Forgues and Inglis (2019) present evidence 
that less than a fifth of EEF trials showed evidence of impact. There is a large recent litera-
ture critiquing RCTs, from a range of perspectives. Some of these critiques point to philo-
sophical issues with trials, with concerns that they cannot represent real practice, or focus 
on only some kinds of change processes, or that their assumptions about causation are 
simplistic (see, e.g., Pawson, 2013; Wrigley, 2018). Others—as we go on to discuss in this 
paper—point to technical issues related to implementation and design (e.g., Lortie- Forgues 
& Inglis, 2019). Such criticisms draw on the theory, method or implementation of the inter-
vention as explanations for their failure to show impact (see Burnett & Coldwell, 2021 for an 
extended recent discussion).

This paper draws on the critiques outlined in the previous paragraph, but we come from 
a different direction. The paper develops and utilises a frame derived from social evaluation 
literature on forms of failure and contexts for evaluation to consider not just how an interven-
tion can show no impact or ‘fail’ in its evaluation, but rather how the system within which an 
RCT takes place can fail the intervention itself. We then apply this frame to focus on one pro-
gramme which, under an RCT evaluation, did not demonstrate impact. Thus, we address the 
key question for the paper: how can taking a context- informed perspective on ‘programme 
failure’ improve learning from RCTs?

In the remainder of the paper, we set out some fundamental features of RCTs, focusing on 
the understanding of causation in such trials, before introducing and developing the theoretical 
tools used to explore how a programme can ‘fail’, and provide contextual explorations of this 
failure. In so doing, we present a new model that exposes potential points of failure in the pro-
cess of evaluating educational interventions with an RCT. We then briefly describe the case 
to which we apply this frame, the Integrating English programme, its trial and key findings. 
We then analyse the programme to test the validity of the proposed model. We conclude by 
highlighting key issues for situating future evaluations, and RCTs in particular, in their broader 
social context, and warn of critical points where evaluation design can fail interventions.

Before moving on, it is important to be clear about our use of the term ‘failure’. The 
result of an RCT can show a positive, null or negative effect. When negative it may—in 
the RCT field—be called a failure. A null result is not usually thought of as a failure in this 
field, and can be seen positively, as a demonstration that the programme under evaluation 

Key insights

What is the main issue that the paper addresses?

RCTs are central to producing evidence of ‘what works’ in schools, but most produce 
‘null’ results; mostly nothing works. Explaining this failure can improve educational 
research. We consider how the contexts of the evaluation may be as important as 
the programme when interventions fail to impact education.

What are the main insights that the paper provides?

To learn from RCT failures, we consider the backdrop to the intervention, its design, 
implementation and interpretation. We contend that statistical measures obscure 
these subjective decisions. We analyse how policy priorities, evaluation preferences 
and education practices may account for the failure to show impact in our case study.
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is no better than whatever else could be done as an alternative. However, in the social 
evaluation literature, both negative and null results are often referred to as representing 
failure (Coldwell & Maxwell, 2018; Stame, 2010), that is a failure to show impact. This is 
the meaning of failure used in the paper. As we go on to discuss, we propose to extend 
the idea of failure beyond the trial and programme, considering the wider context within 
which RCTs play out.

UNDERSTANDING CAUSATION AND FAILURE IN 
RANDOMISED CONTROLLED TRIALS

In the United Kingdom, RCTs gained popularity following Goldacre's series of newspaper 
articles, culminating in the Haynes et al. (2012) report to the Cabinet Office. The United 
Kingdom's What Works Centre for Education, the EEF, was set up in 2011 and reflects the 
work of the National Center for Educational Evaluation and Regional Assistance (NCEE) in 
the United States. The EEF has put considerable investment into education research, under-
taking about 200 RCTs at the time of writing, within which (from 2011 to 2019) ‘over 12,000 
schools, nurseries and colleges and 1.2 million children and young people’ were engaged 
(EEF, 2019). Similar What Works Centres in other policy areas promote evidence- informed 
policymaking: ‘What Works is based on the principle that good decision- making should be 
informed by the best available evidence. If evidence is not available, decision- makers should 
use high quality methods to find out what works’ (What Works Network, 2019). The preferred 
method of finding the best evidence for these centres, to date, has been RCTs. In this sec-
tion we begin by focusing on the logic of causation implied in RCTs, and highlight the shifting 
perspectives on the scientific agenda and understanding of causation implied within them. 
This then leads to a set of explanations of failure in such studies.

Causation, RCTs and the EEF evaluation model

RCTs depend, often implicitly, on a predictable causal relationship. The statistical models of 
the majority of RCTs identify whether there is a non- random relationship between a change 
and a specific variable. In the case of EEF trials like Integrating English, a change is typi-
cally introduced into schools and a variable, such as scores in a standardised assessment, 
is compared to schools with similar characteristics that did not experience the same change. 
If the variable can be measured credibly (Rogers, 2011), and if the comparable group shares 
all important features, the logical inference is that the change is the factor that caused the 
difference to the variable. Consequently, assuming sufficient statistical power to generalise 
these findings, the change can be considered to be ‘what works’ in similar contexts, if in 
such contexts the same change can be implemented.

This robust model offers strong evidence for causation. The key weakness of an RCT is 
that it only demonstrates if an impact occurs; it is unable to link the change in practice to how 
or why the variable experienced an impact. In place of a realist paradigm to discover ‘what 
works for whom in what circumstances’ (Pawson, 2013, p. 15), the EEF retain a positivist 
approach through an implementation and process evaluation (IPE) intended to measure the 
key variables in a theory of change (Humphrey et al., 2016). Initially conceived as a means to 
uncover the conditions within which an intervention is likely to gain the greatest likelihood of 
success and encourage fidelity to these, the IPE has become a key aspect of the evaluation 
process for the EEF, with increasing emphasis on contextual variation and theory- based 
evaluation (Pawson & Tilley, 1997; Rogers & Weiss, 2007). We discuss the IPE throughout 
this paper.
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Under the EEF's scheme, evidence of impact progresses a programme of change from 
pilot, through efficacy and effectiveness trials, to scale- up and advocacy (EEF, 2023a). 
However, if at any stage the programme evaluation does not provide evidence of a posi-
tive impact, it is likely to be ‘delisted’ and no longer supported by the EEF; the aim of the 
programme designers to provide evidence of the efficacy of the programme will not be 
achieved.

Here we begin to link the RCT conceptualisation to the wider evaluation field, which 
uses a more brutal terminology: with no evidence of impact, the programme will have failed 
its evaluation (e.g., Stame, 2010). In fact, RCTs typically do not show a significant impact, 
particularly those funded by the EEF (Lortie- Forgues & Inglis, 2019). To be more precise, 
Lortie- Forgues and Inglis found that only 18% of 119 EEF trials in the United Kingdom and 
29% of NCEE trials in the United States showed a positively significant effect (23% overall). 
In an alternative Bayesian analysis, 20% of EEF trials and 27% of NCEE trials (23% overall) 
produced results that support the alternative null hypothesis. That is, in about 80% of EEF 
trials, the data was either uninformative or showed no impact (Lortie- Forgues & Inglis, 2019). 
This is of major importance for the EEF, and the use of the public finances that support them.

These ‘null results’ (Jacob et al., 2019) are visible because of the EEF's and NCEE's laud-
able policy to publish all results, but how do we explain this high level of failure to demon-
strate impact? We first turn to the wider evaluation literature to develop the explanation.

Failure in evaluation

According to Stame (2010), an intervention may fail its evaluation in one of four ways (see 
Table 1). First, the intervention may not be implemented ‘correctly’, as prescribed by the pro-
gramme designers, leading to implementation failure. Here, evaluations can measure the 
amount of ‘fidelity’ to the programme's goals and methods to enact change. Implementation 
failure occurs because the intervention is not implemented in a way that is likely to produce 
the desired effect.

If the evaluation measures a change in the ‘causal variable’—the expected change—but 
the theory cannot explain that change, the programme experiences a theory failure, be-
cause it cannot make predictions about change under new conditions. A programme theory 
provides ‘a description of how an intervention leads to change’ (Coldwell & Maxwell, 2018, 
p. 269) and fails when it is unable to do so.

Programme failure occurs because the intervention does not achieve its intended im-
pact—the change in the causal variable does not occur. In rejecting theory failure as the 
reason for an intervention failing to show an impact, the evaluators must consider whether 

TA B L E  1  Types of evaluation failure.

Type of failure Characteristic

Implementation failure The programme is not implemented as directed and/
or uniformly

Theory failure The theory behind the programme fails to explain the 
connection between the ‘causal variable’ and the 
programme

Programme failure The programme (e.g., extra homework) fails to have 
an impact on the ‘causal variable’ (e.g., GCSE 
maths scores)

Method failure The research design fails to find the link between the 
programme and the ‘causal variable’
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the programme may succeed using a different design. If so, this is considered a programme 
failure (Nielsen et al., 2006) and the IPE is often a good place to identify where there may 
have been inadequacies in the programme under evaluation (Rogers, 2014). In such cases, 
a revised trial is the appropriate response, making changes to aspects of the programme to 
better conserve the causal relationships in the theory of change.

When the evaluation design is unable to identify the causal link between the intervention 
and the anticipated change, this may be due to method failure. Within a cause–effect par-
adigm, a method failure may occur because it is unable to correctly reject a null hypothesis 
(Stame, 2010) (a Type II error) or falsely rejects the null hypothesis (a Type I error).

Stame's forms of failure have proved valuable in many contexts; however, they have only 
very limited ability to fully explain how these failures occur. This is the focus of the next 
section.

FRAMING THE EX AMINATION OF FAILURE: DEVELOPING 
CONTEXT CATEGORISATION

In this section, we subject the context to much greater scrutiny, drawing on and extending 
Rog's (2012) framing and then linking these context categories to provide an explanatory 
framework for understanding Stame's forms of failure. The aim of this is to broaden our 
understanding of context beyond the immediate environment within which a programme or 
intervention takes place—the usual understanding of context—to encompass the framing of 
the problem, the nature of the intervention, the wider funder's goals and evaluation choices, 
and more. Rog (2012) delineates five categories of context, as follows.

• The problem context: the nature and framing of the problem or phenomenon under 
study.

• The decision- making context: the funder's motivations, requirements and 
understandings.

• The intervention context: the structure, maturity and complexity of the intervention.
• The evaluation context: the constraints on the evaluation design (time, budget, required 

methods).
• The broader environment/setting: the setting for the intervention—the usual meaning of 

context in evaluation contexts.

Rog (2012) recognises that aspects of these categories of context may overlap and have 
mutual causes and effects. However, we would add that some aspects of the context of an 
evaluation are still missing from this categorisation, based on recent reviews (Coldwell, 2019; 
Greenhalgh & Manzano, 2021; Nielsen et al., 2021). In this paper we pick out three additional 
categories.

Firstly, since Rog was writing, the field of implementation science (IS) has developed. 
Initially derived from the health field, IS was first conceptualised as ‘the scientific study 
of methods to promote the systematic uptake of research findings and other evidence- 
based practice into routine practice and, hence, to improve the quality and effectiveness 
of health services’ (Eccles & Mittman, 2006, p. 1). It has since been extended across 
policy fields. Therefore, the implementation context is important—how the evaluation is 
implemented, or realised, in practice in the settings (e.g., schools) engaged in an RCT. 
We call this phase of the evaluation the operation and divide it into two parts: the teach-
ing context and the broader environment. It is in the teaching context that evaluations 
must identify how models of training may change practice (Boylan et al., 2018; Opfer 
& Pedder, 2011; Strom et al., 2023), the effects of balancing fidelity with adaptability 
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(Lendrum & Humphrey, 2012) and the impact of school- based policies and practices. 
These factors are likely to impact all interventions and will also be influenced by national 
testing and inspection regimes, for example. The national and international educational 
environment constitute the broader environment in which interventions may or may not 
succeed.

Secondly, the theory of change that is more or less implicit (see Coldwell & Maxwell, 2018) 
in any intervention also determines how an intervention will be designed, creating a causal 
theory context that will have a significant but varying degree of influence over an evalua-
tion (which relates directly to Stame's ‘theory failure’).

Thirdly, we would add that the consequences of an RCT impact study are not confined to 
the study itself, and that the use of the results of an RCT for a What Works Centre are part of 
the array of contextual factors that influence the design and implementation of a trial. To put 
it another way, a consequential context, including the interpretation of success or failure 
of a study, must be considered as part of the design of an evaluation, just as consequential 
validity needs to be central to the design of a high- stakes test (Messick, 1989). RCTs and 
evaluations do not exist in a vacuum, but influence the theory, practice and policy environ-
ments (Burnett & Coldwell, 2021) and contribute to the construction of social reality (Law & 
Ruppert, 2013).

In Table 2 we map Stame's (2010) four categories of failure against these eight contextual 
factors, drawing them together into a set of four overarching ‘context categories’ which map 
roughly onto the phases of an evaluation, as a context- informed explanatory framework, to 
provide a structure for researchers to investigate the reasons behind the success or failure 
of an RCT. While the framework allows us to identify individual features, these features often 
influence each other.

Backdrop

We organise the context categories in Table 2 to broadly reflect the timeline of an interven-
tion and evaluation. We start with problem and decision- making contexts, as these frame 
the inception of the intervention. They are the ‘backdrop’ in that they ‘pre- exist’ any interven-
tion or evaluation. An intervention project typically attempts to address a problem that has 
previously been recognised and prioritised by policymakers and funders, and this forms a 
key reason for funding the project. Priorities may be influenced by political agendas, charita-
ble body objectives and charters, and the concerns of research and media bodies.

TA B L E  2  The context- informed explanatory framework: mapping evaluation design and context to forms of 
failure.

Context categories/
phases

Contextual factors 
(developed from Rog, 2012)

Forms of failure (Stame, 2010)

Theory Programme Method Implementation

Backdrop Problem

Decision- making

Design Causal theory

Intervention

Evaluation

Operation Teaching

Broader environment

Interpretation Consequential
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The problem context will be framed by the political, social and economic priorities in the 
time and place in question. In the United Kingdom, for the past 20 years there has been 
an increasing focus on English and Mathematics education, for example. The EEF frame 
all of their trials as being concerned with narrowing achievement gaps between more and 
less advantaged pupils. Thus, improving English and Mathematics outcomes is a regular 
feature of EEF trials, as the problems they are seen to try to solve are framed in this way. 
It is important to note that the problem context can contain many unquestioned assump-
tions. In the United Kingdom, for instance, there is currently little public debate around the 
division of schooling into primary, secondary and tertiary, or into government and private 
funding. Politically motivated priorities, trending topics of research and aspects of education 
amenable to ‘interventionisation’ (Burnett & Coldwell, 2021) are likely to be funded before 
studies that may provide significant challenges to power structures, topics with low public 
interest and educational innovations that are highly context- specific or have outcomes that 
may be difficult to measure. The funding of any RCT, and any measure of impact, should be 
compared to the opportunity cost of not funding other projects or investigating educational 
change through other means. The backdrop also includes the impact from prior studies on 
the problem context, as this informs the policy environment, creating a dynamic cycle of 
evolution and change.

The decision- making context is also a determining factor in a trial. Funders typically have 
preferred ways of working, qualifying criteria for projects and operational processes that 
have proved successful in their experience, and most demand particular methodological 
approaches. For example, the EEF (2022a) have completed more projects (73) in Key Stage 
2 (KS2; 7 to 11- year- olds) than any other stage, and combined with Key Stage 3 (11 to 
14- year- olds), these EEF projects outnumber Early Years, Key Stage 1, Key Stage 4 and 
Key Stage 5 by almost two to one (122:71). While most funders will have a modus operandi, 
they may also be open to challenge and to considering alternative approaches when the 
case is made (which is likely to be mitigated by the status of the trial developers and evalu-
ators). Thus, the decision- making context is not entirely predictable, but its negotiation will 
have an impact on both the intervention and the evaluation design.

Design

An intervention and its evaluation are purposefully designed by considering the implicit or 
explicit theory of change in the project, the context of the intervention and the available 
options for evaluation. This design phase forms a critical part in the evaluation of any trial 
and is often the focus of considerable negotiation between funders, project leaders and 
evaluators. In the causal theory context, the negotiation of a theory of change for evaluation 
(Breuer et al., 2015; Coldwell & Maxwell, 2018; Connell & Kubisch, 1998) will determine: the 
key elements of an intervention that provide the frame for implementation with fidelity, for the 
purpose of replication and expansion; the causal mechanism(s) that need to be monitored 
by a process evaluation; the contextual factors considered influential; and what results are 
valued and how they may be measured for impact.

As well as influencing a funder's choice of type of trial (e.g., pilot, efficacy, effectiveness 
trail; EEF, 2023a), the intervention context will also vary depending on how well established 
the concepts, practices and theories are in the broader context (in the backdrop).

The evaluation context changes the methodological and practical decisions negotiated 
during the design of the evaluation through factors including budget and access to resources, 
and the intersection of experience, preferences, beliefs and ideologies in the different par-
ties. Therefore, an evaluation is most likely to be a compromise not just of sampling but of 
data type and research design.
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Operation

Having designed an intervention and an evaluation, the programme is operationalised. The 
real- world teaching context may differ considerably from the design, and is therefore likely 
to be adapted to the schools, classrooms, teachers and students that experience the inter-
vention. One key objective of an RCT is to report on a trial's ability to impact the real- world 
environment, and the IPE has become a key tool in identifying which aspects of these real- 
world contexts are critical to successful adoption and integration of a change programme 
(Humphrey et al., 2016).

Although it is almost impossible to draw a line between what happens inside an in-
stitution such as a secondary school and the policy, regulatory, social, economic and 
theoretical forces that shape it, each school exists within and contributes to this broader 
environment, responds and adapts to it, and is in part its product. The context of the 
broader environment may apply equally to schools within the same region, but their inter-
nal characteristics will produce an individual response that evolves with the internal and 
external dynamics of these interacting complex systems (Jacobson et al., 2019; Maxwell 
et al., 2022).

Interpretation

For most evaluators, the publication of a final report is the end of their contract with the 
funder and may signal the end of contact with the programme designers. However, the 
report and its findings begin their life and their impact at this point and contribute to the 
consequential context. The publication of findings will take place within a context of previ-
ous research, current policy and political priorities. The context cannot change the results of 
the trial, but the way that evaluators and funders present results will respond to the context. 
Therefore, at this point the consequential context forms part of the backdrop context for 
subsequent studies, creating a dynamic cycle of evolution and change.

THE CASE STUDY PROGRAMME AND ITS FINDINGS

In this section we introduce an RCT that will be used as a case study for applying the 
context- informed explanatory framework described above. Integrating English was de-
veloped from the Language in Learning Across the Curriculum (LiLAC) programme 
(Custance et al., 2012) and adapted from its original Australian context for the United 
Kingdom by developers based at Enfield Council. It utilises a functional approach to lin-
guistics and grammar, aiming to break down the process of teaching the language of a 
curriculum subject to all pupils, focusing on the features of language and meanings that 
are made in the genres that constitute each school subject. Culliney et al. (2019, p. 8) 
give examples of what this may mean in different subjects: ‘teachers may focus on the 
generic and grammatical features of verbal art and everyday rhetoric (English); classi-
fication, experimentation, and reporting (science); recounts and causation (history); or 
problems, explanations, and proofs (mathematics), and so on’. The programme team 
from Enfield Council added United Kingdom- specific content to the training programme, 
focusing particularly on supporting pupils with English as an Additional Language (EAL), 
including classroom ‘hints and tips’ and specific techniques. An important element of the 
programme was the development of a scheme of work, produced by teachers as part of 
the latter stages of the training and then further developed back in school to structure 
classroom teaching.
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The trial: Integrating English

Integrating English was the first RCT evaluation of a programme that uses a systemic func-
tional linguistics (SFL) and genre pedagogy approach in the United Kingdom. SFL holds 
that education, particularly within the disciplines, is largely a process of learning language, 
learning through language and learning about language (Halliday, 1993). All students are 
expected to improve with genre pedagogy, but those regularly disadvantaged by the domi-
nant education system can narrow the attainment gap by being exposed to how language 
construes and enacts the genres of the disciplines (Rose & Martin, 2012). Details of the 
programme and the evaluation methodology can be found in the evaluation report (Culliney 
et al., 2019).

The programme ran over two school years, involving training for teachers of Year 5 chil-
dren (aged 9–10) who then taught the class for a term, with further training for teachers of 
the children when they moved into Year 6 (aged 10–11), with further teaching taking place 
at that point (see Table 3).

The programme was evaluated using a two- arm, school- level clustered RCT, with school- 
level randomisation. In simple terms, this meant that a number of schools were invited to 
take part in the trial and then randomly allocated either to the intervention group or to a 
control group, which did not take part in the LiLAC programme (although they received £200 
as a thank you for engaging in the evaluation elements). Because of the focus on EAL, 
schools were invited to take part in the project if they had a minimum of ten EAL pupils and 
at least two classes in Year 5. A total of 91 schools registered to take part, and after an initial 
baseline test of all pupils in Year 5 across the sample (the GL Assessment Progress Test in 
English (PTE) level 9, an age- appropriate, standardised assessment of technical (spelling, 
grammar and punctuation) English skills), 45 schools were randomly allocated to a control 
group and 46 to the intervention group. After dropouts, 1817 pupils across 39 intervention 
group schools and 1790 pupils across 41 control group schools were included in the trial. 
Pupils across all schools were tested after the intervention period using a KS2 writing paper 
as the primary outcome measure, with KS2 writing and grammar scores as secondary mea-
sures and the test results compared.

The trial was accompanied by an IPE designed to understand how the programme was 
experienced in schools. The IPE included an observation of six training events, visits to a 
sample of 14 schools from five regions to observe classes and interview trial teachers and 
school leaders, and collection of documentary analysis of action plans and schemes of 

TA B L E  3  Programme schedule.

Year 5 teachers Year 6 teachers
Pupils (2016/2017 Y5 
cohort, Y6 in 2017/2018)

Spring term 
2016/2017

1. Receive LiLAC 
training

2. Write scheme of 
work

Summer term 
2016/2017

3. Implement scheme 
of work

4. Receive some LiLAC 
training

Teaching experienced by 
pupils in Y5

Autumn term 
2017/2018

4. (continued) receive LiLAC 
training

5. Write scheme of work

Spring term 
2017/2018

6. Implement scheme of 
work

Teaching experienced by 
pupils now in Y6

Note: Reproduced from Culliney et al. (2019, p. 11).
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work that were requested from all schools in the intervention. Further details are provided in 
Culliney et al. (2019).

The findings

Starting with the RCT design as the main impact evaluation, analysis of the primary outcome 
provided no evidence that Integrating English improved pupils' KS2 writing outcomes. The 
sample size, fidelity and dropout rate meant that—using the EEF's rating system—this result 
was judged to have a moderate to high security rating. Further analysis was undertaken of 
subgroups, examining differences in KS2 writing outcomes for pupils receiving Free School 
Meals (FSM) in the control and project groups (used as a proxy for social disadvantage), 
and comparing writing outcomes for EAL pupils (who were expected to see a more positive 
outcome). In each case there was no evidence of impact, although lower security ratings 
were assigned due to the smaller numbers of pupils involved. These results are presented in 
summary form in Table 4, and explained in more depth in Culliney et al. (2019, pp. 25–29). 
In short, according to the RCT the programme failed to show an impact.

Selected results from the IPE are provided here to explain or contextualise the RCT results 
(Humphrey et al., 2019) and to frame our discussion of the failure of the Integrating English trial 
to show impact. Overall, interview evidence showed that teachers responded very positively 
to the training programme, and many provided examples of ‘cascading’ professional learning 
to colleagues. Observations and interviews revealed a wide range of positive effects on pupil 
performance (e.g., quality of writing across the curriculum), as well as teacher development, 
particularly in relation to understanding and tailoring teaching to EAL learners. A key finding 
was that many teachers were grateful to have techniques and activities that would better serve 
their EAL pupils, as most claimed their previous training had not prepared them adequately for 
this challenge. For some teachers, this was the main learning from the programme.

There are also findings in the IPE to help explain the findings from the RCT. For instance, 
fidelity to the programme was modest. Less than one- third of all trial schools completed 
all three indicators of fidelity: high attendance at training; a school- level action plan to al-
locate resources to the programme; and related schemes of work for Years 5 and 6. The 
indication from the interviews was that close to 100% of teachers were keen to talk about 
genre pedagogy—the fundamental concept behind the programme—but the other three key 
concepts were less well known, and evidence from observations and from the analysis of 
schemes of work also revealed that the understanding of these concepts rarely translated 
into classroom practice or planning. That is, it was uncertain whether the enthusiasm for the 
programme translated into real development in teacher cognition and practice and, there-
fore, according to the theory of change, whether there would also be a significant impact on 
pupil performance.

In summary, the RCT design failed to show an impact on EAL students' general writing 
ability, on economically disadvantaged pupils and overall and so, despite the highly posi-
tive reaction from teachers, the intervention was a failure. The following section uses the 
context- informed explanatory framework (see Table 2) to investigate where the intervention 
may have failed the evaluation and where the evaluation may have failed the intervention.

CONTEXTS OF INTEGRATING ENGLISH: LEARNING 
FROM FAILURE

This section applies the analytical model to the experience of the evaluation team of the 
Integrating English intervention. We examine our role as evaluators in the RCT for Integrating 
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English, an intervention managed by a team from Enfield Council and funded by the EEF, 
the Bell Foundation and Philanthropy Unlimited. We consider how decisions and actions 
taken at each stage of the evaluation process may have affected the RCT and the ability 
of the programme to demonstrate an impact. We point out, using the focus of critical and 
contributory factors, how the evaluation may have failed the programme as much as the 
programme failed the evaluation. We propose that the purpose of the context- informed ex-
planatory framework is to analyse and identify likely and potential points of evaluation failure 
(contributory factors), highlighting where factors may determine the outcomes of the evalua-
tion (critical factors). The analysis is presented as illustrative rather than comprehensive due 
to the limitations of space.

Backdrop to the evaluation of Integrating English

A review of the full context of education in primary schools in England is beyond the scope of 
this paper, but here we highlight some of the most relevant factors in the backdrop that relate 
to the Integrating English trial. Schools in England, where this trial was conducted, face a 
range of financial and re- regulatory pressures, including OFSTED inspections and ‘league 
tables’ for high- stakes exam results (Greany & Higham, 2018; Supovitz, 2009). Combined 
with the push towards the ‘indentured autonomy’ of academisation (Thompson et al., 2021) 
and its corresponding transfer of public money to private hands (Wilkins, 2017), there is an 
increase in teacher attrition and difficulties in delivering continuing professional develop-
ment (CPD) to encourage staff retention and growth (Long & Danechi, 2022). In this envi-
ronment, the offer of cash for engaging in EEF trials and the CPD typically associated with 
them can solve a range of problems for school leaders and could contribute to the problem 
context for EEF- funded RCTs.

The Integrating English intervention was commissioned by the EEF because it matched 
the requirements of a round of funding for projects that focused on pupils in schools in 
England that use EAL. That funding call was made in the context of a number of key indica-
tors identified by prior research. ‘The percentage of pupils in English primary and secondary 
schools aged 5–16 who are recorded as EAL has more than doubled from 7.6% in 1997 to 
16.2% in 2013’ according to Strand et al. (2015, p. 5), while the evidence base for what works 
for these pupils was sparse: of 29 studies that included measures for ‘research design, 
sample size, level of participant attrition, and fidelity and validity’ (Murphy & Unthiah, 2015, 
p. iii), only two were conducted outside the United States, where attitudes to heritage lan-
guages and support for EAL in schooling (De Costa & Qin, 2015) are very different from the 
UK context of Integrating English. Meanwhile, the financial and other support available to 
schools for these students has declined considerably since 2000 (Hutchinson, 2018), and 
so there was (and remains) much more to understand about how schools can ensure EAL 
students in UK schools are not disadvantaged at school because of linguistic competence. 
Defining the problem context in this way determines the type of programme that could be 
considered to qualify for this funding, and so is a contributing factor in the potential success 
of the evaluation.

While closing the attainment gap by focusing on what works for the increasing EAL 
school population may constitute the problem context, the decision to implement an RCT 
determines a significant part of the decision- making context and contributes to the possibil-
ity of method failure. For instance, to allow for school- level randomisation, schools that did 
not have at least 10 EAL pupils across two classrooms were excluded from the study. As a 
What Works Centre, the EEF's mission includes supporting ‘teachers and senior leaders to 
raise attainment and close the disadvantage gap’ (EEF, 2022b). Educational gaps disadvan-
tage pupils intersectionally across gender, race and ethnicity, disability and class lines, and 
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yet no formal system exists to monitor pupil performance by social class in UK schools, as 
this is not a protected characteristic. Proxy measures, such as FSM or Pupil Premium, are 
used to approximate indicators of this central discriminator in modern British society. This 
can only make evidence- informed approaches to closing the attainment gap that depend 
on segregating the population inherently less valid. While these trials may often produce 
high- quality results of impact, this paper and other approaches question its ability to respond 
to all educational and research contexts. Alternative approaches, such as the ‘what works 
for whom in what circumstances’ realist evaluation paradigm (Pawson, 2013, p. 15), would 
create a very different decision- making context for the trial.

Design of the Integrating English RCT

The three context elements of the design phase are identified in Table 2 as causal the-
ory, intervention and evaluation. Turning first to the underpinning causal theory, in the 
Integrating English evaluation we identified two related causal processes: firstly, a profes-
sional development programme that was designed to lead to teacher practice changes; and 
secondly, teacher practice changes based on using a systemic functional linguistics ap-
proach that was intended to lead to positive pupil understanding and use of language. From 
an evaluation perspective, the evaluation could say little about these causal processes as, 
firstly, the operation issues identified in the next section meant that the CPD programme 
was variably conducted and so the theory was not fully tested. Given that there were vari-
able levels of engagement and responses to the CPD element, the practice changes were 
also variable. In short, that the evaluation was able to say little in relation to the value of the 
underlying causal theory is a critical theory failure in this evaluation. Culliney et al. (2019, 
p. 52) summarised this as follows:

… whilst the prior Australian research evidence summarised in the background 
section indicates that the underlying theory in relation to the potential usefulness 
of genre pedagogy approach has a clear theoretical basis and some empirical 
corroboration, we have much less evidence in relation to this second causal 
process from the current study. Since we did not see the changes in teachers' 
practices, we have limited evidenced (sic.) on whether these practices would 
have led to positive pupil change had they been seen.

The intervention and evaluation contexts, however, both provide more productive lenses to 
understand reasons for failure. In the previous section, we outlined how decision- making and 
problem contexts feed into the intervention and evaluation design. The focus of the funder on 
RCTs was the main feature of the evaluation context, and this led to a series of decisions about 
the design of the evaluation and the operation of the programme which increased the likelihood 
of intervention failure. Firstly, there was a shift in emphasis early in the process from an initial 
intended focus on secondary schools to primary schools. The Bell Foundation was keen to uti-
lise a cross- curricular approach in secondary schools, since the focus of the intervention—the 
development of subject literacy—takes on more significance in secondary schooling (Fang & 
Schleppegrell, 2010; Unsworth et al., 2022; Veel, 1997). However, this was problematic as it 
was likely to require a very large number of staff teaching across the subjects, creating logisti-
cal challenges to replace them during training days. This led to a decision to focus on primary 
schools.

The second area in which the backdrop contexts influenced the intervention design re-
lated to the need to sequence the programme around the organisation of the school year 
and—in particular—the focus in upper primary schools on KS2 tests (known as ‘SATs’), 
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intended as the main measure of the impact of the intervention. To encourage schools to 
engage in the programme, the sequencing made sure to avoid the final term of Year 6, which 
had the effect of splitting the programme—which in its original format took place over a sin-
gle year—over two school years, with operation impacts as discussed in the next section.

Turning back to the evaluation context, RCTs require well- defined outcome measures 
(see ‘Failure in evaluation’ section). For this intervention, the primary writing score in the KS2 
tests was used as the main outcome measure, and this created a number of issues relating 
to concerns about its validity as an appropriate measure by which to judge the programme's 
impact. Interviews in the IPE evaluation with teachers and the programme delivery team 
questioned the relevance of a writing test for English to a cross- curricular programme; the 
evaluation report noted ‘the variety of curriculum subjects that Integrating English was ap-
plied to in different schools would make it next to impossible to find a suitable writing test for 
all’ (Culliney et al., 2019, p. 53). Secondly, the measures were redesigned during operation 
when the statutory Spelling, Punctuation and Grammar test was made optional, which may 
have affected the engagement in the test. These issues were drawn together in the evalua-
tion as a concern that an appropriate tool that ‘accurately measured responses in a compa-
rable way in relation to the specific subjects in the range of subjects addressed in schools 
was not available (and it is doubtful such a tool could be created, not, at least, without a 
huge amount of developmental work). Without such a tool it is difficult to measure literacy 
development across subjects’ (p. 53), which could be a critical factor in method failure in this 
evaluation.

Finally, the report identified a further problem with using standardised KS2 tests, partic-
ularly when using ‘coarse’ grades as outcome measures (Smith et al., 2021). Given their 
status as a key element of the strong accountability system in English schools, as indicated 
above, there is inevitably a huge amount of activity taking place to maximise scores in 
KS2 tests, particularly in the final term of Year 6, and these are very likely to ‘drown out’ 
any possible influence of a single programme which is not directly designed to maximise 
such scores. Consequently, the impact evaluation shows us that the ‘Integrating English 
approach produced no gain in KS2 GPS and KS2 Reading scores over these other methods’ 
of test preparation (Culliney et al., 2019, p. 53) due to a critical factor within the evaluation 
context failing to measure adequately for causal change, and contributing to method failure.

Operation of the Integrating English RCT

When the Integrating English trial was implemented in schools in five regions across England, 
as part of the criteria for fidelity to the programme the evaluation design demanded that: (1) 
schools produce an action plan to show how the programme would become part of their 
operations; (2) teachers produce schemes of work identifying when and how they would 
practice elements of the programme in classrooms at least twice a week; and (3) all teachers 
would attend a minimum of four out of five training days. While training completion was very 
high (92%), fidelity to planning Integrating English was low. School- wide action plans were 
submitted to evaluators by 54% of schools, schemes of work were submitted by 49% and 
only 31% of trial schools submitted both forms of evidence. It is possible that the submission 
of documents was too onerous, or that Integrating English was being implemented without 
documentary evidence, or that in the majority of schools the implementation of Integrating 
English was not fully supported by school leaders or teachers. However, fidelity measures 
are likely to be critical factors in the teaching context of an intervention and increase the like-
lihood of implementation failure. Further evidence is required to determine if this or other fac-
tors resulted in a low return of fidelity indicators for most trial schools involved in Integrating 
English.



    | 15LEARNING FROM FAILURE: RCTS

A significant feature of the Integrating English programme, the LiLAC approach and 
genre pedagogy is the use of a teaching and learning cycle following these stages: setting 
the context, modelling and deconstruction, joint construction and independent construction 
(Custance et al., 2012; Rose & Martin, 2012). These stages enable awareness- raising of 
features of different disciplinary genres to take place in a supportive environment before the 
genre is practised as a group and then individually. In the schemes of work that were submit-
ted and the observations in case study schools, there was no evidence that this cycle was 
implemented in classrooms. This may be the result of misunderstanding during training, an 
incompatibility with classroom practice in schools in England, or a lack of understanding or 
confidence to identify features of genres. Further evidence is required to determine if these 
or other factors meant that the evidence for full operation in schools was insufficient, but 
evaluation data points to a mismatch between the operation, including the teaching context, 
and the programme's aims, representing a critical factor in implementation failure.

Pressures on the evaluation design produced a programme spread over two school years 
(see ‘Design of the evaluation of Integrating English’ section). Because of the impact of stan-
dardised tests in Year 6, the evaluators, funders and programme team agreed that the pro-
gramme would be largely obscured by exam preparation in the final term of Year 6. However, 
it was also recognised that any changes in writing could be lost between Years 5 and 6. 
Consequently, the programme was implemented over Years 5 and 6, so that the same pupils 
experienced Integrating English in the last term and a half to two terms of Year 5 and the first 
two terms of Year 6, often with different teachers. This design created multiple opportunities 
for increased variation in teaching styles, focus of the intervention, use of different elements 
of the programme and other differences. The extent of this variation due to the context of the 
broader environment is almost impossible to measure, creating an even more complicated 
picture of the programme, but is likely to contribute to method failure.

Interpretation of the Integrating English RCT

In this case, the immediate consequence of providing no evidence of an impact was stark: the 
summary on the funder website states ‘The EEF has no further plans to trial the Integrating 
English programme’ (EEF, 2023b). That is, although there was evidence from the IPE that 
the programme showed some success, despite low fidelity, the impact of the programme on 
student performance was the only measure that mattered. Beyond this, it is unclear. Enfield 
Council, as the delivery partner, ceased to provide the programme; so to all intents and pur-
poses it is over. There are potentially negative effects for the underlying LiLAC programme; 
certainly, the evaluation outcome will not help attract further funding. Moving further out, as 
the only RCT that has, to date, tested the principles of systemic functional linguistics and 
genre pedagogy, the trial result provides little support for further impact evaluations; the 
same claim might equally be made for interventions focused on EAL. These are potential 
consequences; but what can be said without doubt is that the results of an RCT which is not 
replicated are not positive for any of these areas. More broadly, the same could be said of 
the 72% of trials that produced no evidence of an impact. It is this domain of consequence 
which is, in one sense, the topic of this paper—and we return to this in the concluding dis-
cussion section.

Drawing together

Appendix A presents a summary of our analysis of the Integrating English RCT, showing 
which factors we identified as contributory or critical factors in the different forms of failure. 
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We offer the context- informed explanatory framework as a tool to identify potential points of 
failure in future RCTs.

CONCLUSION

The starting point of understanding RCT failure is typically an assumption that failure is 
likely to mean that the underlying causal theory is faulty, or the implementation is at fault. 
Stame's (2010) work adds potential for programme and method- related faults. These ex-
planations focus on the programme design and delivery, as well as its evaluation. However, 
taking a broader perspective on the context within which programmes and RCTs take place 
allows us to see that there is much more in play that needs to be taken into account in our 
explanations of RCT failure (or success). The political and funding backdrop, in particular, 
are often obscure in evaluations of RCTs; yet, as can be seen in the case of the Integrating 
English study, these can play a crucial role in helping determine—even at the outset—the 
likelihood of success or failure.

In the case of Integrating English, the model presented in this paper has demonstrated 
how a range of issues from the funder's remit, through the evaluation design and programme 
operation, to the wider political context all contributed to failure. Yet as indicated in the pre-
vious section, the outcome led to the demise of the programme, at least as far as the EEF 
is concerned. The array of issues identified worked together in a systematic way to create—
with hindsight—a system context that made success extremely unlikely. This is likely to have 
wider applicability for other RCT studies, especially for cross- curricular programmes. We 
might characterise this not as a failure of the programme or the evaluation, but rather as a 
failure of the system to create the conditions for potential success.

The purpose of this analysis is not to play down or explain away RCT failure; rather, it 
is to help researchers—and funders, commissioners, practitioners and policymakers—to 
understand this failure better, and therefore make better decisions. It should be noted, in 
fact, that these elements are of use in better understanding the results of RCTs whether the 
programme indicates impact or not.

The analysis presented in this paper helps make plain that the veneer of objectivity sur-
rounding RCTs is illusory. While it is possible to demonstrate, logically, the robustness of 
statistical relationships between measures indicating an effect on a population, how, where 
and what is measured are choices dependent on theory, prior evidence, how data is defined 
and gathered, some speculation and hypothesising and a subjective standpoint situated 
within a socio- historical moment. That is, RCTs, like other methods, are subjective in their 
focus, their means of implementation and the measures used (Gillborn et al., 2018). For 
instance, the high- stakes SATs tests in the United Kingdom, used as an impact measure in 
many EEF trials, are not an objective measure of success in primary education; the SATs for 
English promote a view of ‘standard English’ which works to enforce ‘prescriptive linguistic 
ideologies’ (Cushing, 2021, p. 599). It is only with this understanding—that the commission, 
design, operation and interpretation of RCTs are all matters of choice—that we can fully ap-
preciate the value of the evidence that an RCT can provide. Reflecting on our methods can 
help us realise that the way we construct knowledge through RCTs is itself a choice of our 
discipline (Burnett & Coldwell, 2021; Law & Ruppert, 2013), which enacts the current values 
of policymakers, funders and educators (Wacquant, 2022). Fully appreciating the choices 
that produce RCT failure and success will help us better interpret the evidence they produce.

Further, this analysis suggests that policymakers and funders should think again about 
the response to RCT failure (and indeed success). RCTs do not fail simply due to prob-
lems with underlying programme theory or its implementation; the failure, as we note, can 
reflect much broader issues that funders need to consider. This paper provides a starting 
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point, in the context- informed explanatory framework (Table 2), to help identify these is-
sues. Naturally, whilst some of the issues identified here could be rectified, many of them 
are well beyond the scope of the funder, evaluator or developer to change. In this sense, 
the case study described here not only contributes to our understanding of RCTs and their 
success or failure, but also adds further evidence to the body of research demonstrating the 
consequences of the narrow and test- based accountability and regulatory systems (Acosta 
et al., 2020; Au, 2007; Brill et al., 2018; Mausethagen, 2013) in place in education in England 
and across the world.
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