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Social Graph and Their Applications to Robotics
Fatma Ali Saad Alwafi
Abstract

In this thesis, we propose a new method to design a roadmap-based path planning algorithm in
a 2D static environment, which assumes a-priori knowledge of robots’ positions, their goals’
positions, and surrounding obstacles. The new algorithm, called Multi-Robot Path Planning
Algorithm (MRPPA), combines Visibility graph VG method with the algebraic connectivity
(A;) of the graph Laplacian and Dijkstra's algorithm. The MRPPA implies sequential path
planning for each robot based on the measured value of algebraic connectivity of the graph
Laplacian, and the predefined weight functions to controlling the motion of robots while
avoiding inter-robot collision, when planning the path of each robot, considers all the paths
already planned for path correction and collisions’ avoidance. The algorithm provides
optimality of all planned paths because the paths depend on the order of planning, thus the
choice of the right sequence for path planning of robots have significant impact on the
performance of the team. VG has been selected because it produces solutions with optimal path
lengths, i.e., short distances travelled from start positions to target, especially if combined with
Dijkstra’s algorithm. However, VG forces the robots to move near obstacles, and is
computationally expensive, because it uses all vertices in the environment. Therefore, we have
developed algorithms based on VG called the Central algorithm (CA) and its associate, the
Optimisation Central algorithm (OCA). Contrary to VG, CA selects a relatively smaller
number of vertices using the so-called Central Baseline (CB), in which the obstacles that
intersect with the baseline only are considered, and it generates waypoints, travelling, through
which the robots can avoid obstacles to reach their targets. Both algorithms employ a smaller
number of obstacles, and this reduces the computational complexity of finding the optimal
paths. Thus, it can create paths relatively fast and is convenient for path planning applications
in obstacle-rich environments, whilst retaining the advantages of the VG. CA and OCA have
made finding the shortest paths simpler because the process of path planning is equipped with
pre-calculated step-by-step instructions. All these features make it more efficient than the VG.
Simulation results show that the proposed algorithms can find safe and the shortest paths in 2D
environments. Also, the results comparison with the VG confirmed that both the CA and OCA

can find global optimal paths (short and safe) with computational efficiency.
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1 Introduction

1.1 Motivation

Over the course of the 20th century, robotics and automation became a critical part of modern
society; they have been used in many domains such as medical, manufacturing, logistics,
aerospace, transportation (warehouses and trans-shipment in harbours), industrial (assembly
lines) and agricultural [1]. Society therefore progressively looks to the use of robotics to
accomplish many tasks that are complex and difficult to do. For instance, there are new
application fields that relatively recently have appeared, such as underwater and space
explorations, search and rescue, in particular, in hazardous environments, and service robotics.
It is becoming increasingly common to use groups of robots to achieve these missions [2][3].
Typically, the required tasks involve several sub-tasks that can be performed in parallel with a
small amount of coordination required between robots. Thus, it has become very important to
find ways to describe individual behaviours of robots, which when deployed as a team, can
their tasks as a group [2]. Although robots’ use is widespread in some fields, most modern
robots need well-organised environments to know the conditions that can be predicted to work
whilst avoiding failure. Besides that, with technological advancements, robots have become
less expensive and more capable, especially when being used to solve a wide range of important
and complex issues [2][4]. The idea of creating sets of mobile robots that are cooperated to
perform more complex and pre-defined task is everyday closer to become a reality. In addition,
the design of a team of robots in executing cooperative tasks in an autonomous way has
attracted the attention of many researchers in recent years [4][5]. The essential precept, beyond
a new concept of coordinating mobile robots, was directly inspired through the surveillance of
natural systems, where it is easy to see many forms in nature such as social animals that are
amazing and beautiful examples of cooperative entities. These animals can arrange themselves
to perform incredibly difficult and complex tasks. For example, this can be observed by swarms
of birds in the air, schools of fishes in the sea or by colonies of the ants and herds of animals
on the land (see Figure 1.1) [4]. Also, it can be readily observed that natural teams are execute
team-level missions, and they are instinctively able to turn simple individual behaviours into
impressive team-level feats [2]. Even though these animals have limited cognitive capabilities,
they are act and collaborate to accomplish their missions in ingenious methods to access their
common targets. Given these wonderful examples, the concept of simulating natural
behaviours of animals and applying them to mobile robotics seems a very attractive idea [4].

For this reason, in the field of mobile robotics there is increased attention to the systems that
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are consisted of many autonomous mobile robots called multi-robot systems (MRS), and the
study of this system has grown significantly in size and importance recently [6]. Mobile robots
are automatic machines that can move in the environment of workspace. In addition, an
independent mobile robot is a physically autonomous system, equipped with various sensors
and actuators, essential and sufficient to perform and achieve a certain task [1]. Multi-robot
system approaches introduce several advantages over single-robot solutions. A multi-robot
system works in a shared environment to accomplish some tasks that may be difficult to

accomplish by a single robot [4].

Figure 1. 1: Examples of social animals (2014) available online at
http://www.peta.org/issues/animals-used-for-food/factory-farming

Furthermore, a key ability of multi-robot autonomous systems is cooperative localisation in
difficult unknown environments or complex partially known environments via sharing
information to reach common targets. Also, the performance of individuals within the team can
be remarkably improved through allowing them to perform complex tasks collaboratively in
various areas in a more reliable manner. Cooperative work allows performing the missions in
less time or with the least cost [3][5]. The main topic fields of multi-robot systems are
communication, mapping, and exploration, architectures, task allocation, and control,
localisation, object transport and manipulation, motion coordination, and reconfigurable robots
[3]. The research works that have studied and developed multi-robot systems have made

remarkable progress in recent decades. A team of scientists began investigating this trend of
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the research in the late 1980s [3][6]. The research study began in the early 1990s, for example
shown in [7], and it has received a rising interest since the mid-1990s [8]. Additionally, in the
early to mid-1990s there was a boom of multiple robot systems inspired by the general
intelligent behaviour of large biological insect communities, such as ants [9]. Besides that,
multi-agent robot systems (MARS) control problems have obtained significant importance.
Each MARS has a transport subsystem that contains many mobile robots. The controlling
problem similar to that of a mobile robot team, can be divided into two key parts: (1) optimal
global mission decomposition into sub-missions and distributing it optimally among separate
robots in the team; (2) path planning, control, and movement correction for each mobile robot
[10]. In computer science, the research for multi-agent systems usually uses software agents
that have been widely studied in the 1980s and 1990s [11]. Also, multi-agent systems have
replaced single agents as the computing paradigm in artificial intelligence [11][12]. In the
robotic society, the agents in a multi-agent system can also be robots, thus multi-agent systems
are referred to as multi-robot systems as well [11]. In [13] the authors have introduced a
taxonomy that classifies multi-agent robotic systems based on their computational abilities and
communication techniques that has led to the understanding of team behaviour, which emerges
collaboratively, and have described theoretical issues that may be raised in the study of
cooperation of multi-robot systems, illustrating the usefulness of the taxonomy in simplifying
discourse about robot collective properties. Authors in [14][15] have proposed the
classification of swarm, collective or robot collaboration research by defining a taxonomy or
collection of axes [13]. This is not surprising or unexpected. The continued improvement of
the technology and the infrastructure has enabled the deployment of multi-robot systems
consisting of increasing numbers of robots. Also, the growing attention to these systems is
expected to lead to significant progress in accomplishing complex tasks by them. What is more,
a multi-robot system will be superior to a single robot by performing certain dangerous tasks
successfully, such as environmental exploration, or demining tasks [8]. Within search
applications, a multi-robot system offers many advantages over single robot’s solutions,
especially when used in a hazardous area or inaccessible area to humans, for example, disaster
relief workers could use a swarm of robots to search and- rescue victims. Swarm robotics
applied in search missions could offer many major advantages over traditional search
techniques [16]. Multiple robots in swarm robotics collectively solve problems by forming
benefits structures and behaviours like the ones observed in natural systems, such as swarm of
fish, bees, or ants [17][18]. The team (group) behaviours appearing in the swarms emerge great

robustness and flexibility [18]. However, the distributed nature of these systems makes the
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design of the effective algorithms quite difficult, the total performance relies significantly on
the issues arising from the complex interactions between the robots. The design of these
algorithms has highly challenging requirements. One is that the robots must be highly mobile.
Another one is that the robots must maintain a communication network across a large
geographical domain. So, distributed algorithms must be robust to changing network topology.
The third requirement is that the robots must estimate their physical composition. This means
that the characteristics of the environment where robots operate must be evaluated, also the
robots will need some geometric information about the locations of other robots, or they cannot
coordinate their movements. The last one is that multi-robot distributed algorithms must be
robust to population changes due to robots failures or the addition of new members.
Fundamentally, in order for the algorithms to be able to achieve these requirements, they must
operate at the intersection of physical mobility, communication networking, and distributed
computation [19]. In addition to that, these algorithms need to overcome several challenges.
One of these challenges is the development of distributed motion algorithms that guarantee
connectivity of the overall network. The algorithm needs limited local information and
communication among robots to determine the addition or deletion of network links through
distributed consensus and market-based auctions [20]. The other one is how to design
appropriate coordination strategies between the robots that enable them to perform operations
efficiently in terms of time and working space [6]. Thus, all this requires a multi-robot system
to have the ability to make decisions based on the situation of its surrounding environmental
changes that may greatly enhance its autonomy [21]. The existing technologies can operate a
system like a multi-robot system in a known and relatively regular environment. It also operates
in a dynamic environment that has obstacles that may appear while performing the task; these
technologies are not sufficient because robots do not have the ability to make their own
decisions [21]. Therefore, particular attention has been presented to a multi-robot system
developed to operate in dynamic environments, where uncertainty and unexpected changes can
occur due to the presence of robots and other factors that are external to the MRS itself.
Technological Improvements in both (hardware and associated software) are the main reasons
behind the increasing interest in MR system, where the software techniques developed for
robots, applications take advantage of the hardware improvements and introduce complicated
and credible solutions for the basic missions, which robot must be capable to execute whilst
working in real environments: path planning, object recognition, object transportation,
localisation, and tracking, etc [22]. Besides, autonomous multi mobile robots are systems that

operate in a partially unknown and unpredictable environment. This means that robots must
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have the capability to move without disruption and have the ability to avoid any obstacle placed
inside the confinement of movement. In addition, these systems have little or no human
interference for their movement and are designed in a way that follows a predetermined path,
whether in an external or internal environment [23]. Additionally, the autonomy of the system
involves many domains such as communications, trajectory generation, and sensor fusion,
cooperative tactics, task allocation, scheduling, and path planning. The path planning is an
important domain in the control of mobile robots, and it is considered one of the main elements
of autonomy and plays a key role in enhancing the autonomy level of a multi-robot system.

Therefore, it is taken into consideration when designing multi-robot systems [21][24].

Even though the use of a multi-robot system has many important advantages that distinguish it
from a single robot system, it has also some foundational problems, which require solutions,
such as consensus protocol, flocking, formation control, task allocation, rendezvous,
containment, centralised and decentralised control, mapping, exploration, optimisation and
communications, and the motion planning problem [3][25]. These problems are still under
study and analysis and researchers are still looking to find suitable solutions to address them in
order to achieve a high quality of overall performance, although there are advanced studies on
this subject and many articles address more than one of these problems [3][25]. For this reason,
we investigate one of these problems - the problem of motion planning. The research
investigates a multi-robot system in terms of its advantages, disadvantages, and problems. It
focusses specifically on the problem of motion planning and how to solve it by using the
concept of graphs. Graphs and algebraic graphs theory are efficient and powerful tools that are

both used to solve a wide range of problems.

1.2 Brief Overview of Graph Theory

Graph theory was originated in1736 when Swiss mathematician Leonhard Euler solved the
Konigsberg bridge problem (a famous example is the 'Seven Bridges of Konigsberg’ 'problem):
where the author in his published paper in 1736 discussed the possibility of crossing all the
seven bridges of Konigsberg just one time [2][26][27][28][29]. See Figure 1.2 for an
illustration. The first paper of graph theory in history was written by Euler about the seven
Bridges of Konigsberg in 1736 [30]. Euler's main insight was that the islands and bridges could
be modelled by a simple mathematical structure, the mathematical structure constructed for the
problem is known as a graph model of the problem [27][28]. Since Euler's solution to this
problem, graph theory has evolved to become one of the essential fields of applied mathematics

[31]. Since then, graph theory has contributed to solving many mathematical issues [27].
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Although graph theory is closely related to applied mathematics, it is a multi-disciplinary field
among Mathematics, Operations Research, and Computer Science. Industrial and systems
engineering uses graphs as well for optimisation [2][29][30]. Graphs are one of the important
concepts that could help to solve problems in various fields. In mathematics and computer
science, graph theory is the study of graphs, which are mathematical structures used to model

relations between objects of a certain collection [2][29][30].

Figure 3.2: Konigsberg bridges. Bota, A. (2015) Methods for the description and analysis of

processes in real-life networks, available online at

https://www.google.co.uk/search? q=graph+theory+three&biw

At present, graph theory is an effective domain in both theoretical and applied sciences. It is a
rapidly developing area of research, and its various applications to networks, distributed
computing, social networks, and web graphs partly explain the growing attention to it [2]. On
the other hand, graphs are quite efficient tools for describing relationships between objects that
are represented by nodes (vertices). In turn, relations among nodes are represented by
connections [29]. In general, any mathematical object involving points and connections among
them can be called a graph or a hypergraph. For example, physical networks, map colourings,
databases, organic molecules, ecosystems can be modelled as graphs. All these examples
require multi-graphs, like directed graphs or graphs which allow loops. Therefore, graphs can
serve as mathematical models. Graph theory has been studied to solve many problems, such as
traffic routing problems, payload transport, task assignment, air traffic control and many other
applications, including robotics [2][29][30]. Motion planning is an eminently important topic
for mobile robots since, by definition, a robot performs missions by moving in the real world
[25]. The problem of motion planning is one of many difficult problems that can be solved by
using concepts of graph theory. It is also considered a common problem in multi-robot systems
and still requires more investigation [32]. Much research has been dedicated to this problem,

because of its importance in different areas and not only in multi-robot systems. The main task
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of motion planning is to produce a continuous movement or path that connects the start position
to the target position without collisions. In robotics, the problem of motion planning includes
producing a continuous robot motion from one configuration to another in a configuration
space whilst avoiding collision with obstacles [21] [25]. Also, the problem at hand is to design
a strategy that allows the robots to arrive their required locations through short collision-free

paths [33].

1.3 Graph Environment Models

There are several environment models that are widely known for purposes of path planning
problems, such as vector (obstacles are represented by polygons), grid (occupancy cells), and
graph. Each one of these environments has specific features and drawbacks. A graph is
considered a suitable model for motion planning problems and path planning purposes, as a
basis, the graph model contains only possible paths, i.e., information about obstacles is
excluded when the graph is established [11]. Masehian, E., & Sedighizadeh, D, (2007)
mentioned that more than 50 percent of all recent robot planning algorithms are dependent on
classical methods. However, the implementation of the classical methods is in constant
reduction if it is compared with heuristic approaches [33][34]. Therefore, many approximation
algorithms have been proposed to address the motion planning problem [30]. In fact, there are
three kinds of (classical methods) graph approaches that contribute to solving this problem cell
decomposition, potential field, and roadmap [21][30][33]. Roadmap approaches are one of the
main techniques that allow groups of robots to find the shortest path in the workspace to
perform their tasks. Specifically, the roadmap algorithms for two-dimensional (2D) path
planning that drive robots to move along the path designed in the configuration to reach
required goals. This approach uses information from static obstacles, and it contains simple,
collision-free path segments that are combined [32]. The most common roadmap methods are
Visibility graphs (VG) and Voronoi Diagrams (VD) [21][33][34][35]. These methods
graphically analyse the map to produce a connectivity graph or network. A connectivity graph
is a set of feasible paths from the current robot location, through sets of consecutive vertices,
to the goal location [33]. On the other hand, path planning utilising roadmap-based approaches
represent the environment by establishing maps or graphs from sets of vertices and edges;( in
each method, the vertices and edges are determined to build a road map in different manner
[21][35]). Voronoi diagrams produce vertices (waypoints) that are equidistant to two or more
objects (or VD of a set of geometric objects is a division of space into cells, each of which

contain points closer to one particular object) [33][34]. Also, the roadmap contains paths or
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Voronoi edges that are equidistant from all the points surrounding obstacles, the points where
the paths meet are called nodes (i.e., VD determines vertices that are equidistant from all the
points in obstacles region) [21][35][36]. Voronoi diagrams were first used by Canny, J [37].
Takahashi, O., & Schilling, R. J, have employed VD in many robots’ path planning methods
[38], whilst Lin, C.C., Chuang, W.J., & Liao, Y. D, have combined VD with heuristic methods
[39]. Although VD generates long paths and are far from obstacles (this makes it relatively safe,
due to increased distance among obstacles and the robot), however, the paths are not optimal

(as it is long) and not efficient, thus this is the main disadvantage of this method [21][33][35].

Visibility graphs are considered to be one of the oldest roadmap methods that applied in a 2D
environment, and they were used on robot Shakey [35]. VG considers obstacle vertices in the
environment to be the vertices, through which the robots can arrive at their required locations
(or it is the set of lines in the free space that links an advantage of object to another; these
advantages are vertices of polygonal obstacles [11][33][34]). Visibility graph approaches
proceed to link vertices that are visible to each other. These visible vertices have the property
that a straight line connecting them does not intersect the interior of obstacles [33][35]. Asano,
T., Asano, T., Guibas, L., Hershberger, J., & Imai, H, have firstly used VG in robot motion
planning and, they ensured that the robot would find the shortest path to its target [40],
Alexopoulos, C., & Griffin, P. M have introduced two algorithms for path search using a
visibility graph established from a ‘tessellation of contours and removal concave highs’[24]
[41]; the first one was a V*graph algorithm, which minimised the number of considered nodes,
hence, minimising the computational complexity of the algorithm [42][33]. Also, the algorithm
assumed that the obstacles were static. The second one was called E *Graph and, it assumed
the obstacles could move along linear paths at a constant speed [24][41]. In contrast to Voronoi
paths, one advantage of VG is the ability of finding a path with the shortest distance if one
exists [21]. In addition, there are several algorithms that are employed for solving optimisation
problems on the graph such as Dijkstra's algorithm: A*, and D*algorithm, etc [11]. These
algorithms are employed to obtain the optimal paths, or to find the shortest collision-free paths
[21]. In addition, it is often possible to transform vector and grid environment models to the
identical graph representation, and the possible paths can be represented by a visibility graph.
Hence, the algorithms can be applied, for instance, on visibility graphs [11]. Furthermore, the
visibility graphs methods can help the robots in the system move to the desired goal location
while avoiding collisions [21]. The advantages of using a visibility graph for motion planning

are that it’s a well-understood and simple method that produces optimal paths in a two or three-
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dimensional workspace [11]. Also, it is computationally effective, and guarantees to obtain an
optimal path if there is one [21][35]. For this reason, this thesis focuses on the visibility graphs
method in a 2D environment. This chapter does not discuss exact Visibility Graph (VG) method

in detail. More information about as Exact VG method could be found in Chapter three.
1.4 Aim and Objectives

1.4.1 Aim
The overall aim of this project is to study and provide a solid mathematical background to the

development of multi-robot systems based on graph theory and algebraic graph theory. In
particular, this project aims to develop path planning algorithms for a multi-robot motion
planning problem in a two-dimensional (2D) environment based on graph techniques and graph
search algorithms. In addition, to demonstrate how path planning can be improved using graph
theory to find a collision-free path through an environment with obstacles, from a specified
starting position to the desired target destination with the achievement of certain optimisation

criteria.

1.4.2 Objectives
* Establishing a theoretical framework for a multi-robot system based on graph theory.

* Investigating the motion planning problem for a multi-robot system and discuss how
to develop and find a solution to it based on graph techniques and graph search
algorithms.

* Investigating the path-planning problem or collision avoidance between robots and
address it through exploiting tools from the graph theory, such as the properties of
weighted graphs, edge-weight functions, and the matrices associated with graphs and
their eigenvalues, especially the Laplacian matrix and its second smallest eigenvalue
and their important roles to determine the measure of robustness connectivity.

* Designing and execution of a roadmap-based multi-robot path planning algorithm in a
2D static environment, consisting of polygonal obstacles, which assumes a-priori
knowledge of robots' positions, their goals’ positions, and surrounding obstacles. The
algorithm combines the visibility graph method with the algebraic connectivity
(second smallest eigenvalue A,) of graph Laplacian and the Dijkstra's algorithm for
find the optimal path for robots’ motion whilst avoiding a collision.

* Develop two path planning algorithms in two-dimensional (2D) workspace
environments based on the visibility graph method, to improve its performance to

generate paths safer and not too close to obstacles during movement to avoid collision.
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1.5 Contributions of the Thesis to Existing Knowledge
In order to extend the area of knowledge and emphasise the important role of advanced graph
algorithms, and to address the path planning problem for a multi-robot system, several solutions

are developed which form the contributions of this thesis.

The first contribution is the development of an algorithm for multi-robot path planning in 2D
space. The result of the proposed algorithm is an optimal, collision-free path. The proposed
algorithm is based on the combination of the visibility graph method with the algebraic
connectivity (second smallest eigenvalue 4,) and the Dijkstra's algorithm. The algorithm
implies sequential path planning for each of robots (path by path) based on the measure value
of algebraic connectivity of graph Laplacian, which controls the inter-robot’s connectivity
when it away from zero. In addition, predefined weight evaluation function (edge weights),
when planning the path of each robot, considers all the paths already planned for path correction
as well as avoiding collisions. The algorithm provides optimality of all planned paths because
the paths depend on the order of planning, thus the choice of the right sequence for path
planning of robots have significant impact on performance of the team. Additionally, these
algorithms possess a standard of completeness and computational efficiency to path planning
and are able to find optimal paths if the environment is known. It is also emphasised that the
visibility graph method and Dijkstra’s algorithm are chosen because they are guaranteed to
produce an optimal path if one exists, where within the context of this thesis, an optimal path

means the path that has the shortest distance from a start position to a goal position.

The second contribution of the thesis is the development of a set of path planning algorithms
that are based on the visibility graph (VG) method. The algorithms are computationally
efficient because the number of obstacles that are used for path calculation is relatively small.
This means the algorithms find paths by reducing the number of obstacles (as well as edges)
which lowers the computation time contrary to the visibility graph approach. On the other hand,
the algorithms hold the completeness criterion as it will generate a path if one exists, hence
they solve the problem of the conventional VG method, and they hold the completeness
criterion. The outcome of the developed path planning algorithms is optimal (shortest) and
collision-free (safe) paths that direct robots safely away from obstacles. In addition, they reduce
the computational complexity of roadmap approaches and are also able to produce general
solutions for different environments. The algorithms plan safe paths for the robots in the C-
space; so that they can traverse through the vertices of obstacles in different scenarios of

workspaces without the collisions, even with add new obstacles. It is also worth emphasising
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that the algorithms possess the criteria of path planning and may be capable of finding a
globally optimal path if the knowledge of the environment is fully and accurately known. Note,

the optimal paths here mean the safe and shortest paths.

Additionally, the software packages and the simulations to realise the path planning algorithms
have been developed. The proposed control algorithm strategies are designed to be user-
friendly, equipped with step-by-step instructions using MATLAB in two 2D environments,
where random or particular scenarios can be generated. Simulation results demonstrate the

effectiveness of the proposed algorithm.

1.6 Outline of the Thesis

This thesis is structured as follows:

The thesis focuses on studying and providing a solid mathematical background to further
develop a self-organising multi-robot system, initiated in the Centre for Automation and
Robotics Research, establishing a theoretical framework for such a system based on graph
theory approaches. Each chapter focuses on a specific topic and starts with an introduction

section that includes detailed information about the robotics based on the literature review.

Chapter 2 is a review of the relevant literature on multi-robot systems and main characteristics
of these systems in terms of coordination and formation control, centralisation and

decentralisation, communications, and the motion planning problem.

Chapter 3 presents a comprehensive literature survey of the importance of graphs to study of
a multi-robot system, and how problems of this system can be solved using graphs properties.
Specifically, it provides a broad survey of literature about the motion planning problem and
the importance of path planning and discusses how to solve this problem based on graph

algorithms.

Chapter 4 introduces the multi-robot motion planning and application details of the concepts
of graph theory to this system. Particularly, the problem of motion planning is discussed and
graph-theoretical techniques to solve the problem are presented. More specifically, it
investigates: (1) the multi-robot motion planning based on roadmap methods in a 2D
environment; (2) the key role of algebraic connectivity (second smallest eigenvalue 4, of the
graph Laplacian) to maintain connectivity and avoid collisions; (3) the multi-robot path
planning proposed algorithm based on visibility graph methods in conjunction with the

algebraic connectivity and the Dijkstra's algorithm. The chapter also presents the pseudocode
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of the developed algorithm and provides details on how and why the algorithm works to find a

collision-free path.

Chapter 5 deals with direct applications of path planning based on the proposed algorithm to
find the optimal path for a team of multiple robots and to drive them to reach their
predetermined targets in a known workspace environment. In addition, it gives examples of
randomly different scenarios of different workspace environments for groups of multi-robots
and discusses the proposed path planning algorithms in 2D environments based on the VG
method. The chapter also demonstrates the application of these algorithms to path planning.
Furthermore, the improvement of the proposed path planning algorithms is highlighted.

Additionally, it discusses and compares the results of the study conducted.

Chapter 6 explains the simulations and experiments software package that has been developed
for path planning to validate the effectiveness of the proposed control algorithms strategies

using MATLAB and discussed the results that have been obtained.

Chapter 7 concludes with comments on the work and provides conclusions based on the
proposed work in this thesis. Lastly, the chapter combines final comments about the results

obtained and the possible guidelines for future work.

Appendix A: summarises some of the main concepts and principles of graph theory,

algebraic graph theory, and provides a detailed description of Dijkstra’s algorithm.

Appendix B: presents a program for calculating the shortest paths using Dijkstra’s algorithm
for a team of multiple robots developed in MATLAB.

Appendix C: presents a program that implements the path following algorithm for Differential
Drive robots to follow the desired path using a robot simulator developed in MATLAB.
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2 An Overview of Main Characteristics of Multi-Robot Systems

2.1 Introduction to Multi-Robot Systems

At the present time, the development of multi-robot systems (MRSs) is one of the most
important research topics. It has raised the interests of many researchers and has seen
tremendous progress of the related technology. An MRS can be described as a group of robots
that are operating in the same working environment. Modern robotic systems might range from
simple devices equipped with sensors, to ones that can obtain and process data, to complex
mechanisms that are able to interact with the working environment using fairly sophisticated
methods. It is also difficult to provide a definition of the level of autonomy needed for robots
to be considered as ‘independent’ entities working in the environment, instead of simple
machines that supply services to the operator [5][22][43]. This chapter focuses on the overview
of the existing research on multi-robot systems. It starts with the description of main
characteristics of these systems, their importance, and what potential problems may occur and

how they can be solved.

2.2 Multi-robot systems versus single robot systems

A single-robot system (SRS) consists of an individual robot only, which is capable to act in
the environment and to interact with it. In this system, the robot is often designed to handle a
mission on its own account. Whilst an SRS provides relatively robust performance, some
missions might be inherently very intricate or even impossible for a single robot to perform,
for instance, spatially separated missions [6][13]. According to Dudek, G., Jenkin, M.R., Milios,
E. & Wilkes, D, the inherent constraint is the spatial limitation of a single-robot system (for
more information, see [13]). An MRS consists of more than one individual robot. Most of
researchers agree that a multi-robot system provides advantages over a single robot system for
many reasons. An MRS focuses on the execution of tasks in a more efficient way by increasing
the number of small and simple robots in simultaneous operations [6][43]. It brings flexibility
and robustness to the system by taking advantage of natural parallelism inside the system. In
addition, a multi-robot system has a desirable capability for accomplishing spatially distributed
tasks, which cannot be achieved by a single robot; examples of these tasks are underwater
discoveries, big area surveillance, and goal detection [22][43][44]. In addition, an MRS can
solve several problems including establishing mobile communication networks, distributed
sensing, and robotic search and rescue applications. The main reason for the growing interest
in multi-robot systems, is their ability to withstand system failures by creating redundant

processes and expanding responsibilities (if one of the robots fails, the others step in). Thus,
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the system provides a decreased failure rate. For instance, multiple robots can localise
themselves quite effectively, if they exchange information about their positions whenever they
sense each other, this may lead to the increase of the overall system durability [43][45][46]. In
the real world, an MRS is beneficial not only when they are performing different acts, but also
when the robots have the same abilities. In addition, from an engineering viewpoint, an MRS
can improve the effectiveness of the automated system, either in terms of performance in
achieving appointed missions, or in the robustness and reliability of the system (this can be
raised via modularisation). Furthermore, even when an individual robot can accomplish the
given mission, the potential of deploying a group of robots can improve the performance of the
whole system [22]. On the other hand, the efficient control strategies represent big challenges
for the development of those systems, since the robotic agents mostly have limited sensing
abilities, mobility, and communication. The robots might have no communication abilities or
might be able to communicate with each other only at a specific distance or having
communication links that might follow a certain random pattern. On top of that, the robots can
just sense each other directly in their field-of-view [47]. Nevertheless, despite all these
drawbacks, designs of MRSs proved to be very robust against the failure of robots or
communications. Moreover, an MRS presents various attractive advantages in many ways, in
particular, those that are linked to the ability of scaling up the systems. All these advantages
have given researchers incentives to expand research activities in this direction recently
[43][47][2][48][49][50]. Furthermore, there are other advantages that make MRS usage more
widespread than SRS as follows [48]:

e A multi-robot system can accomplish complex tasks that are not achievable at all or
would be too difficult for a single robot.

e An MRS has a better spatial distribution where the tasks are inherently distributed in
time or space.

e Setting up many resource-bounded robots is easier than using a powerful and complex
single robot and allows tasks executions with lower costs.

e Multiple robots can act together, where the cooperative action allows problems solving
and performing tasks in shorter time due to parallelism.

e Different robots may provide complementary capabilities at the same time.

e Redundancy offered by the introduction of multiple robots can raise the overall

robustness of the system [48].

e The possibility to work on repetitive tasks is another advantage of a multi-robot system.
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All these advantages have contributed to the study of multi-robot systems in the last few
decades [2][5][6][44][45][50][51][52][53][54]. Furthermore, there is increasing attention
recently to the development of systems of multiple autonomous robots because they exhibit
collective behaviour, with advantage over one single robot with multiple abilities which may
waste resources. Whereas multiple different robots, each one has its own configuration, are
more robust, flexible, and cost-effective. In addition, the tasks to accomplish may be too
difficult for one individual robot, whilst they can be effectively done by multi-robots [55].
Moreover, multi-robot systems have been used in various real-life applications instead of single
robots because of their efficiency and applicability. Also, the multi-robot system is defined as
the team of robots organised in the shape of a multi-agent architecture so that they can act
towards the same or different targets to execute a common mission [56][57]. In addition, over
the last ten years, the multi-robot system has continued to attract attention due to expected
special abilities such as robustness, communication, coordination, parallel operation,
awareness, cooperative behaviour, and scalability. Thus, compared to a conventional SRS,
MRSs can cover a wide range of fields during goal recognition, object transportation/relocation,
or where a multi-robot solution is more efficient, more cost-effective, more reliable, and more
robust than a single robot. All these characteristics are relevant to the efficiency of multi-robot

systems [57][58][59].

Figure 2.1: Example of a Multi Robot System!
2.3 Classification of Multi-Robot System
In this part, we will describe many works related to MRS through collecting them according to
their taxonomy. There are many kinds of MRSs, each capable of executing a wide range of

missions. Since the vast variety of apparatus and configurations can be classified as multi -

! The images of robots used are images of robots e-pucks ( https://e-puck.gctronic.com/)
that live in our robotics lab.
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robots, it is essential to understand different factors that are important in MRSs, along with:
how this system is classified, what its properties are, and also some shapes of classification to
put these systems into perspective [56][60]. Many survey and research papers have been
introduced that are related to MRS classification. In addition, several published research papers
have organised and given a taxonomy of multi-robot [56]. Iocchi, L., Nardi, D., & Salerno, M.,
have presented a taxonomy for MRSs based on their cooperative abilities, where the
classification allows for an accurate taxonomy of various typologies of multi -robot systems,
with special attention to those design choices concerning cooperation inside the MRS [43].
Farinelli et al. in [22] also introduced a taxonomy to categorise approaches to coordination in
MRS. The taxonomy introduced in [22] is characterized by two sets of dimensions:

Coordination Dimensions and System Dimensions, as shown in Figure 2.2 [22].

Figure 2.2: Example of MRS taxonomy from [22]

Whilst Dudek et al. in [13] proposed a taxonomy that classify multi-agent systems based on
communication, calculational capacity, and a little other parameter. They have proved that a
cooperative effort may be more compelling when compared to a single entity of the collection,
and they discussed the classification of multi-robot system focused on the calculation and
communication aspects. Wang et al in [61] have categorised multi-robot coordination into four
approaches, i.e., deliberative, hybrid, reactive, and behaviour- based. Cao et al in [62] have
been suggested some dimensions for classifying the multi-robot system. Czarnecki, C. A. in
[60] has presented a classification of multi-robot systems, the details about the proposed

classification in [60] are shown in Figure 2.3.
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Figure 2.3: Multi-robot system classification from [60]

In contrast, Verma et al. in (2021) have focused on categorising the coordination approaches

for multi-robot system. Figure 2.4 shows the general classification that is suggested in [56].

Figure 2.4: Classification of MRS [56]

The taxonomies that are proposed for classifying the MRSs have focused on the important
aspects that influence the development of a MRS. The taxonomy in Figure 2.2, has considered
the problem of coordination as a central problem in designing an effective MRS. In addition, a
coordination considers as a cooperation where the actions executed by each robot consider the
actions performed by the other robot. It is also defined the coordination as a set of rules that

the robots must follow to interact with each other in the environment [22]. In Figure 2.3 the
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taxonomy only given considered the independent fixed base multi-robot systems (IFMRS), see
[60]. Whilst, in Figure 2.4 the taxonomy focusses on classification of the coordination
approaches for MRS and considered the coordination an important and difficult element in
designing effective MRSs, especially when dealing with difficult missions and large-scale
systems. So, for MRSs to obtain widespread acceptance, the robots and their control systems
must be adaptable and flexible in the environment of their working and to their missions it

performs [56].

To provide a classification for MRSs, we need to know what different and important aspects
that have effect on the development of this system. We have identified three dimensions related
to MRS with some similarities to other previous taxonomies. The taxonomy we are proposed
for classifying MRS is characterized by three dimensions: composition, coordination, and
communication. The first aim at characterising includes the composition that influence team
development, while the second one concerns the kind of coordination that is achieved in the
MRS, the last one is communication type that affects the performance of MRS through
exchange the information between the robots, see Figure 2.5 and Sections 2.3, 2.4, 2.6 and 2.7

for more details about the proposed classification.

Figure 2.5: Classification of MRS

2.4 Homogeneous multi-robot systems versus heterogeneous multi-robot systems
Usually, the field of a multi-robot system includes mobile robots that can move and interact
with each other to achieve a certain task and/or to reach a specific target with additional

requirements to keep a particular formation [6]. It is often referred to as a team of robots; and
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can either be arranged as heterogeneous or homogeneous, or by other mean, based on
composition. MRSs can be categorised as heterogeneous and homogeneous robot systems
[56][57]. Members in a heterogeneous multi-robot team/group differ in the hardware structure
or in the control systems, or in both [43][56][63]. In addition, the abilities of the robots may
vary, where the robots can be specialised for specific missions [6]. Moreover, in heterogeneous
multi-robot teams, the specialisation is determined either via functional or structural
differences, or both, between team members [56][63]. Also, each robot in a heterogeneous team
performs a different function, thus it is important for the robots to coordinate their works to
accomplish a collective mission [64]. A heterogeneous system may consist of diverse robots,
for instance, different types of robots like aerial and land robots which can operate together to
help coordinate the group and to determine probable goals to execute their tasks whilst
maintaining a specific formation [6][22][43][63]. On the other hand, the team of homogeneous
multi- robots contain the same configuration forms, capabilities, and properties [57]. A
homogeneous team is often composed of small robotic units that share an identical control
system and equivalent physical structures [63]. Every individual robot has its own controller
that is an exact copy of those assigned to the other teammates. The specialisation in a
homogeneous robot team emerges by a self-organising process or dynamic of mission /role
allocation, where the team members autonomously allocate the roles between themselves [63].
Besides, in homogeneous multi-robot teams, the abilities of all robots are identical, because all
the robots have the same hardware and software [6][43][63]. Morecover, if the robots of a
deterministic homogeneous system are subject to the same inputs, they have the same
behaviour through generating the same outputs. Moreover, they work differently just when
they behave under different conditions in environment in which they operate, or if the system
is non- deterministic [43]. Additionally, a homogeneous multi-robot team has many advantages
such as that it can be easily amended; its composition is simple and less expensive, easy to
process spreading, and easier to maintain the design process [6][22][43][63]. In general, the
homogeneous or the heterogeneous of the members can influence the way in which robustness
is achieved [43]. Heterogeneous multi-robot/team requires some shape of inter-robot
communication, on the contrary, inter-robot communications for a homogeneous multi-robot
team is not mandatory. But a main requirement for the homogeneous team with no inter-robot
communication, to be strong (i.e., robust) is that the single robot of the team must be intelligent,
i.e., be able to make choices and act accordingly. Thus, a strong interior control structure inside
each robot in the team is required for a single robot to be intelligent [64]. Heterogeneous multi-

robot systems are more complex than homogeneous multi-robot systems, therefore their
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mission planning becomes very difficult. For example, the robustness of a heterogeneous robot
group 1is fragile due to allocation, where if an individual in the group fails, it is difficult to
replace its function and the whole group is likely to fail. Similarly, the group may fail, due to
environmental changes and uncertainties. On the other hand, homogeneous robots’ groups do
not suffer from these restrictions because their members’ ability to perform any role makes the
group's performance less susceptible to individual robot failure and to changes in the operating
conditions [6][22][43][63]. Figure 2.6 provides a classification of multi -robot system based on
the homogeneous and heterogeneous robots [64]. As a result, our work takes into account only
homogeneous robots due to their advantages over heterogeneous counterparts, and ease of

handling.

Figure 2.6: Classification of MRS based on homogeneous and heterogeneous robots [64]

2.5 Coordination control of MRSs

Despite improvements of the modern technology used in multi-robot systems, there remain
several challenges to overcome. One of the most interesting challenges is the control and
coordination of a team of mobile robots. Coordination is known as collaboration in which the
actions of the team are accomplished by all robots together such that, each robot takes into
consideration actions of other robots in the team and does it in a coherent and high-performance
manner [6][43]. In addition, coordination, and cooperation in multi robot are known as: “joint
operation or work amid a team of robots”, or the coordination is the mechanism employ for
cooperation [56]. There is also a set of predefined instructions that the robots must follow to
interact with each other in the environment. Coordination is a core task for a multi-robot system,
where the system performance may be directly impacted by the quality of coordination and

control [6][43]. An essential control problem for distributing and coordinating a team of mobile
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robots in an uncertain or complex environment is how to ensure and maintain the connectivity
of mobile robots under constraints of communication to accomplish their tasks, without
collisions with each other. Furthermore, coordination can be either dynamic or static, and
centralised or decentralised. Dynamic coordination happens during the performance of the task,
and it is often based on the synthesis and analysis of the information. Where information can
be acquired via the means of communication, it is defined as reactive or online coordination
[43][56][65][66][67]. This type of coordination has difficulty handling intricate tasks, and it is
also divided into two classes: implicit coordination and explicit coordination. Implicit
coordination is known as techniques that use the dynamics of the interaction between the
environment and the robots to accomplish the required collective performance that usually
manifests in the form of emergent behaviour [6][25]. It is often connected with implicit
communication when the robot considers the behaviour and models of others, whereas explicit
coordination is defined as techniques that use accredited collaboration ways and
communication, such as those employed in multi-agent systems, and that are usually used to
deal with relatively more sophisticated robots. It is also often connected with explicit
communication that is produced through the active behaviour of robots. Integrating implicit
and explicit information can improve the coordination performance for the entire robot system
[25].

On the other hand, static coordination requires the adoption of an agreement before starting the
task. For instance, traffic control that involves certain rules such as standing at the intersection
and maintaining adequate distance between a robot and the corresponding robot and keeping
it, for example, to the right. It is also defined as offline coordination or deliberative coordination.
This type of coordination can deal with complex tasks, where the real-time control may be
difficult to implement and substandard [65][67][68][69]. Additionally, control coordination in
a multi-robot system has received tremendous attention lately; due to the many advantages
which can be acquired when replacing a single robot system with a multi-robot system. In fact,
many researchers have turned their attention towards nature to find ideas that may help to solve
various coordination issues in a distributed manner. Challenging features remain concerning
different aspects of coordinated control such as formation control, flocking, rendezvous,
consensus, synchronisation, containment control, cooperative and simultaneous searching and
reconnaissance, cooperative localisation, and mapping [5][45]. The challenges of a multi-robot
system are to design suitable coordination strategies among robots that enable them to
accomplish processes efficiently in terms of the working space and time [70]. Different control

strategies have been proposed to accomplish the distribution of control coordination of a multi-
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robot system; these strategies include many methods such as the graph-based method,
behaviour-based, leader-follower, and virtual structure, etc. The graph-based method has
become dominant over the other methods, since a multi-robot system can be modelled as a
mathematical structure, known as a graph. Also, most aspects of coordination control can be
studied via utilising the benefits of graph theory; the developments have lately been
summarised for both graph theory and algebraic graph theory, both are playing core roles in
order to provide a coherent profile of the distributed control coordination for a multi-robot
system, especially in the formation control. For example, the Laplacian graph perspective that
provides insight into different research issues of multi-robot systems, is of high importance
[68][71][72][73] (see Chapter 3 and 4 for more detail on how graph theory concepts are
employed in studies of multi-robot systems). Another concept of coordination control design
that has the same importance, and is closely related to network connectivity, is formation
rigidity. The rigid graph theory has played a key role in network localisation and analysis of

the configuration performance [68].

Figure 2.7: Classification of Coordination in MRS [68]

2.6 Formation Control

Formation control of a multi-robot system is considered one of the core subjects in robotics,
which has seen many research studies lately. It is also an important domain not just because of
its theoretical importance, but also because it meets many practical requirements [48][74]. The
concept of formation can be observed from natural life; it is not an invention or discovery of
the human mind; it can be seen in flocks of migratory birds or flocks of animals or schools of
fish. The idea behind formation control was directly inspired by observing these examples in

nature, and then applying them to robots. Formations are designed to implement particular
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tasks that may be hazardous to humans to perform [73][74][75]. Formation in a multi-robot
system is defined as an overlapping physical structure, where the system is maintained in
tightly pre-defined restrictions and provisions. In addition, it allows the capability to transfer
big objects compared to a single robot and reduces the total effort and time needed to explore
a large area and mapping [73][76]. On the other hand, formations of multiple robots are known
as sets or teams of mobile robots, which have been structured and established to maintain some
predefined geometric pattern, which is adapted to environmental constraints through
controlling orientations and positions of every individual robot in the team, whilst allowing the

team to move toward the specified target at the same time [43] [51][73].

Figure 2.8: Example of formation control for multi robot system

Moreover, many formation control strategies have been developed to perform certain tasks via
various ways [75]. One of the formation control strategies is known as scaling which allows
the volume of the formation to increase or to contract. Another strategy controls the formation
to move and rotate, where the formation is considered as a rotational constant [77]. There are
other strategies which just require each robot to ‘sense’ particular aspects of other robots. In
addition, control strategies that allow communication are more flexible but are also mostly
more complex to implement [22][47][76]. Technological progress has also led to studies and
research to improving these strategies for formation control to allow a team of robots to move
in the working environment whilst keeping the formation and capability to change the
formation scale if necessary. These strategies that allow the formation scale to alternate if
needed, have a great practical importance when the previous formation may not suffice. For
instance, if we have a team of autonomous robots moving inside a certain factory to perform a
specific task, the team may require maintaining a particular configuration form, but it may also

need to change the shaping scale due to the presence of obstacles [74][76]. Formation control
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is a very well-studied problem, and several different approaches can be found in the literature
[78]. In addition, the formation problem is defined as the coordination of a team of robots to
get into and to keep a formation with a specific form. Application fields of formation control
include security patrols, search and rescue operations, remote terrain and space exploration,
landmine removal, area coverage and reconnaissance in military missions, control of arrays of
satellites and UAVs [79]. One of the advantages of formation control is that a group of mobile
robots can be used in order to accomplish and perform various tasks in a single time-span or at
the same time, which cannot be achieved or are impossible to be completed by a single robot
[47][73][75]. These capabilities require solving some important issues to successfully
accomplish formation control for a team of mobile robots:

e How to change the pattern of formation automatically and adapt to an unknown

environment.

e How to create and prepare transformation of formation during robots’ transit.

e How to control and maintain formation pattern during movement.

e How to design any kind of formation shape and achieve it.

e How to change the motion plan to avoid obstacles.

e How to alter the form of the formation [51] [43][73].
All the above issues can be solved with the use of graphs which will be discussed in detail later

in Chapter three.

2.7  Centralised/Decentralised Approaches

In multiple robot system, the control of a multi robot team is a challenging issue. There are two
strategies to this issue: Centralised and decentralised [80]. In addition, the main decision to be
made when determining a team architecture of robots is whether the system is centralised or
decentralised [6][61]. In centralised control strategy of multi robot system, the global
information about the case of the entire system is maintained. The system collects information
from all robots and saves track of their location in environment [80]. This strategy has an agent
or leader that is in accountable of organising the act of the other robots; the leader is in charge
for the decisional operation with the participation of the entire team, while other members work
according to directions given by the leader [43][56][57]. All the decisions are made by the
leader to define if a computation mission is to be executed by the leader or via a specific robot
[57]. A leader has global information about the environment, and whole information about the
robots. The leader can communicate with all the robots to share information [6]. In addition to

that, this type of the control strategy can be applied to a fixed group, or it may be employed in
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a hierarchical structure, where the robots can operate under the control of a leader, and they
may act as leaders of subgroup of robots themselves in an MRS [43]. The leader then arranges
a group of robots to reach a common target, plans missions for single group members and
supervises the entire process. In a multi-robot system, it is possible to allow more than one
member to acquire the role of a leader during the mission [80]. Although, the centralised
strategy is relatively easy to design, it is not robust to communication failures and unexpected
positions. The centralised strategy is appropriate when the number of robots is small, and the
environment is known and constant. However, this strategy is ineffectual with large number of
robots due to the high computation requirement of the leader, and the communication cost
between the robots [6][43] [56] [80]. The centralised strategy has been applied in autonomous
logistics, traffic control, and transportation systems in hospitals [56][80]. Moreover, this
control strategy suffers from scalability problems and a drawback that it relies heavily on
communication. Therefore, when a communication failure occurs, this may lead to the failure
of the entire system [79][80]. On the other hand, a centralised strategy is an approach that
depends on the leader which means that with the failure of the central unit, the system cannot
accomplish their tasks [56][65][80]. A further classification can be introduced for centralised
system based on the method that the leader role is played, which are strongly centralised or
weakly centralised [43][56]. In strongly centralised systems, a constant leader is employed
(which can be a robot or some remote server) which stays the same during the whole mission
duration. It is possible that more than one member in the multi-robot system is allowed to
obtain the role of leader, and they can plan the actions of other robots. However, in the case of
strongly centralised systems, the role of a leader is assigned to a one robot at the beginning of
the task. It remains the same until completion of the whole task [43][56]. Weakly centralised
systems: in this approach more than single robot is permitted to become leader during the task.
A leader is not selected in advance, but the role of the leader is dynamically assigned during
the execution of the task based on some criteria, depending on the environment changes,
communication, or forced by the failure of the current robot leader. There can be many policies
to choose a leader such as some pre-set priorities, calculation force, etc. [43][56]. In addition,
if there are multiple leaders and all of them are finally controlled by a single robot, these
approaches are also classified as centralised. If these leaders work independently, and are not
controlled by one single leader, then it is called hierarchical. Also, in several states, multi-robot
system does not follow fully centralised or decentralised approaches [56]. Generally, both weak
and strong, permitted for a simpler mission assignment among the team member because just

one of them, the leader, is in accountable of it. Strongly centralised systems have the drawback

40



that they strongly depended on communication. Hence, when a communication failure takes
place, it results in the failure of the whole process of the system. In addition, it can fail in
accomplishing its task, if the leader is broken or when its leader goes out of order, and it has
an advantage that a well-suited robotic agent can be realised to be the leader, for example, by
having the appropriate computing capabilities to analyse the environmental data used to take
decision. Weakly centralised systems attempt to recover from a leader failure by choosing a
new leader. Therefore, weakly centralised systems are more robust than strongly centralised
because it can choose a new leader in state of leader failure [43[56].

By contrast, decentralised control strategies consist of robotic agents that are completely
independent in the process of adopting decisions, where each robot is an autonomous unit that
operates according to its position in the team without a leader. Besides that, the decision-
making is done with the participation of all members [56][80]. In this approach, the
computation mission is executed by any single or multiple robots in the group. There are no
certain leaders throughout the mission and hence it permits all other robots to proceed with
their account even if one robot fails [57]. Decentralized systems can better respond to changing
or unknown environments, and often have more superior robustness, flexibility, adaptability,
and reliability. However, the solutions they reach are usually sub-optimal [6][43]. In addition,
the decentralised strategy is extremely robust, and it can perform very well in complex and
hazardous environments. This strategy is scalable; potentially many heterogeneous robots can
collaborate to reach a common goal [56][79][80]. Besides, the decentralised approach is
currently a dominant paradigm, and the behaviour of this approach is usually described
employing such terms as “self-organisation” and “emergence” [61]. Decentralised multi-robot
architecture is typical in swarm robotics. Often, robotic swarm contain several simple robots
that have primitive behaviour [80].

Furthermore, this strategy is designed as in either a distributed way or a hierarchical way. In
the first category there has no central control agent and treats all agents equally in terms of the
communication and control: all the robots are equal with respect to each other and are
completely autonomous in the decision-making process. Therefore, if one of the agents stops
working, the other agents can still complete their task [6][43][56][61]. Although, the distributed
architectures produce good robustness to the failure by allowing each robot to take decisions
dependently, but many intricacies come to achieve the coordination among robots [56].

In the hierarchical design, robots are formed as small local groups and leaders are distributed
to perform their tasks [56][74][81]. In addition, there exist one or more local central control

agents which organise robots into clusters. The hierarchical architecture is a hybrid architecture,
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intermediate between a centralised architecture and a distributed architecture [6]. When the
operation of coordination is locally centralised, it is called hierarchical. Also, the MRS has
local leaders, but they are not eventually controlled by single leader. Such approaches are
generally used in MRS with multiple missions where a team of robots work on different
mission, or a mission is divided within the robots’ teams by negotiation, but, not by commands
from the leader or the central system. This type of approaches is less robust than distributed,
but it can be realised just with local communication or global communication with less
complexity and cost [56]. Despite advances in the techniques for coordinating movements of
multiple robots in the formation by the employment of decentralised control, decentralised
approaches that are mostly studied are Leader Following, Behaviour-based, and Virtual
Structure, where the approach of the Leader Following is the most studied in multi robot
systems [73][82][83][84][85]. Tools from algebraic graph theory have been used for the study
of the leader-follower system, where the followers are governed by the Laplacian based
feedback law [49]. Figure 2.9 shows a leader-follower network with robot-followers indicated
as

Ve = {R3, R3, Ry, Rs} and robot-leaders as V; = {Ry, R¢}. A good review of these approaches
can be found in [49][75][85].

R R,

-
B B

Ry Rs

Figure 2.9: Example of a leader-follower network

Moreover, decentralized control strategies are the most popular approach for teams of MRS
[44]. Recently, decentralised strategies have become more prevalent, where sensing hardware
and communication have become easier to execute on groups of agents and less expensive [79].
In addition, these control strategies can accomplish a range of tasks including the location
rendezvous [79]. What is more, when designing decentralised control strategies for multi-agent
systems, it is important to have information about communication abilities of the agents and

the sensing ranges. In addition, it is often very useful to model a multi robot system as a graph-
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theoretic framework where each robot corresponds to a node, and each information link
corresponds to an edge [79]. In addition, one important feature is that the latest current research
addresses the combination of graph theory with decentralised controls [86]. This graph-
theoretical approach is discussed in detail in Chapter 3. On the other hand, the decentralised

system means that its every unit (robot) has the following attributes:

. Limited sensing/communication (information gathering);
. Limited computing power (information processing);
. Limited available memory (information storage).

These cases of work abilities, limited sensing, and communication that relates to the idea of
decentralisation, distributed sensing (decentralised), and control, are also closely related to the
concept of graphs. For example, the consensus protocol for a multi-robot system is one of the
most important solutions for a team of a robot with the target to drive the entire system into a
final common position. This problem has been resolved in a completely decentralised way.
Good examples of decentralised formation control are shown in [6][49][59][67]. Next, in more
detail, what the decentralised controller does exactly mean. For example, assumed that a team
consists of five robots that represented as a graph for encoding the information flow among
robots (communicated, sensed, and elaborated). The decentralisation is such that: on every edge,
the volume of the information flow is constant (the number of robots). If we add the sixth robot,
it does not increase the information, memory, or computing power that needed by robots (1, 2,
3, and 4). Thus, the amount of information grows linearly with the number of neighbours (see
Figure 2.9) [6][67][86]. In general: decentralised approaches are more robust to robot failures,
malfunctions, or communication failure [56]. The research communities have shown their
increasing attention towards employing decentralised approaches for multi-robot coordination.
But the cost of communication is a challenge faced by many researchers when using
decentralised coordination by explicit communication. However, the utilise of implicit
communication is also possible to achieve a decentralised approach. Utilising implicit
communication is more scalable. Therefore, in practice, a combination of implicit and explicit
communication may be more beneficial and efficient. When coordination is achieved by
utilised both decentralised and centralised approaches, the coordination can be called hybrid
coordination [56]. In addition, it is exceedingly claimed in previous studies that the
decentralised strategy has many inherent features over the centralised strategy, involving

scalability, fault tolerance, reliability, and natural exploitation of parallelism. But we are not
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aware of any published theory or empirical comparison that directly supports these claims [61].
For this reason, our work in this thesis focuses on centralised control strategies, as we deal with

a small number of robots [56].

Centralized Decentralized

Figure 2.2: Centralised and decentralised control

http://www. https://www.softwareadvice.com/resources/it-org-structure-centralize-vs-

decentralize/

2.8 Connectivity (Communication)

Communication in a multi-robot system is considered an essential and important issue, and it
has received major attention from researchers recently. The concept of communication for a
multi-robot system has several meanings, where this concept is defined as the process of
transferring information from one robot to another robot, based on the way robots’ sense or
share information directly or indirectly. Robots can cooperate by communication mechanisms
that enable them to share information among themselves. Communication also means any way
that the robots can exchange or sense some information about each other [56]. In addition, there

are several different methods to establish communication links between robots. The importance
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of communication lies in the knowledge of two main parts. The first one is: how robots can
communicate with each other, and the other one is: how robots can exchange information with
each other to participate in performing various operations [13][87][88]. Communication can
be explicit, for example, via Wi-Fi, or implicit, for instance by sensing each other by sensors,
or via the environment, where the environment itself is a communication medium [6][56][89].
Explicit communication utilises additional communication hardware - a device intended for
signals that other team members can understand. The robots interchange information directly
utilising unicast and broadcasting intentional messages in explicit communication. Whilst, in
implicit communication, robots gain information about other member robots via the
environment. This communication uses staggery between team members and can be gained by
using specific sensors in the robot [56]. In addition, the communication structure of a team
defines the possible modes of inter-agent interaction. There are three characteristic key types
of interactions that can be supported: interaction via Sensing, interaction via Communications,
and interaction via Environment [6][61]. The simplest, most limited sort of interaction happens
when the environment itself is the communication medium, and there is no explicit
communication or interaction among agents. Some researchers have called this modality
“cooperation without communication” [61]. Dudek et al. in [ 14] have suggested a more detailed
taxonomy of communication structures. On the other hand, dynamic networks have lately
appeared as an effective method of modelling different shapes of interaction within a group of
mobile agents, like communication and sensing. Communication is a flexible and powerful
way for exchange of the information among the members of the team to perform networks’
operations [89]. These networks consist of several mobile robots that are determined as
continuous dynamical systems of continuous space with communication abilities [61][88][90].
These robotic networks are assigned to perform a variety of tasks, such as search and rescue
missions. In addition, information exchange in these systems can be of two types: either the
effective communication or passive sensing between agents. Communication among agents
may be stronger and more flexible than passive sensing. Also, it requires robots to follow a
common protocol to handle communications between agents, which might be a difficult
requirement because it needs communication hardware that often is wireless [61][88][91].
Moreover, communication can help robots to collaborate through learning information that is
observed or inferred from others to configure the system [78][83][92]. The design of control
composition algorithms is a hard task for multi-robot systems, even when dealing with a single

network. Wireless communication plays a vital role in distributing these algorithms.
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2.9 Motion Planning Issues Overview

Motion planning is a common problem in the development of autonomous robotics, which has
been addressed in many types of research. It also has importance and great value not just in
robotics but also in various fields such as maintenance planning, computer-aided design, and
virtual environments. Motion planning comprises sensor-based planning, configuration spaces,
decomposition and sampling methods, matrices computation and their properties, and
advanced planning algorithms. The main function of motion planning is to produce a
continuous path that links a start location (S) to a goal location (G) where the robot movement
is free from collisions with surrounding obstacles [21][93]. In addition, it is an ability to build
collision-free paths that connect robots to their target destinations. Moreover, motion planning
is one of the important tasks in the intelligent control of autonomous mobile robots [94][95].
With a technical standpoint, the problem of motion planning is to properly define a path for a
robot in a specific environment from a start position to a goal position while avoiding a collision.
Or, in other words, the motion planning problem in its simplest form is how the robot moves
from an initial configuration to the other configuration until it reaches a target configuration in
the optimal path without collision. To describe the problem of motion planning in a correct and
simple manner, this requires knowing and identifying two commands. The first one is what
information is possessed by the robot to do its mission in a workspace environment, and the
second is what capacities possessed by the robot to move inside the environment of the
workspace without any collision with known or unknown obstacles to reach the goal
[21][93][96][97][98]. Often the motion planning of the robot is separated into two categories:
one category is trajectory planning which is aimed to schedule the motion of the robot along
the planned track in a workspace, and the other category is the path planning that guides the
robots to find the optimal path among two points in a workspace [99]. Furthermore, the motion
planning is related to several expressions or terms such as Path planning, Trajectory planning,

Navigation, Global path planning, and Local navigation [21].

2.10 Multi-Robot Motion Planning

In a multi-robot system, to find paths (shortest) for a team of robots that are operating together
in a shared workspace that allows robots to move from their initial position to the goal positions
whilst avoiding collision with obstacles and with each other, it must be taken into consideration
that MRS forms itself a graph. This graph will be dynamically changing whilst robots progress
to their goals, where the robots and obstacles are geometric entities, and the robots operate in

the configuration space. Furthermore, each robot has its own start and target positions, and it
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computes its own movement based on the information at its disposal to move along its path
whilst avoiding mutual collisions [87][100]. The motion planning problem of a multi-robot
system can also be classified into two categories: centralised and decentralised, where in the
first category a multi-robot system is considered as a single robot system instead of several
autonomous entities. Within this category, a single robot (a leader or master) or a central based
station has all information of the whole system and control all robots, as mentioned above in
section (2.7). Some algorithms based on randomised sampling have used this type of approach
to improve system performance. The centralised motion planning often addresses coordination
via setting the robot speeds along their respective paths, where the path of each robot is
calculated independently, and it uses the sampling algorithms to coordinate previously built
paths [6][87][100]. The introduction of algorithms based on sampling techniques such as the
roadmap method had a major effect on the domain of motion planning because of their
simplicity, efficiency, and applicability to a wide area of issues, such as the multi-robot systems
case [95], which we will use in this thesis. Whereas a multi-robot system in the second category
operates in a distributed and independent manner and more rapidly than in the first category
[6][88][96]. In addition, the decentralised category is considered more common than the

centralised one [6][87][100].

In fact, in order for a multi-robot system to collaboratively achieve a certain mission in a
common workspace, one of the key missions for each robot is to reach its single target without
colliding with a static obstacle or another robot. In addition, in an environment of a multi-robot,
path-planning or collision avoidance is an important problem. The main important problem
that faces robots when they move in the environment is that they must consider the presence
of obstacles, and any dynamic objects such as a moving robot [100]. The collision avoidance
problem has been widely investigated for a multi-robot system in the literature and many
different approaches have been used, with typical solutions relying on the possibility of
avoiding collisions with obstacles and between robots [78]. The developed algorithms for
collision avoidance can help avoid the collision from any static obstacles and inter-robot
collision avoidance. Besides, path planning and collision avoidance with polygonal obstacles
in most of the known methods involve the use of graph search algorithms to find the shortest
path from the possible paths [101]. Moreover, the collision avoidance among robots is gained
through exploiting tools from the graph theory such as the properties of weighted graphs, edge-
weight functions, the Laplacian-based algorithm used for graph connectivity to represent the

link between the robots [78]
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3 Graph Theoretic approach to the study of multi-robot systems

3.1 Introduction

Graphs and algebraic graph theory are fundamental and strong tools to study and analyse
stability of the formation control involving all above-mentioned aspects in Chapter two. Graphs
are used to control a group of mobile robots in keeping a desired formation and altering
formations and providing information exchange when needed while navigating in an
environment with obstacles. They can help accomplish transformations between different
formation patterns [55][71][75][102][103]. The use of graph theory has been highly
advantageous to determine relations among the individual robots, because of its algorithms and
definitions that have been developed to find minimal constraints and rigid structures [76].
Besides that, directed graphs have been used to describe the topologies and configuration
patterns, where the description of graph topology has been used for stability analysis of the
controllability of robot formations and for selection of suitable controllers for certain formation
patterns [74][104]. The problem of formation control is handled by exploiting strategies that
are based on graph theory. For example, delays in the communication channels may make the
system unstable, for this reason, the formation control strategy is described on the basis of
weighted-edge graphs, where the weighted edge has been used for both of formation control
and collision avoidance [102]. The problem regarding formation modelling has been studied at
the beginning of this century [74]. Moreover, some aspects of the formation control of a team
of mobile robots can be improved by taking advantage of algebraic graph theory. For instance,
weighted graphs properties can be used to obtain a formation shape and avoid collision among
robots moving in the environment [22][105]. According to Desai et, al. in [103], directed
acyclic graphs have been adopted to represent the control graph between mobile robots, and
for the design of the control strategy. In addition, it can employ graph algorithms by adding a
specific geometric pattern, to maintain formation generation and control the consensus problem.
Furthermore, the tools of algebraic graph theory have been used successfully for formation
control, which aims to drive the whole system (consisting of N robots) to a common final state,
where locally distributed and scalable formation controllers can be designed using properties
of the Laplacian matrix [22][74][105]. Moreover, graph theory in both classifications,
geometric and topological, has a fundamental role in the design of control algorithms [89].
Additionally, the communication architecture among robots often relies on the approach of
modelling systems as graphs, where every robot is represented as a node (vertex) of a graph

and the communication links between robots are represented edges of the graph, which are
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defined according to the predetermined communication model. Graphs have been used broadly
to study sensors and robots’ networks. They have also been utilised as models of wireless
communication [84][90][106]. For instance, the connectivity of the communication graph is a
property that enables coordination between robots; communication has an essential role in
keeping formation or coordination among robots. That means, to perform a task that requires
keeping formation successfully, the robots should ensure that the communication graph is
connected, for the exchange of information between the robotic systems [55][74][103][106].
Also, there is a complex interplay among communication and mobility because the
communication network is occasionally subject to change, each time a robot moves. Besides,
robots need to coordinate their movement, and determine the right place to move to perform
their tasks correctly which ensures information exchange. All these can be achieved via
communication. Where the communication lets the robots share information to find which
robots are nearby, and to assess their ability to transmit information to other robots [51][106].
Normally, understanding complex systems such as multi-robot systems require a bottom-up
analysis, i.e., how these systems are connected, and their interactions are best characterised as
networks whilst maintaining the desired formation and changing formations during navigating

an environment with obstacles.

3.2 Graphs approach for a multi-robot system

Multi-robot system can be represented as a graph, where each robot can be considered as a
vertex of the graph, and the communication structure between robots can be described as an
edge of the graph [61][102], see figure 3.1. A graph (G) represents a linkage between a set of
vertices, where vertices relate to each other, and these vertices can be connected if there are

paths (edges) between them.

Roebioty

Roboty

Figure 3.1: Example of a multi robot system represented as a graph
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All vertices that are near a vertex are defined as a set of its neighbours which relate to others
by edges. Therefore, the link between any two robots is represented as an edge of a graph. In
addition to that, this system can be adapted to various sorts of graphs for communication
architecture such as directed graphs and undirected graphs. Many types of research are using
undirected graphs in robotics systems because it is easy to deal with information exchange
between the robot and their neighbours. There are two models of undirected graphs, weighted
graphs that consist of weighted edges and unweighted graphs do not have weighted edges
[5][102]. According to Coogan, S, many different graphs can be associated with multiple robots
(agents)[47]. Example are sensing graphs where each sensor encodes to what the robots
(agents) can measure, or sense, i.e., relative speeds and positions of other robots inside its
sensing graph without active communication, as well as detection of obstacles and boundaries
[47]. Also, the communication topology between robots can be modelled as a graph, commonly
referred to as the communication graph, and communication links can be established as
unidirectional (moving or operating in a single direction) or bidirectional (operating in two
directions), (see Appendix 8 for more information) [102]. Hence, the problem of ensuring the
exchange of information in mathematical terms means that the communication graph should
be connected. Graph theory is used to encode the information flow among robots, also it is an
important tool in the analysis of the stability and control of robot formations [47][102]. There
is an example of the graph that is a random graph in which the communication links are
modelled through random operations [47]. In addition, weighted-edges graphs are exploited to

lead a team of mobile robots to establish the required shape while collisions avoiding [102].

3.3 Importance of graphs for multi-robot systems

Graphs are strong tools for increasing the power of the communication links for information
flow between robots for a workflow to perform their tasks. In addition, the matrices that are
related to graphs have important and useful properties for development of multi-robot systems
such as adjacency matrix, diagonal matrix, incidence matrix, and the last but not the least, the
Laplacian matrix® which has an important role to solve problems of networked systems such
as consensus protocol, flocking, formation control, and the rendezvous problem, in addition to
the motion planning problem that is considered in this thesis(see Chapter four for more details).
These problems have been studied widely in the field of decentralised control and attracted

considerable attention in many types of research. The rendezvous issue has been discussed in

2 Graph properties are described in detail on Appendix 8.
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[84][107][108][109], where they have been explained that the problem of formation control
may be expressed as consensus issues, where the formation error is determined for every robot
and the aim is to stabilise the formation (i.e., control the formation error for each robot to each
zero) [107][108][109]. According to Rahmani, A., Jia, M., Mesbahi, M., & Egerstedt, M, the
control method for multi-agent rendezvous is Laplacian-based (see the definition of the
Laplacian matrix in Appendix 8). Their study was aimed to identify effects of graph-theoretic
concepts on system theoretic properties of the robotics system. They have shown how the
symmetry structure of the network directly relates to the controllability of the corresponding
robotics system, for more information see example in [49]. On the other hand, Fax, A. and
Murray, M mentioned that they had applied the tools of graph theory to associate the
communication network topology with formation stability [59]. They proved a Nyquist
standard by using the eigenvalues of the Laplacian matrix of the graph to define the impact of
the graph on formation stability; they also proved a separation principle which stated that if the
information flow was stable for the given graph, then the stability of formation had been
achieved, and the information flow become rendered highly strong among robots. A good
example of a consensus-based formation control strategy is given in [59] confirming that even
in the presence of delays in the communication, the agreement is reached. Moreover, a multi-
agent system shows a stable behaviour, even in the presence of a varying communication
topology [59]. The Adjacency and Laplacian matrices have been widely used in multi-robot
system graphs (see [S9][107][110][111]). Fax, J. A., & Murray, R. M, also pointed out that the
eigenvalues of the Laplacian matrix could display the system’s stability with laws governing
the closest neighbours (see [59][110]). Jadbabaie, A., Lin, J., & Morse, A. S, have exploited
the properties of the Laplacian matrix to demonstrate the convergence of boids (bird-oid
objects) speed [107][111][112]. Examples of consensus protocol problems are given in
[102][103]. In addition, Falconi, R., Sabattini., Secchi, C., Fantuzzi, C., & Melchiorri, C, stated
that the problem of the consensus protocol for multi-agents (robots) could be solved in a totally
decentralised method with the Laplacian-based feedback way. They described a consensus-
based algorithm for the formation control of teams of robots through the definition of suitable
edge weight functions, where they proved and achieved formation control and collision
avoidance between robots by exploiting tools of graph theory, see examples in [78][113].
Zavlanos, M. M., & Pappas, G. J, pointed out that the controlling network problem of robots
(agents) can be solved using an algebraic graph theory, where the condition of the connectivity
has translated through the dynamics of a Laplacian matrix and its spectral characteristics

[114[115]. In addition, in distributed networks, the effectiveness of collaboration like networks
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and multi-agent systems is based on vertices’ capability to exchange information. The
availability of different communication protocols with diverse technical characteristics opens
the possibility to guarantee connectivity during a system’s operation in any condition [116].
Communication can be represented by a graph, in which connectivity can be expressed by a
well-known algebraic connectivity value or Fiedler value, called the second smallest
eigenvalue of the Laplacian matrix, which is indicated by A,, and is a measure of connectivity
of the communication graph [115[116]. It is one of the most substantial tools employed in
several applications that require maintaining connectivity. This value is determined by the
graph topology and the parameters of a graph, for instance, the number of vertices n, number
of edges m, minimal degree d,;y, etc [116]. Also, for many common graph topologies, such
as cycle or cube graphs, and complete graphs, the algebraic connectivity is known and can be

defined by the number of vertices » in the graph, such as, the algebraic connectivity for a cycle
graph: 1, = 2(1 — cos 27” ), whilst for a complete graph 1, = n [116]. However, the
graph topology can be changed by allowing processes on the graph, which may involve the
addition or removal of vertices and edges. Thus, in an incomplete graph, the maximal value of
the algebraic connectivity is upper bounded by the graph parameters (i.e., the upper-bound of
for A , an incomplete graph with n vertices is defined by 4, < n - 2, whereas the bound

related to the minimal degree is indicated by the following inequality: 2d i, — n + 2 <

A, < #dmin ) [116]. Furthermore, second smallest eigenvalue is usually used to catch

connectivity of dynamic networks. For a weighted graph G = (V,E, W) the entries of the
Laplacian matrix (L) are often related to the weights in W so that the i, j entry of L is indicated
by [L];j = Xj=qwijif i =j,and [L];j = —wy;if i # j [90][115]. Fielder, in 1973, has
recognised the importance of 4 , in connectivity properties of the graph and called it algebraic
connectivity because of its connection to the vertex and edge connectivity: correspondingly the
number of vertices or edges that require to be removed to disconnect a graph. Also, the
properties of the graph Laplacian for connectivity and partitioning of graphs are important,
specifically on the number of connected components, and measures of how easy it is to partition
a graph into two disconnected subgraphs [115] [ 116]. Some of the key concepts in the algebraic
graph theory which are used in this thesis are summarised in Chapter 4 and Appendix A. All
these studies have demonstrated the importance of graph theory for the development of robotics

systems.
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3.4 Path planning problem

The path planning problem is a case of motion planning problems, which is still an open
problem to be studied widely. It is an important problem that covers a wide area of robotics
research. Path planning plays a main role in enhancing robotic navigation systems in both
dynamic and static environments. The static environment consists of only static obstacles in
the domain of the workspace, whereas the dynamic environment contains both dynamic and

static obstacles in the workspace domain [21][35][117][118].

Figure 3.2: Example of a workspace in a static environment

Figure 3.3: Example of a workspace in a dynamic environment

In addition, path planning is still one of the challenging problems in the field of robotic
applications [35][118]. Furthermore, path planning is essential for robot