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Abstract 

A combined numerical-experimental investigation is presented with focus on the 

effects of boundary-layer instabilities and transition on the wall cooling perfor-

mance in a Mach 5 low-enthalpy flow over a flat plate, with coolant injection 

achieved through a row of slots. The numerical study has been performed 

through direct numerical simulation (DNS) of the compressible Navier-Stokes 

equations, and is supported by results from linear stability analysis (LST) for the 

considered boundary layer. The experiments have been conducted in the High 

Density Tunnel (HDT) of the Oxford Thermofluids Institute, and includes sev-

eral blowing ratio conditions of injected air for the same freestream conditions. 

Surface heat transfer and pressure measurements, film effectiveness measure-

ments, and Schlieren images are presented. The analysis links the wall cooling 

performance to the growth of imposed unstable boundary layer modes. Results 

indicate that 2D and 3D unstable modes, pertaining to the class of first insta-

bility modes, exist in the laminar boundary layer, and that imposition of these 

modes at different amplitudes leads to different states of the boundary layer, 

which we refer to as a perturbed state and a transitional state for medium and 

high amplitude respectively. As confirmed by comparison with experimental 
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data, the perturbed and transitional states of the boundary layer significantly 

affect the wall cooling performance, providing an increase of the wall heat flux 

that results in a reduction of the beneficial effects of cooling. 

Keywords: Hypersonic flow, boundary-layer stability, wall cooling 

1. Introduction 

In hypersonic flows, where aerodynamic heating compromises the vehicle 

structure integrity, the film cooling technique [1, 2] represents a valid solution 

to suppress the heat loads experienced by the surface material. This technique 

5 is aimed at injecting coolant into the hot boundary layer to form a thin film 

of cold fluid adjacent to the wall, thus reducing the wall heat flux. Two dif-

ferent injection strategies can be distinguished, namely effusion cooling [3, 4], 

and transpiration cooling [5, 6]. The former provides injection through localised 

holes, and is typically used for thermal protection of turbine blade surfaces, in 

10 which cooling occurs through a turbulent mixing layer. The latter, in contrast, 

takes advantage of the transpiration capabilities of a porous material to pro-

vide a more uniformly distributed coolant film. In a supersonic-hypersonic flow, 

however, the wall cooling requirement is combined with the requirement of in-

creasing the laminar run of the boundary layer, i.e. delaying transition. For this 

15 reason, injection through two-dimensional slots may be preferred, as it reduces 

the 3D effects associated with hole injection [7, 8, 9]. 

Besides film cooling, efforts have been made in the past decade to achieve hy-

personic boundary-layer stabilisation through the use of porous coatings [10, 11]. 

This technique uses the acoustic absorption capabilities of porous materials to 

20 suppress or damp the second instability mode, which is known to be the domi-

nant mode in 2D hypersonic boundary layers [12]. Several numerical [13, 14] and 

experimental [15, 16, 17] studies have been conducted to validate this methodol-

ogy and to investigate the main parameter dependence for the reduction of the 

second mode growth rate, and more recent studies have focused on the charac-

25 terisation and modeling of the acoustic absorption properties of carbon-carbon 
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(C-C) type porous ceramic materials, identified as optimal candidates for the 

second-mode attenuation [18, 19] in thermal protection systems. 

The objective of our study is to consider, from a fundamental perspective, 

both wall cooling and boundary-layer stability properties simultaneously, which 

30 can potentially lead to the design of novel porous materials for new-generation 

transpiration-cooling-based thermal protection systems that combine both the 

capability of injecting coolant fluid through the pores and of stabilising the 

boundary layer. As a first step to such investigation, the focus here is on the 

effects that the evolution of the dominant unstable boundary-layer modes, in-

35 duced by locally imposed perturbations, have on the wall cooling capabilities, 

in comparison with an ideal case without disturbances and a case in which tran-

sition to turbulence is triggered by high-amplitude disturbances. Furthermore, 

this study is motivated by the fact that, in the real experimental conditions of 

conventional hypersonic wind tunnels, the boundary layer on the probe is known 

40 to be perturbed by different sources of noise, coming e.g. from the turbulent 

boundary layer at the nozzle walls, or from vorticity waves or entropy spotti-

ness coming directly from the upstream reservoir. The acoustic noise radiated 

from the turbulent boundary layer on the nozzle walls, in particular, is known 

to be the dominant source of disturbances inside conventional hypersonic wind 

45 tunnels [20, 21, 22]. Moreover, other types of uncontrolled factors, e.g. small 

undetected rougness elements or geometrical discontinuities on the model sur-

face, can introduce additional disturbances that affect the state of the boundary 

layer, e.g. by enhancing the growth rate of the instabilities or exciting other 

instability modes, thus affecting the transition mechanism. 

50 In the present work, disturbances inside the boundary layer are simulated by 

imposing an unsteady blowing-suction model to excite the dominant instability 

modes. The choice of the amplitude is based on the findings of recent experi-

mental as well as numerical studies [23, 24, 25, 26], aimed at investigating the 

noise characteristics in the environment of hypersonic wind tunnels. The com-

55 parison between the theoretical results of a linear stability study, the numerical 

results from the DNS, and the experimental data provides an indication of the 
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influence of the unstable mode evolution and initiation of the transition pro-

cess on the cooling performance for a hypersonic flow over a flat plate with slot 

injection, as well as information about how this effect depends on the blowing 

ratio and on the amplitude level of the disturbances. 

2. Numerical method 

2.1. Governing equations 

The system of the three-dimensional dimensionless governing equations for 

compressible multispecies flows, written in conservation form, under the as-

sumption of constant specific heats, is given in Cartesian coordinates as 

∂ρ ∂ρuj
+ = 0 , (1)

∂t ∂xj 

∂ρui ∂ρuiuj ∂p 1 ∂τij
+ = − + , (2)

∂t ∂xj ∂xi Re ∂xj 

� � 
p � �∂ ρE + uj∂ρE ρ 1 ∂ ∂T 

+ = κ 
∂t ∂xj (γ − 1)RePrM2 ∂xj ∂xj! (3)X1 ∂ ∂ck 1 ∂τij ui 

+ ρD cp,kT + ,
γReScM2 ∂xj ∂xj Re ∂xj

k � � 
∂ρck ∂ ∂ck 

+ ρckuj − ρD = 0 . (4)
∂t ∂xj ∂xj 

The terms ρ, ρu, ρv, ρw and ρE are the conservative variables of the system 

of equations, where ρ is the density, u, v and w are the velocity components 

respectively in the x-, y- and z-directions, E is the total energy per unit mass, 

and the terms p, T , τij , and µ are respectively the pressure, temperature, vis-

cous stress tensor components and dynamic viscosity. The physical variables are 

normalised through their freestream reference values, except for the pressure, 

which is normalised with the term ρ∗ ∞ , and the energy, which is normalised ∞U
∗2 

with U∗2 The superscript (∗) is used to denote dimensional values. The char-∞ . 

acteristic length is taken as the boundary-layer displacement thickness (δ∗) of 
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the similarity solution at the inflow. The characteristic fluid dynamic time is 

δ∗/U∗ The terms Re, Pr, Sc, M , and γ are respectively the Reynolds, Prandtl, ∞. 

∗Schmidt and Mach numbers, and the ratio of specific heats, γ = cp,∞/cv,
∗
∞, in 

the freestream, i.e. the dimensionless parameters of the flow. The Reynolds 

number is defined as Re = ∞U
∗

∞; the Prandtl number is set to 0.72, (ρ∗ ∞δ
∗)/µ∗ 

and γ is equal to 1.4, as the freestream gas is air. The Schmidt number is defined 

∗ 
∞D

∗in terms of the mass diffusivity as Sc = µ∞/(ρ
∗

∞). Wilke’s rule is used to 

express the dynamic viscosity of the mixture, as described in [27], and a power 

law is used to evaluate the single species viscosity. The thermal conductivity is 

then expressed in terms of the species viscosity, Prandtl number, specific heat 

and mole fraction through the following formula, 

µk cp,kX Xk 
κ = P Prk , (5) 

l Xlφkl 
k 

with the term φkl defined as in [27]. All the transport properties used in the 

present work are relative to a binary mixture and can be found in [8, 27, 28]. 

65 The system of the governing equations is closed by the relation for the total 

energy, 

1 1 � �
2 2 2E = cvT + u + v + w , (6)

γM2 2 

and by the equation of state, 

1 
p = ρRT . (7)

γM2 

The specific heats at constant volume and pressure, namely cv and cp respec-

tively, as well as the gas constant R, represent mixture properties, which are 

70 given as [8] 

cv = c1cv,1 + c2cv,2 , (8) 

cp = c1cp,1 + c2cp,2 , (9) 
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and 

R = cp − cv . (10) 

It should be mentioned that the normalisation factor for the mixture gas con-

stant and specific heats is the freestream reference value, i.e. the air gas con-

stant, R∗ 
∞ = 287.058 J/(Kg K). 

2.2. Numerical scheme 

75 The finite-volume method used to solve numerically the governing equa-

tions consists of a 6th-order central differencing (CD) scheme in space for both 

inviscid and viscous fluxes, combined with a 6th-order weighted-essentially-non-

oscillatory (WENO) scheme for shock capturing, along with a 3rd-order Runge-

Kutta method for time integration. The so-called WENO-CD scheme is pro-

80 vided with a switch function that turns on/off the shock-capturing scheme at 

discontinuities and in smooth flow regions, respectively, and has been validated 

over the past years for several types of compressible high speed flow configura-

tions [29, 30, 31, 32, 33, 34]. 

The code is also provided with a structured adaptive mesh refinement (SAMR) 

85 method, which enables high-resolution in the small length scales of the pore re-

gion. This technique, decribed in [35], allows consecutive higher grid refinement 

levels to be dynamically added in the high-gradient flow regions in a patch-wise 

fashion, thus providing higher numerical stability and solution accuracy in the 

flowfield as well as minimising the computational cost. 

90 3. Linear stability analysis 

The linear stability analysis was performed using the NoSTRANA (Nonlocal 

Stability and Transitional Analysis) code by Sansica [36]. The code solves the 

linearized Navier-Stokes equations, based on a normal mode ansatz 

(i(αx+βz−ωt))q 0(x, y, z, t) = q̂(y) · e , (11) 

in which α represents the streamwise wavenumber, β the spanwise wavenumber, 

and ω the angular frequency of the periodic wave perturbation. The linear 
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system of partial differential equations reduces to a linear system of ordinary 

differential equations in the variable y, which can be expressed as 

Lq̂ = ωKq̂ , (12) 

where L is a matrix containing the y-dependent coefficients of the system, the 

wavenumbers α, β, and the y-derivatives of the components of the variable vector 

q̂; while K is a diagonal matrix containing the terms multiplied by ω, which 

come out from the time derivatives of equation (11). The system defined in (12) 

represents an eigenvalue problem. The resolution of this eigenvalue problem, at a 

particular x-location along the wall provides a certain number of eigenvalues and 

corresponding eigenvectors q̂(y), containing the eigenfunctions ρ̂(y), û(y), v̂(y), 

ˆŵ(y), T (y), representing, in turn, the shape of each mode inside the boundary 

layer at that particular x location. The discretisation of the system in the wall-

normal direction is made through a Chebyshev collocation method. Sansica 

[36] derives all the components of the matrices L and K in (12), and gives a 

description of the Chebyshev discretisation method. The present work focuses 

on results from the temporal formulation, in which real values for the streamwise 

and spanwise wavenumbers are imposed and the eigenvalues ω are computed. 

The real part (ωr) represents the angular frequency, while the imaginary part 

(ωi) represents the temporal growth rate. Temporal growth rates can be easily 

transformed into spatial growth rates using Gaster’s relation [37] 

ωi ∂ωr 
= − = −cg , (13)

αi ∂αr 

which is exact for neutral modes and accurate for weak growth rates of the kind 

seen in the present study. In the present work the linear analysis is performed 

at several x stations along the plate, and for different streamwise wavenumbers 

(α). 

4. Experimental setup 

The experiments are conducted in the High Density Tunnel (HDT) of the 

Oxford Thermofluids Institute [38], operating as a heated Ludwieg tunnel. It 
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consists of a 17.4 m long barrel with an internal diameter of 152.4 mm which is 

filled with high pressure air before each experiment. A bespoke fast-acting plug 

valve separates the barrel from a contoured nozzle and the facility test section. 

Steady state test times achieved in the facility last for approximately 40 ms. 

Figure 1: Sketch of HDT with the installed flat plate test model 

The test model mounted in the wind tunnel is shown schematically in figure 1 

and is 580 mm long and 125 mm wide. An insert with a series of four slots is 

used to inject gas into the boundary layer, where each of the slots is 0.2 mm 

105 wide (in the streamwise direction), 30 mm long (in the spanwise direction), with 

a depth of 1.5 mm, and separated from one another by a distance of 1 mm. The 

first slot is located 177 mm from the model tip. The injected coolant gas is Air. 

The injected mass flow rate has been calibrated with respect to the measured 

plenum pressure in a post test analysis. The free stream and injection conditions 

110 are given in table 1. 

The operational range of the slot injector includes a condition of no injection, 

which is referred to as condition A, and four different injection conditions at 

increasing plenum pressure. These injection conditions, taking as reference the 

freestream pressure p∞ and neglecting the ‘plenum’ subscript, can be listed as: 

∗B) p0 = 1.6p ∗∞
∗ , F = 0.045, C) p0 = 1.8p ∗∞

∗ , F = 0.066, D) p0 = 2.7p ∗∞, F = 0.11, 

∗ 4.8p ∗∞and E) p , F = 0.23. In the given conditions, F denotes the blowing = 0 

ratio as defined in table 1. The surface of the model downstream of the injector 

is instrumented with three Kulite XCEL-152-25A pressure transducers, and four 

platinum thin film gauges on quartz bodies that provide temperature readings 

from voltage variations [39]. Both sensor types are located on the centreline of 
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Table 1: Flow conditions run for this study 

Coolant gas Air 

Angle of attack / deg 0 

M 5 

∗ p / kPa 1623fill 

∗T / K 537fill 

1Rex, injector 2.24 · 106 

∗ p0∞ / kPa 864 

2T ∗ 
0∞ / K 460 

3 ∗ p / kPa 2.6 − 8.70,plenum 

4p ∗ / kPa 1.74s 

∗ ∗F = (ρ∗ ∞u∞) 0.045 − 0.23inj vinj )/(ρ
∗ 

1 Reynolds based on the distance of the injector location from the leading edge. 

2 Measurement by aspirated thermocouples. 

3 Measurement by plenum pressure sensor. 

4 Measurement by static pressure sensor on plate surface. 

the model. The experimentally recorded temperature data is used to calculate 

the surface heat flux by applying the impulse response convolution approach of 

Oldfield [40]. Further details on the intrumentation and the HDT run conditions 

can be found in [41]. 

125 The heat-flux sensor considered in the numerical simulations corresponds to 

the first film gauge, and is located at a distance of 247 mm from the plate leading 

edge and 70 mm from the slot injector. The slot size in the spanwise direction 

was designed to be sufficiently higher than the x-wise size (with an aspect ratio 

of lz/lx = 150) to provide minimum 3D flow effects from the slot edges up to 

130 relatively high distances downstream of the injection location. By denoting the 

∗dimensional distance from the plate leading edge as x , based on the Mach LE 

angle corresponding to the M = 5 flow condition, the effect of the plate edges 

∗would reach the centreline for xLE ≥ 307 mm, whereas the effects associated 

∗to the edges of the slots should reach the centreline for x ≥ 251 mm. Thus, LE 
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135 although it is not possible in general to exclude the presence of 3D effects in the 

experiments, these estimations allow us to perform numerical simulations on a 

relatively narrow domain in the z-direction centred on the centreline, assuming 

spanwise periodicity, as will be described in Section 5. 

5. Problem specification for the simulations 

140 5.1. Domain and boundary conditions 

As sketched in figure 2, coolant is injected into the boundary layer through 

four equally-spaced span-periodic slots, which are fed underneath by a plenum 

chamber. The plenum boundary conditions are imposed at the bottom boundary 

as stagnation pressure (p0) and stagnation temperature (T0). 

145 The freestream conditions correspond to M = 5, Re = 12600, T ∗ = 76.6∞ 

K, and the wall temperature is fixed to the room temperature, T ∗ = 290 K. w 

The flow is initialised with the laminar boundary layer from the similarity so-

lution, with an inflow displacement thickness of δ∗ = 1 mm. The inlet of the 0 

computational domain is at a distance of 127 mm from the plate leading edge, 

150 and the first slot is placed at a distance of 50 mm from the inlet, corresponding 

to a distance of 177 mm from the plate leading edge. The dimensional value 

of the inflow boundary-layer displacement thickness of the similarity solution 

corresponds to a thickness of about δ∗ 
99 = 1.25 mm, which is a good estimation 

of the boundary-layer thickness in the real experiment at the inflow location 

155 (127 mm from the plate leading edge) from Van Driest’s empirical correlations 

[27] for the considered Mach number. 

The domain dimensions are L∗ = 160 mm, L∗ = 32 mm, L∗ = 8 mm. Thex y z 

four slots have the same dimensions in the x- and y- directions as described 

in Section 4, and span the full domain width in the z- direction with periodic 

160 boundaries. The grid size is Nx × Ny × Nz = 3200 × 384 × 40. The domain 

width (8 mm) was chosen according to the LST results presented in Section 

6, whereas the grid size in the spanwise direction was chosen according to the 
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domain width, and consistent, as the grid size in the other directions, with a 

grid study described in [42]. 

Figure 2: Sketch of coolant injection 

165 5.2. Validation test case against other numerical and experimental results 

A similar problem of laminar film cooling in a Mach 2.6 flow through a single 

slot has been considered as a test case for code validation, in which results were 

compared against numerical and experimental results available in the work of 

Keller et al. [8]. 

170 Results of the validation study for the case of CO2 injection are reported. 

shown in figure 3, in which the cooling effectiveness distribution downstream of 

the injection location is plotted against a normalised distance. As in Keller et 

al. [8], the cooling effectiveness has been computed using the following formula 

qw,c 
η = 1 − , (14) 

qw,nc 

in which qw,c represents the computed heat flux in the case with cooling, and 

175 qw,nc is the heat flux without cooling. As can be seen, our numerical results 

agree very well with both computational and experimental results reported in 

[8], thus verifying the capabilities of our numerical scheme to achieve accurate 

results for the general case of film cooling in a binary mixture in a compressible 

boundary layer. Similar results were obtained also for the case of air injection. 

11 



Figure 3: Cooling effectiveness for CO2 injection 

180 6. Results 

Figure 4 shows a qualitative comparison based on a Schlieren image at the 

slot injector between the numerical and experimental results. It should be noted 

that the experimental Schlieren integrates across the span of the test plate. The 

two images show important similarities about the main flow features of injec-

185 tion in a hypersonic boundary layer. The boundary layer gets gradually thicker 

up to the injector location, with a comparable gradient (∂δ(x)/∂x) between 

numerical and experimental results, then a more pronounced increase in thick-

ness is observed at the injection location, followed by a slight reduction further 

downstream. At the bump location, the formation of the forefront shock wave 

190 is visible, followed by an expansion fan (the whiter region developing upwards) 

and by a second shock originating at the end of the bump, in the concave region 

that produces the downstream reduction of the thickness. 

12 



Figure 4: Schlieren image comparison between DNS results (top) and experimental results 

(bottom) 

In order to carry out a systematic study of the effect of unstable distur-

bances, at different initial amplitudes, on the wall-cooling performance, local 

195 linear stability analysis was used to identify the most unstable modes at the 

heat-flux sensor location, i.e. x = 120. This allows to associate the behaviour 

related to the wall cooling performance at the sensor location with the growth of 

the unstable modes in the upstream region. After having identified the unstable 

modes in the laminar unperturbed (baseflow) boundary layer, these are intro-

200 duced upstream of the injection slots by a 3D blowing-suction model applied on 

the wall. 

The results of the LST study are shown in figure 5 for the temporal growth 

rates and frequencies of 2D modes respectively, and plotted against the mode 

streamwise wavelength (λ∗). As can be seen, the region of instability involves 

205 2D modes with a wavelength higher than about 10 mm and frequencies be-

low 50 kHz, with the most unstable mode being characterised by a streamwise 

wavelength of approximately 31 mm (corresponding to the peak location of the 

ωi curve in figure 5). These modes pertain to the class of the first instabili-

ties. By performing a linear stability analysis involving also non-zero spanwise 

210 wavenumbers, it is found that the most unstable first mode is a 3D mode with 

wavenubers α = 0.2, and β = 0.78, corresponding to a wavelength of 31 mm in 

the streamwise direction, and a wavelength of 8 mm in the spanwise direction, 

and with frequency f∗ = 12.5 kHz. The temporal growth rate associated with 

this mode is ωi = 4.29 × 10−3 . Hence, from LST analysis it is found that the 
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215 baseflow is unstable to 2D and 3D modes corresponding to the class of first 

instability modes up to the heat-flux sensor location. The higher frequency 

modes (above 100 kHz) observed in figure 5 pertain, instead, to the class of 

the second instability modes, however they are not found to be unstable at this 

location. They are then expected to get unstable and to represent the dominant 

220 instability further downstream and outside of our computational domain. 

Figure 5: Temporal growth rates and frequencies of the unstable 2D modes from LST 

After having found the dominant instabilities that can grow and interact 

with the coolant gas, these modes are now introduced at an upstream location 

in order to perturb the boundary layer and observe the sensitivity of the cooling 

performance to the growth of the perturbations. This is achieved by imposing 

225 a blowing-suction model for the vertical velocity on the wall, at the streamwise 

location x = 20, as follows 

MX 
v 0(x, z, t) = A cos (βmz + φm) cos [α(x − x0) − ωt + ψ] , (15) 

m=1 

where m is the integer number representing the spanwise wave mode, M is the 

total number of oblique waves, A is the disturbance amplitude, ω is the angular 

frequency, and the phase angles are set as φm = ψ = 0. The streamwise and 

230 spanwise wavenumber as well as the frequency of the most unstable 2D and 3D 
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modes are imposed through this model. Two different amplitudes have been 

considered, namely A = 5 × 10−3 and A = 2 × 10−2, to simulate moderate and 

strong perturbations. 

(a) A = 5 × 10−3 

(b) A = 2 × 10−2 

Figure 6: Streamwise velocity u at y = 1 inside the boundary layer 

Figure 6 shows contours for the streamwise velocity (u) inside the boundary 

layer at the height y = 1. The flow structure reveals the imprint of the oblique 

first mode growth in the streamwise direction. At the lower amplitude, a gradual 

growth is observed, with the appearance of streaks in the downstream region, 

whereas breakdown has started to occur at the higher amplitude, with evidence 

of the formation of smaller scales. 

235 

240 The corresponding time-averaged skin friction coefficient profiles downstream 

of the slot injector location are shown in figure 7. In the moderate amplitude 

case, the skin friction shows a rapid growth in the downstream region, indicating 

a perturbed state of the boundary layer which precedes transition. In the high 

amplitude case, the skin friction assumes much higher values, consistent with 

the state of a breakdown to turbulence. 245 
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Figure 7: Time-averaged skin friction coefficient 

Figure 8 shows results for the streamwise velocity cross-sections in the yz-

plane at the heat-flux sensor location (x=120) for the case without injection 

(case A), and the case with highest injection rate (case E), at both distur-

bance amplitudes. The flow structures in condition A show a laminar perturbed 

250 boundary layer at the lower amplitude, and a transitional boundary layer at the 

higher amplitude. A similar behaviour is obtained for the other injection cases 

from B to D. For the strong injection case (condition E), instead, it is observed 

that transition is reached for both amplitudes. However, while the flow pat-

terns at the higher amplitude are similar to those observed in the corresponding 

255 case of condition A, at the lower amplitude the transition patterns are different. 

This is due to the fact that in the higher amplitude case the main source of the 

transition mechanism is the high disturbance amplitude, whereas in the lower 

amplitude case, transition is induced by the strong blowing. 

16 



(a) Case A, A = 5 × 10−3 (b) Case A, A = 2 × 10−2 

(c) Case E, A = 5 × 10−3 (d) Case E, A = 2 × 10−2 

Figure 8: Streamwise velocity u cross-section in a yz-plane at x = 120 

After having classified the different states of the boundary layer, attention 

is now given to understanding the effect of these different states on the cooling 

performance at the different plenum pressures, and compare the results with the 

experimental measurements. Figure 9 show the coolant mass fraction contours 

inside the boundary layer for cases C and E. Case C at the low amplitude is 

representative also of cases B and D. Here, two important observations can be 

made. First, in the laminar case (lower injection and low wave amplitude) a 

particular pattern of the coolant distribution is observed, following the structure 

of the first oblique mode evolution (seen in figure 6a). In particular, the coolant 

appears to concentrate along the low-speed streaks in figure 6a. Furthermore, a 

noticeable difference is observed in case E (strong blowing) between the low and 

high amplitude cases, which is due to the difference in the transition mechanism. 

In the high-blowing transitional case (figure 9b), the coolant is seen to persist up 

to longer distances downstream. In the high-disturbance case, in contrast, the 

coolant is seen to disappear rapidly downstream. The cause of this appears to 

260 

265 

270 
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be the mushroom-like structure forming at the mid-span location (z = 0) with 

two counter-rotating vortices at the sides characterising the high amplitude case 

(see figure 6d). This flow pattern causes the low-speed coolant-rich near-wall 

fluid to be transported from the wall to the upper layers, and vice-versa. 

(a) Condition C, A = 5 × 10−3 

(b) Condition E, A = 5 × 10−3 

(c) Condition E, A = 2 × 10−2 

Figure 9: Coolant mass fraction distribution at y = 1 inside the boundary layer 

The effect of the above-described features on the cooling performance in com-

parison with the real experimental cases can be seen in figure 10, which shows re-

sults for the wall heat flux at the sensor location for the different blowing ratios. 

The numerical results are presented for the cases of no disturbances, moderate 

2D disturbances, moderate 3D disturbances, and high 3D disturbances. As can 

be seen, when considering simulations without disturbances (the ideal laminar 

state), the heat flux rapidly decreases as the plenum pressure is increased, di-

verging from the experimental values. Whereas, when considering the presence 

of the most unstable modes (2D and 3D) at a moderate amplitude, a reason-

ably good agreement with the measurements is achieved, thus indicating that 

in realistic conditions the boundary layer is in a perturbed state, for the case 

with blowing. In the case without blowing, in contrast, the experimental results 

280 

285 
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290 are in a better agreement with those of the simulation without disturbances. 

This, in turn, would suggest that the presence of blowing has the effect of en-

hancing the growth of initial disturbances such that simulations with imposed 

perturbations are more representative of a real case, whereas without blowing 

disturbances would maintain a smaller amplitude at the considered streamwise 

295 location, hence such a condition is better represented by an ideal (i.e. no distur-

bance) simulation. When considering high disturbance amplitudes, instead, the 

obtained heat-flux values are significantly higher than the experimental values, 

which is due to the flow rapidly going through transition to turbulence in this 

case. 

300 A further confirmation of the agreement between numerical and experimen-

tal results in terms of the cooling performance is provided in figure 11, which 

shows results of the cooling effectiveness downstream of the slot injector. Note 

that the film effectiveness in figure 11 has been computed based on the coolant 

concentration, through the following formula [41, 43], 

Cw − Ce
η = , (16)

Cc − Ce 

305 where C represents the oxygen mass fraction either at the wall (w), at the 

boundary layer edge (e), or within the coolant (c). 

As can be seen in figure 11, the effectiveness is decreasing with the distance 

from the slot injector and increasing with the blowing ratio. A generally good 

agreement is reached between numerical and experimental results at the different 

310 blowing ratios (F = 0.045, 0.066, 0.11, 0.23, corresponding to conditions B, C, 

D, E, respectively), with differences observed in the initial part of the curve, 

hence closer to the injector location, at the higher blowing ratios. The highest 

difference is seen for condition E at the initial position, 75 mm from the injector, 

due to the transitional flow, before convergence to similar values is obtained 

315 in the downstream region. An exception should be made for condition D, in 

which, after convergence is achieved between the experimental and numerical 

values at an intermediate position, the experimental curve reverses its trend 
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320 

with a local increase in the effectiveness downstream of 92.5 mm. A plausible 

explanation of this might be the occurrence of a rapid transition process at the 

reported distance, caused by any potential source (e.g. an undetected roughness, 

or 3D/side effects) present at that particular experimental run (condition D), 

which then enhanced the mixing, hence the coolant concentration at the wall. 

Figure 10: Wall heat flux at the different blowing ratios and for different disturbance ampli-

tudes. Comparison between simulations and experiments 

20 



Figure 11: Concentration based cooling effectiveness downstream of the slot injector. Com-

parison between simulations and experiments. The blowing ratios from F = 0.045 to F = 0.23 

correspond to conditions from B to E respectively 

7. Conclusion 

DNS simulations have been run in conjunction with ground-test experiments 

325 to analyse the effects of boundary-layer instabilities and transition in a hyper-

sonic flow on the wall cooling behaviour with slot injection. Dominant unstable 

modes pertaining to the class of first instabilities, found from an LST study, 

have been imposed inside the boundary layer with different amplitudes to simu-

late different states of the boundary layer, namely a perturbed laminar state for 

330 moderate amplitude forcing and a transitional state for high amplitude forcing, 

and to investigate their influence in different blowing ratio conditions. 

Results indicate that transition induced by high-amplitude disturbances has 

a dramatic effect on the wall heat flux, while the presence of moderate amplitude 

unstable waves provides already a significant reduction of the beneficial effects 

335 of cooling, compared to an ideal case with no disturbances. Numerical results 

have been found to be consistent with the experimental measurements for both 

wall heat flux and cooling effectiveness for the moderate disturbance amplitude, 

indicating that the experimental condition corresponds to a perturbed condi-
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tion preceding transition. The coolant distribution inside the boundary layer 

340 has been found to be significantly sensitive to the structure of the unstable 

mode evolution downstream. Moreover, significantly different mixing proper-

ties are observed dependent on transition being initiated by a high disturbance 

amplitude or a high blowing ratio, which has a strong impact on the cooling 

performance. 

345 This study has shed light on the relation between boundary-layer unsteadi-

ness due to instability modes and wall cooling performance, and is intended to 

serve as basis for future studies aimed at the correct design of efficient transpi-

ration cooling systems and boundary-layer stabilisation for hypersonic vehicles. 
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