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Abstract

This paper presents an optimal scheduling of plug-in electric vehicles (PEVs) as mo-

bile power sources for enhancing the resilience of multi-agent systems (MAS) with

networked multi-energy microgrids (MEMGs). In each MEMG, suppliers, storage,

and consumers of energy carriers of power, heat, and hydrogen are taken into ac-

count under the uncertainties of intermittent nature of renewable units, power/heat

demands, and parking time of PEVs. In the case of contingencies, the proposed algo-

rithm supplies energy to the on-fault MEMGs from normal-operated grid-connected

MEMGs, using mobile PEVs. The procedure of selecting PEVs to supply energy to the

on-fault MEMGs is performed in three stages. Initially, both on-fault and normal-

operated MEMGs inform the central energy management system (EMS) about the

amount of required energy and the amount of available energy from existing PEVs.

Further, central EMS prioritizes the MEMGs among networked MEMGs to supply

the energy support to the on-fault islanded MEMG. Lastly, the chosen MEMGs se-

lect their available efficient PEVs to supply energy to the on-fault islanded MEMG.

Email address: mousa.marzband@northumbria.ac.uk Corresponding author (Mousa
Marzband)

Preprint submitted to Journal of Energy Storage August 22, 2022



Considering two diverse faulty case studies, the proposed technique is investigated

in a MAS with four networked MEMGs. Simulated results demonstrate that the

proposed algorithm enhances the resilience of MEMGs (over 25%) even without a

physical connection between the MEMGs.

Keywords: Resilience enhancement, hierarchical energy management, multi-agent

system, multi-energy microgrids, electric vehicle.

Nomenclature

Acronyms

BES Battery Energy Storage

CHP Combined Heat and Power

DER Distributed Energy Resource

DG Distribution Generator

DS Distribution System

EMS Energy Management System

ESS Energy Storage System

H2P Hydrogen to Power

HES Hydrogen Energy Storage

MAS Multi-Agent System

MEG Mobile Emergency Generators

MEMG Mobile Emergency Generators

MPS Mobile Power Source

MT Micro Turbine

P2H Power to Hydrogen

PEV Plug-in Electric Vehicle

PL Parking Lot

PV Photovoltaic
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SoC State of Charge

TES Thermal Energy Storage

V2G Vehicle to Grid

WT Wind Turbine

Indices

m Index for microgrids

i Index for nodes

g Index for MTs

c Index for CHP units

e Index for renewable units

b Index for BESs

v Index for PEVs

h Index for HESs

t Index for scheduling time

s Index for scenarios

Sets

Im, I′m Set of loads in normal-operated/ on-fault MEMG m

Gm, G′m Set of MTs in normal-operated/ on-fault MEMG m

Cm, C′m Set of CHP units in normal-operated/ on-fault MEMG m

Em, E′m Set of RESs in normal-operated/ on-fault MEMG m

Bm, B′m Set of BESs in normal-operated/ on-fault MEMG m

Vm, V ′m Set of PEVs in normal-operated/ on-fault MEMG m

Hm, H′m Set of HESs in normal-operated/ on-fault MEMG m

MN, MF Set of normal-operated/ on-fault MEMGs

T Set of scheduling time horizon

S Set for scenarios
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Parameters

PMT,min
g , PMT,max

g Minimum/ maximum allowable power generation of MT g (kW)

PMT, RU
g , PMT, RD

g Active ramp up/ down boundaries of MT g (kW)

PCHP,min
c Minimum allowable power generation of CHP unit c (kW)

PCHP, RU
c , PCHP, RD

c Power ramp up/ down boundaries of CHP unit c (kW)

UTCHP
j , DTCHP

j Minimum up/ down time of CHP units (hr)

PLoad
i,t,s Power demand at node i at hour t for scenario s (kW)

HLoad
i,t,s Heat demand at node i at hour t for scenario s (kWt)

EHES,min
h , EHES,max

h Minimum/ maximum capacity of HES h (kW)

PP2H,min
h , PP2H,max

h Minimum/ maximum convertible power to hydrogen in HES h (kW)

PH2P,min
h , PH2P,max

h Minimum/ maximum convertible hydrogen to power in HES h (kW)

SOCBES,min
b , SOCBES,max

b Minimum/ maximum state of charge of BES b (%)

P
BES,Cap
b Maximum capacity of storing energy in BES b (kW)

EPEV,Res Energy reserved for resilience in the PEV batteries parked at PLs (kW)

SOCPEV,min
v , SOCPEV,max

v Minimum/ maximum PEV battery v state of charge (%)

SOCPEV,Dep
v State of charge of PEV battery v in departure time (%)

P
PEV,Cap
v Maximum capacity of storing energy in PEV battery v (kW)

NPEV,Parked
m,t,s Number of PEVs parked in PLs in MEMG m at hour t for scenario s

EPEV
(v) , E

PEV
(v) Minimum/ maximum level of stored power in PEV v (MW)

PWT
e,t,s WT e power generation at hour t for scenario s (kW)

PPV
e,t,s PV e power generation at hour t for scenario s (kW)

aMT,1
g , aMT,2

g Cost parameters of MT g

ϕCHP,1
c - ϕCHP,3

c Cost coefficients of power generation in CHP unit c

ψCHP,1
c - ψCHP,3

c Cost coefficients of heat generation in CHP unit c

PACHP
c - PDCHP

c Operation regions of power generation in CHP unit c (kW)

HACHP
c - HDCHP

c Operation regions of heat generation in CHP unit c (kWt)

ηBES,ch, ηBES,dch Charge/ discharge efficiency of BESs (%)

ηPEV,ch, ηPEV,dch Charge/ discharge efficiency of PEV batteries (%)
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ηP2H, ηH2P Charging/ discharging efficiency of HESs (%)

EfPEV
v Energy consumption efficiency of PEV v (W/km)

µGS
t Price of selling power to the utility grid at hour t ($/MWh)

µGB
t Price of buying power from the utility grid at hour t ($/MWh)

µBES
t Charging price of BESs at hour t ($/kWh)

µ
Hyd, Char
t Charging price of HESs at hour t ($/kWh)

µPEV
t Charging price of PEV batteries at hour t ($/kWh)

γs Scenario s probability [0-1]

Z An adequately large number

Variables

PMT
g,t,s Power generation of MT g at hour t for scenario s (kW)

PCHP
c,t,s, HCHP

c,t,s Power/ Heat generation of CHP unit c at hour t for scenario s (kW/kWt)

PP2H
h,t,s, PH2P

c,t,s Charging/ discharging amount of HES h at hour t for scenario s (kW)

EHES
h,t,s Energy level of HES h at hour t for scenario s (kW)

PPEV,ch
v,t,s , PPEV,dch

v,t,s Charged/ discharged power of PEV battery v at hour t for scenario s (kW)

SOCPEV
v,t,s PEV battery v state of charge at hour t for scenario s (%)

E
PEV,Sup
m→n,t,s Energy supplied by MEMG m to MEMG n at hour t for scenario s (kW)

EAvailable
m→n,t,s Available energy stored in batteries of agreed PEVs in MEMG m (kW)

EPEV,Store
v,t,s Energy stored in PEV v at hour t for scenario s (kW)

EPEV,Parked
v,t,s Energy stored in batteries of PEVs in MEMG m (kW)

JDis
m→n Information of distance between MEMG m and MEMG n (km)

Dm→n Distance between MEMG m and MEMG n (km)

DMax Maximum distance between networked MEMGs (km)

υ
Agree
v,t,s Participation status of PEV owner v at hour t for scenario s [0,1]

ω
Agree
m,t,s Participation factor of PEV owners to supply power [0,1]

PBES,ch
b,t,s , PBES,dch

b,t,s Charged/ discharged power of BES b at hour t for scenario s (kW)

SOCBES
b,t,s State of charge of BES b at hour t for scenario s (%)

PSur
m,t,s Surplus power in MEMG m at hour t for scenario s (kW)

PShort
m,t,s Shortage power in MEMG m at hour t for scenario s (kW)
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PEX
m,t,s Power exchange in MEMG m at hour t for scenario s (kW)

PGB
m,t,s Power bought from the utility grid in MEMG m at hour t for scenario s (kW)

PGS
m,t,s Power sold to the utility grid in MEMG m at hour t for scenario s (kW)

PSend
m→n,t,s Power sent from MEMG m to MEMG n at hour t for scenario s (kW)

PRecm←n,t,s Power received from MEMG n to MEMG m at hour t for scenario s (kW)

PDef
n,t,s Power deficiency in on-fault islanded MEMG n at hour t for scenario s (kW)

PShed
n,t,s Load shedding in on-fault islanded MEMG n at hour t for scenario s (kW)

C MT
m,t,s MT cost function in MEMG m ($)

C CHP
m,t,s CHP unit cost function in MEMG m ($)

C BES
m,t,s BES charging cost function in MEMG m ($)

C PEV
m,t,s PEV charging cost function in MEMG m ($)

C HES
m,t,s HES charging cost function in MEMG m ($)

RSur
m,t,s Revenue function of surplus electrical power in MEMG m ($)

C Short
m,t,s Cost function of shortage electrical power in MEMG m ($)

Costm Total operation cost of MEMG m in normal operation mode ($)

σMT, UC
g,t,s Status of MT g at hour t for scenario s [0,1]

σSU
g,t,s, σSD

g,t,s Start-up/ shut-down state of MT g at hour t for scenario s [0,1]

σCHP, UC
c,t,s Status of CHP unit c at hour t for scenario s [0,1]

σCHP, SU
c,t,s , σCHP, SD

c,t,s Start-up/ shut-down state of CHP unit c at hour t for scenario s [0,1]

σP2H
h,t,s, σH2P

h,t,s Charge/ discharge state of HES h at hour t for scenario s [0,1]

σPEV, ch
b,t,s , σPEV, dch

b,t,s Charge/ discharge state of BES b at hour t for scenario s [0,1]

σPEV, ch
v,t,s , σPEV, dch

v,t,s Charge/ discharge state of PEV battery v at hour t for scenario s [0,1]

σSur
m,t,s, σShort

m,t,s Surplus/ shortage power state of MEMG m at hour t for scenario s [0,1]
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1. Introduction

1.1. Motivations

About 70% of power outages are because of contingencies in distribution sys-

tems (DSs) [1]. Disaster disruptions can result in multiple line outages in DSs, thus,

jeopardizing the security and permanence of customer service. Consequently, pre-

ventive measures are necessary to enhance DS resilience to against extreme events,

by utilising available resources in a further proactive and cooperative approach to

realize faster power support and restoration [2, 3]. Diverse strategies have been

proposed for enhancing the resilience of the system, and the most commonly used

ones among them are the incorporation of distributed energy resources (DERs),

microgrid formation, and power line hardening [4]. Generally, the DS resilience

can be enhanced in three main stages: (1) planning stage, (2) response stage, and

(3) restoration stage. The response stage may be assorted into the preventive and

emergency response stages [5]. Figure 1 shows the assortment and functional ob-

jectives of each stage. In the planning stage, the preventive actions on vital power

assets can enhance the system robustness and resource accessibility. In the preven-

tive response stage, emergency power resources is pre-allocated, and preventive

scheduling strategies can be adapted in preparation for the forthcoming extreme

events. In the emergency response stage, priority loads is restored via the real-

time flexible methods in accordance with the available resources. In the restoration

stage, the maintenance crews are sent to repair the impaired facilities, therefore the

DS is returned to the normal operation mode step by step [6–8].

Resilience
Planning

Preventive
Response

Emergency
Response

Resilience
Restoration

Planning Operations
Adaptation Recovery

Figure 1: Resilience enhancement stages

In recent years, microgrid design techniques for power generation have widely

been discussed, but there is limited research on the performance of multi-energy
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microgrids (MEMGs) for resilience enhancement. Based on the increased difficulty

of multiple possible combinations between energy vectors and technologies, this

is a particularly demanding research topic. Distributed generators (DGs) such as

combined heat and power (CHP) units and micro-turbines (MTs), renewable en-

ergy resources (RESs), vehicle-to-grid (V2G), power to hydrogen (P2H) and hydro-

gen to power (H2P) facilities, diverse types of energy storage systems (ESSs) such

as stationary and mobile battery energy storages (BESs), thermal energy storages

(TESs), and hydrogen energy storages (HESs) are standard resources in MEMGs

[9]. MEMGs are one of the effective frameworks for enhancing the resilience of

the system, reducing energy costs, and decreasing CO2 and greenhouse emissions

[10, 11]. Mobile power sources (MPSs), consisting of plug-in electric vehicles

(PEV), mobile energy storage systems (MESSs), and mobile emergency generators

(MEGs), can be taken into account as the flexible sources to enhance the resilience

of DSs [7, 12]. In comparison with other resilience response strategies, the MESSs

have various advantages. They are more eco-friendly than MEGs and can be utilized

without redundant noise and air pollution. Furthermore, different from preventive

load shedding or adaptive microgrids, the MESSs can be promptly scheduled by

the network operator in such a way that the progressive communication frame-

work is not needed [13, 14]. On the other hand, due to decrease in manufacturing

cost, advanced technologies of batteries, and their environmental advantages, PEVs

are growing day by day and play an important role in enhancing the resilience of

MEMGs. Also, the saved energy in a PEV can be delivered to the grid in parking lots

(PLs) as a V2G facility [15].

Resilience enhancement schedules of microgrids attain popularity because of

their capability to sustain the penetration of RESs and resist disturbances in the is-

landed mode. Furthermore, the DS resilience can be enhanced by transforming it

into several microgrids or by developing networked microgrids as a single aggre-

gated entity for service restoration to priority loads [16]. Furthermore, microgrids

include diverse DERs and customers, which can be modeled as autonomous agents.

Each agent subject to its type and configuration, has a specific intelligence level

to seek planned objectives. Since multi-agent system (MAS) idea is thoroughly as-
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sociated with distributed intelligence, it is an appropriate prospect to establish an

intelligent energy management system (EMS) in microgrids [17, 18]. In order to im-

plement a proper EMS for MAS-based networked MEMGs, the hierarchical method

is investigated in this paper. The hierarchical energy management approach relies

on local distributed EMS located in each MEMG. These local EMSs can intercommu-

nicate to realize the objectives subject to a given hierarchical algorithm. Further-

more, the hierarchical energy management approach offers an accurate energy flow

between networked MEMGs, allowing a MEMG to exchange the surplus/shortage

energy with other MEMGs for a paid charge to enhance the system’s resiliency

[19, 20]. Accordingly, based on the predefined uncertainties and energy balance

constraints, a hierarchical energy management approach is proposed for enhancing

the resilience of a MAS with networked MEMGs using existing PEVs.

1.2. Literature Review

In recent years, the resilience enhancement strategies have been studied in the

literature, but the MESSs have not been investigated in a MAS with networked

MEMGs. In [21], a stochastic nonlinear framework is presented for the optimal en-

ergy management of the unbalanced three-phase AC microgrids. Furthermore, the

suggested model aims to provide resilient energy management solutions via contin-

gency constraints. In [22], a linear optimization framework is proposed for optimal

locating of sectionalizing switches and backup DGs to enhance the resilience of the

system under extreme events. In the suggested framework, low priority, medium

priority and high priority loads are taken into account and a demand response

program is also applied on a modified IEEE 33-bus DS. In [23], a new two-level

stochastic planning scheme is presented for enhancing the resilience of DSs. The

first level is to decide on line hardening, DG and MEG allocation, and placement of

tie switches, while the second level is to minimize the operating costs of power pur-

chase from the utility grid, DGs, and emergency load shedding in extreme events.

Although the planning stage has considered enhancing the network’s resilience in

[21–23], the MPSs are not taken into account. Authors in [24] have presented a

restoration strategy taking into account the wind power cut-off for enhancing the
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resilience of the modified IEEE-69 distribution system. The resilient enhancement

strategy takes advantage of MESSs, repair crews, network reconfiguration, and DGs

to restore the on-fault DS. In [25], an MILP framework is proposed to restore prior-

ity loads while satisfying topology and operating constraints to enhance resilience

of the DS under extreme events. In the presented framework, dynamic microgrid

formation and optimal management of diverse smart technologies are taken into

account as well as the required emergency operating budgets. Although the plan-

ning stage and the corresponding uncertainties of renewable energies and loads

have considered for enhancing the network’s resilience in [24] and [25], the MPSs

are not taken into account.

In [26], a comprehensive resilience enhancement strategy is presented for multi-

energy systems using the multi-stage recovery procedure for enhancing the system

ability withstand and recover rapidly from an extreme event. Several resilience

enhancement measures are adopted, and their coupling relationships at diverse

stages are also considered. In [27], a coordinated regional-district scheduling of

an integrated energy system is proposed as an energy hub to enhance resilience in

extreme events. Furthermore, a tri-level robust algorithm is presented to coordi-

nate random fault scenarios in natural gas and electricity generation and delivery

systems. However, in [26] and [27], a deterministic framework has been utilized

for energy management and the implementation of MPSs has been neglected. In

[28], a stochastic programming model is proposed for enhancing the resilience of

DSs to handle extreme events. The suggested model considers the traveling time

of crew teams to the manual switches sites in the transportation structure. Besides,

the crews and MEGs are pre-positioned in staging location. In [29], the config-

uration of adaptive multi-microgrids is proposed as the critical service restoration

method. The suggested strategy includes load switching sequence steps, the config-

uration of multi-microgrids, and optimal allocation of MEGs. Although, the MPSs

have taken into account in the planning stage of resiliency in [28] and [29], a deter-

ministic framework has been proposed for energy management. In [30], a bi-level

optimization strategy is presented for enhancing the resilience of DSs, which is con-

vinced by a transportation system. The first level is to pre-position the emergency
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stations and the second level is to co-optimize the dispatch of MESSs and repair

crews on the transportation system to minimize the emergency load shedding. In

[31], resilience enhancement of the DSs against earthquakes is presented by tak-

ing into account road traffic and interruption time as the main issues applying the

MESSs. To better realize the performances, BES and MESS are compared under the

same conditions. The results indicated that the MESSs are 62% more resilient than

BESs due to the mobility nature of MESSs. In [32], a bi-level optimization strategy

is presented to optimise investments in MESSs in the first level and re-routes the

installed MESSs in the second level to develop dynamic microgrids and to prevent

the expected load shedding triggered by extreme events. Although, the utilization

of MPSs have been proposed in the operation stage of resiliency in [30–32], a de-

terministic framework has been considered for the scheduling problem.

In [33], a restoration method is developed in DSs for routing, and schedul-

ing of MESSs integrated with indeterminate nature of RESs to attain rapid system

response and recovery against the consequences of high-impact low-probability ex-

treme events. Authors in [34] have demonstrated the effects of MESSs and diesel

DGs in the integrated electrical-heating systems to enhance resilience and decrease

load shedding and operating costs. Two fault scenarios are generated in the elec-

tricity and natural to investigate the resilience and load restoration measures. In

[35], a tri-level multi-objective short-term resilience enhancement strategy in pro-

posed for the multiple residential energy systems such as integrated gas, heat and

electrical against hurricane at day-ahead. The lines outage in the electrical DS is

applied as a stochastic model including installation of MEGs, demand side man-

agement strategy, and local generation in each level. Although, the MPSs have

been considered in the operation stage of resiliency in [33–35], the MAS frame-

work and the networked structure have not been proposed for the optimization

problem of microgrids. In [36], a tri-level stochastic planning strategy is presented

for allocating of MEGs in resilient DSs considering different resiliency stages. The

uncertainty of the given extreme events are also taken into account for the effective

allocation of MEGs. Moreover, the MEGs are pre-positioned and re-routed to the

defined location. However, the uncertainty analysis, the MAS-based architecture,
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and the networked connection of microgrids have not been considered. In [37],

a two stage algorithm is proposed for resilience enhancement of electricity-gas-

heating networks considering fast-acting flexible loads, PEVs, power-to-gas tech-

nologies, and gas storage systems. In the first stage, the optimization problem is

solved by a decentralized framework and in the second stage, DS operator schedules

the electricity-gas-heating networks. Although the MPSs and multi-energy systems

have been proposed for the operation stage of resiliency, the MAS framework and

networked structure have not been considered. Authors in [38] have presented a

tri-level algorithm for resolving the resilience-driven optimal allocation and pre-

positioning constraints of MESSs in the networked microgrids with decentralized

energy management framework. The first level is proposed for achieving optimiza-

tion results opposing a certain extreme event, while the second and the third levels

are integrated as a sub-problem to designate a scenario that can cause the most ex-

treme event. Although the networked microgrids and the MPSs has been proposed

for the planning stage of resiliency, the MAS has not been considered.

1.3. Paper Scopes and Contributions

According to the literature mentioned above regarding the resilience enhance-

ment strategies in DSs and microgrids, it is evident that:

1. Previous works failed to consider a resilience enhancement strategy for a MAS

with networked MEMGs under the system uncertainties;

2. The MAS has not been investigated to consider the autonomy of MEMGs;

3. The networked structure of MEMGs as a multi-carrier energy network has not

been proposed in previous works;

4. Previous works have not taken into account the aggregation of PEVs as an

autonomous agent of transportation in a MAS to properly investigated the

V2G facility;

5. The uncertainty of the arrival/departure timing of PEVs has not been studied

in the literature for taking into account the commuting time of PEV owners

as a vital factor in optimization problems;
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6. Finally, the level of participation and ability of PEV owners to compensate for

power deficiency has not been studied in the previous works.

In order to fill the gap of previous works, the proposed strategy in this paper

considers all the limitations noted in the above paragraphs to resolve the optimal

scheduling of resiliency enhancement mode in networked MEMGs. In this study,

the resilience is defined as the ability of the network to endure against any contin-

gency owing to the support of PEVs. The MEMG contains electricity, heating, and

hydrogen energy networks, coupled by a MAS framework. Based on the coupling

components, different types of energy in the MEMG can be generated, stored, and

consumed with direct communication among agents.

Table 1 illustrates a thorough comparison between the proposed strategy of this

paper and the literature reviewed. Accordingly, in this paper, a hierarchical EMS

is proposed for the stochastic optimization of a MAS with networked MEMGs (in-

cluding power, heat, and hydrogen energy carriers) under the uncertainties of the

RESs, power/heat loads, and parking time of PEVs in PLs. When a fault occurs in

the networked MEMGs, existing PEVs in the normal-operated MEMGs can be ap-

plied for enhancing the resilience of on-fault MEMGs in the proposed hierarchical

algorithm. The on-fault MEMGs need not be physically connected with the normal-

operated MEMGs. Eventually, by investigating the proposed strategy, MEMGs with a

few PEVs can also enhance their resilience by supplying their priority loads through

PEVs of other MEMGs. To realize these aims, an optimization algorithm is sug-

gested to schedule the required energy support to the islanded part of the on-fault

MEMG (disconnected from the network as a consequence of any contingency) from

the grid-connected normal-operated MEMGs in the networked structure applying

PEVs. PEVs from the normal-operated MEMG travel to the islanded part of the on-

fault MEMG to supply energy. Besides, the level of participation of PEV owners to

compensate for power deficiency in an on-fault network is also taken into account

in the optimization problem. The proposed model is optimized over a MAS with

four MEMGs in three diverse case studies, including normal operation case, a case

with one fault, and case with two simultaneous faults.
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1.4. Paper Organization

The rest of the paper is divided into the following sections. In Section 2, the

resilience enhancement strategy for the proposed MAS-based framework of net-

worked MEMGs is presented. First, the system model and components of networked

MEMGs is reviewed. Then the scenario-based analysis is presented to model the un-

certain parameters. Last, normal operation and resilience enhancement modes are

represented. In Section 3, the mathematical modeling of the hierarchical EMS of

the MAS-based networked MEMGs is indicated. Simulation results of the optimiza-

tion algorithm’s normal operation and resilience enhancement modes are presented

in Section 4 with two diverse fault scenarios. As a conclusion, some points are high-

lighted in Section 5.

2. Resilience Enhancement Method for the Proposed MAS-based framework

2.1. System Model and Components of MAS-Based Networked MEMGs

The architecture of the proposed MAS for networked MEMGs is shown in Fig-

ure 2 and it relies on the agents that represent various entities in a MEMG. A MEMG

can exchange active power with other MEMGs in the networked system and trade

active power with the upstream grid. MEMGs consist of dispatchable DGs including

CHP unit and MT, non-dispatchable DGs including wind turbines (WT) and photo-

voltaic (PV), multi-ESSs including BES and HES, PEV as the MESS, and electrical

and heat loads [9]. The MAS structure for networked MEMGs is optimized system-

atically using local EMSs and a central EMS. In this structure, six kinds of agents can

be proposed in each MEMG: electricity agent, heat agent, hydrogen agent, trans-

portation agent, local energy management agents (LEMA), and central energy man-

agement agents (CEMA). The electricity agent represents MTs, RESs, BESs, and

electrical loads, while the heat, hydrogen, and transportation agents represent CHP

units and heat loads, HESs, and PEVs, respectively. Each agent can control and mon-

itor their local energy generation and demand. Besides, each MEMG can regulate

energy prices for their intercommunication with the LEMA. Accordingly, the LEMA
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is the primary operator of a MEMG assuring energy balance between local con-

sumers and their available energy suppliers, while interacts with electricity agent

to optimize the total operating costs. Therefore, the local EMS performs the local

optimization level of MEMGs. Then,the local EMS sends the required data to the

central EMS as CEMA ensuring global optimization level of the networked MEMGs.

Central EMS runs the optimization algorithm in accordance with the data perceived

from local EMSs. The solution to the EMS problem decreases the MEMG operating

cost while assuring the physical and technical constraints of the system.
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Figure 2: System model of hierarchical EMS for MAS-based networked MEMGs

2.2. Scenario-Based Analysis Modelling

Due to the stochastic nature of the renewable generations, power/heat loads,

and the behavior patterns of parking time of PEVs in PLs, investigating a determin-

istic strategy will not ensure a deep insight into the potential benefits of integrating

DERs. For adequately managing the uncertain parameters, a scenario-based analy-

sis (SBA) is utilized to generate the diverse scenarios. Besides, a backward scenario
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reduction method is proposed to decrease them. More details on the scenario reduc-

tion method can be found in [39]. In SBA model, the Probability Density Function

(PDF) curve of the uncertain parameter is divided into several levels with different

probabilities. Using PDF, the probability of the uncertain variable in each level can

be determined. Stochastic approach is modeled in this paper as a normal Gaussian

PDF, where the mean is equal to the forecasted amount. The forecasted amount is

mainly considered as the standard deviation of PDF. The formulation of the normal

Gaussian PDF is demonstrated as Eqs. (1).

f(x|m, ϑ2) =
1√

2πϑ2
exp

(
−
(x−m)2

2ϑ2

)
, −∞ < x < +∞ (1)

where x represents the uncertain parameter, m represents the mean of the fore-

casted input variable, ϑ2 and ϑ represent the variance and the standard deviation

of the forecasted input variable, respectively. Figure 3 illustrates the normal PDF

divided into several segments with different probabilities [40].

4m 4m  3m 3m  2m 2m  m m  m

1f

2f

3f

4f

5f

Probability
Density

Prediction 
Value

Figure 3: Normal PDF corresponding to the standard deviation of prediction.

2.3. Normal Operation Mode

For the normal operation mode, all MEMGs within the networked structure are

assumed to be in the grid-connected mode, i.e., can exchange electrical power with
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the upstream grid and can send/receive required power to/from other MEMGs.

Optimization procedure in this mode is carried out as follows [41]:

1. Each MEMG is controlled with its local EMS. In the local optimization process,

surplus and shortage power in the MEMG is notified to the central EMS at each

time-interval.

2. Central EMS performs global optimization. After gathering data from local

EMSs and hourly market prices from the utility grid, it runs optimization for

minimizing the total operating cost of the networked MEMGs. Central EMS

determines the practicality of sharing power among MEMGs and/or exchang-

ing power with the upstream grid.

2.4. Resilience Enhancement Mode

This scheduling mode is considered to enhance the network resilience in con-

tingencies. In case of any extreme event, the physical power connection between

the MEMG and the networked system may be lost. The islanded part of the on-

fault MEMG that has disconnected from the networked system is taken into account

as a new islanded MEMG. Normal-operated grid-connected and on-fault islanded

MEMGs can run their local optimization level in different procedures. Figure 4

demonstrates the scheduling stages of resilience enhancement mode. In this mode,

problem optimization is conducted in two distinct stages, i.e., (1) resilience en-

hancement schedule of MEMG and (2) optimization of grid-connected MEMGs. In

Stage I (upper section of Figure 4), selection of efficient PEVs is performed for en-

hancing the resilience of the islanded MEMG in reference to the optimized results

of the last time-interval. In Stage II (bottom section of Figure 4), optimization of

the grid-connected MEMGs is performed after selecting required PEVs. More details

about each stage is described in the following paragraphs.
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Step 1: Local Level Optimization
Islanded MEMGGrid-Connected MEMG

Local EMS informs total feasible energy in 
PEVs to central EMS 

Local EMS informs power deficiency to 
central EMS along with the price

Step 2: Cenrtal Level Optimization
Central EMS

Runs optimization algorithm to decide which MEMG is going to supply islanded MEMG

Step 3: Local Level Optimization

Selection of PEVs for supplying energy by 
local EMS 

Run local optimization after PEVs arrival 

Stage I: Resiliency Enhancement Scheme of MEMGs

Step 1: Local Level Optimization

Local EMS performs local optimization
Rescheduling after selection of PEVs for resiliency enhancement purpose

Step 2: Cenrtal Level Optimization
Central EMS

Central EMS performs global optimization
Rescheduling after selection of PEVs for resiliency enhancement purpose

Power exchanging with the utility grid is decided

Stage II: Optimization for Grid-Connected MEMG

Islanded MEMGGrid-Connected MEMG

Local EMS

Figure 4: Scheduling stages of resilience enhancement mode

2.4.1. Resilience Enhancement schedule of MEMGs (Stage I)

In this stage, the MEMG agrees to supply power support to the islanded part

of the on-fault MEMG via PEVs. In the first step, as illustrated in Figure 4, grid-

connected MEMGs notify their total available power support to the central EMS.

Here total available power support assigns to the feasible energy in the agreed PEVs

among the parked PEVs. Concurrently, islanded MEMG will notify its demanded

power support to the central EMS through the intercommunication link. In the

second step of Stage I, as illustrated in Figure 4, central EMS runs a global opti-

mization for providing the power support to the islanded MEMG via grid-connected
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MEMGs. This resolution is conducted in accordance with the defined distance be-

tween MEMGs in the networked structure. The nearest grid-connected MEMG in

the proximity of the islanded MEMG supplies the demanded power support through

PEVs sent. This procedure will decrease the energy utilization of PEVs while trav-

eling to/from the on-fault MEMG. In the third step of Stage I, the local EMSs of

MEMGs decides in reference to the data provided to them by central EMS. Central

EMS makes a decision which MEMG will send the power support in step 2, and lo-

cal EMSs of MEMGs require to opt which PEV should be travelled to supply power

support to islanded MEMG. This resolution is vital when the total available power

support in the MEMG is more than the requested power deficiency. Accordingly, the

minimal amount and the major efficient PEVs are selected among the agreed ones

to be sent. By conducting this optimization step, an optimal resolution is performed

in selecting the required PEVs for resilience enhancement schedule.

2.4.2. Optimization of the Grid-Connected MEMGs (Stage II)

In Stage I of the resilience enhancement schedule of the networked MEMGs,

PEVs are chosen for realizing the required resilience of the islanded MEMG. Thus,

there is a necessity for rescheduling the grid-connected MEMGs in the networked

system. In the first step of Stage II, the local EMSs of MEMGs run the local opti-

mization as in the normal operation mode for the optimal scheduling of the MEMG.

In this step, optimization is carried out by taking into account those PEVs that

will depart the MEMG. In this step of optimization, the grid-connected MEMGs

share their surplus and shortage power to central EMS. The data related to the

surplus/shortage power are assigned for global optimization. While in the second

step, based on the data received from local EMSs of grid-connected MEMGs, central

EMS runs global optimization. Also, for grid-connected MEMGs, the central EMS

will run the similar optimization procedure as in normal operation by redispatching

electrical power among MEMGs and/or exchanging with the upstream grid.
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3. Formulations of the Proposed Optimization Algorithm

To carry out an optimization algorithm for the MAS-based networked MEMGs,

mathematical modelling is formulated. Both normal operation and resilience en-

hancement modes are designed to minimize the operating cost and enhance the

resilience of the system.

3.1. Normal Operation Mode

3.1.1. Local EMS of MEMG

In the hierarchical energy management approach for optimal scheduling of en-

ergy resources, the total operating cost of the MEMGs at the local level is minimized.

The local level objective function of the proposed stochastic optimization problem

of MEMG m is formulated by Eq. (2) (∀m ∈Mn, t ∈ T , s ∈ S) [9].

min Costm =
∑
t

∑
s

γs

[
℘MT
m,t,s + ℘

CHP
m,t,s + ℘

HES
m,t,s+

℘BES
m,t,s + ℘

EV
m,t,s + ℘

Short
m,t,s −ℜSur

m,t,s

] (2)

℘MT
m,t,s =

∑
Gm

[
aMT ,1
g .PMT

g,t,s + a
MT ,2
g .σMT ,UC

g,t,s

]
(3)

℘CHP
m,t,s =

∑
Cm

[
φCHP

1,c .
(
PCHP
c,t,s

)2
+ψCHP

1,c .
(
HCHP

c,t,s

)2
+

φCHP
2,c .PCHP

c,t,s +ψCHP
2,c .HCHP

c,t,s +φCHP
3,c +ψCHP

3,c

] (4)

℘HES
m,t,s =

∑
Hm

µHyd,char
t .PP2H

h,t,s (5)

℘BES
m,t,s =

∑
Bm

µBES
t .

[
ηBES.PBES,ch

b,t,s −
(
1
/
ηBES,dch

)
.PBES,dch

b,t,s

]
(6)

℘PEVm,t,s =
∑
Vm

µPEVt .
[
ηPEV ,ch.PPEV ,ch

v,t,s −
(
1
/
ηPEV ,dch

)
.PPEV ,dch

v,t,s

]
(7)

℘Short
m,t,s = µGB

t .PShort
m,t,s .σShort

m,t,s (8)

ℜSur
m,t,s = µGS

t .PSur
m,t,s.σSur

m,t,s (9)
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In the objective function of the local EMS presented by Eq. (2), the first and

second parts are the MEMG operating costs of generated electricity and heat ener-

gies in MT and CHP units, respectively. The third and fourth parts indicate costs

of charging and discharging power of BESs and PEVs, respectively. The fifth part

indicates the charging cost of HESs. The sixth and seventh parts show the MEMG

operating cost of buying electrical energy from the utility grid and the revenue

gained by selling electrical energy to the utility grid, respectively, as a consequence

of market price signals. The cost functions of the energy provided by the MTs, CHP

units, BESs, PEVs, and HESs are formulated by Eqs. (3)-(7), respectively. Also, the

functions of selling electrical energy to the utility grid and buying electrical energy

from the utility grid are represented by Eqs. (8) and (9), respectively.

The problem constraints indicated by Eqs. (10)-(14) ensure that an MT output

be within its allowed generation capacity. The MT generation limits are taken into

account with commitment states, up/down ramp-rate boundaries, and start-up/

shut-down states constraints (∀g ∈ Gm, t ∈ T , s ∈ S) [40].

PMT ,min
g .σMT ,UC

g,t,s ⩽ PMT
g,t,s ⩽ PMT ,max

g .σMT ,UC
g,t,s (10)

PMT
g,t−1,s − P

MT
g,t,s = PMT ,RU

g .
[
1 − σSUg,t,s

]
(11)

PMT
g,t,s − P

MT
g,t−1,s = PMT ,RD

g .
[
1 − σSDg,t,s

]
(12)

σSUg,t,s + σ
SD
g,t,s < 1 (13)

σSUg,t,s − σ
SD
g,t,s − σ

UC
g,t,s + σ

UC
g,t−1,s = 0 (14)

The operation region of CHP units is designated in a linear formulation as Eqs. (15)-

(19) (∀c ∈ Cm, t ∈ T , s ∈ S) [9]. Eq. (15) shows the operation region under the

line AB. Beside, the upper operation region of line BC and line CD are described

by Eqs. (16) and (17), respectively. Also, the upper boundary of heat and power

generations of the CHP unit are presented by Eqs. (18) and (19), respectively.

PACHP
c − PBCHP

c

HACHP
c −HBCHP

c

.
[
HCHP

c,t,s −HACHP
c

]
− PCHP

c,t,s + PACHP
c ⩾ 0 (15)

PBCHP
c − PCCHP

c

HBCHP
c −HCCHP

c

.
[
HCHP

c,t,s −HBCHP
c

]
−PCHP

c,t,s + PBCHP
c ⩽

(
1 − σCHP,UC

c,t,s

)
Z

(16)
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PCCHP
c − PDCHP

c

HCCHP
c −HDCHP

c

[
HCHP

c,t,s −HCCHP
c

]
−PCHP

c,t,s + PCCHP
c ⩽

(
1 − σCHP,UC

c,t,s

)
Z

(17)

0 ⩽ HCHP
c,t,s ⩽ HBCHP

c .σCHP,UC
c,t,s (18)

0 ⩽ PCHP
c,t,s ⩽ PACHP

c .σCHP,UC
c,t,s (19)

The CHP unit constraints of ramp-up, ramp-down, minimum down-time, and

minimum up-time are also given by by Eqs. (20)-(26) (∀c ∈ Cm, t ∈ T , s ∈ S) [9].

PCHP
c,t,s − PCHP

c,t−1,s ⩽ PCHP,RU
c

(
1 − σCHP,SU

c,t,s

)
+ PCHP,min

c .σCHP,SU
c,t,s (20)

PCHP
c,t−1,s − P

CHP
c,t,s ⩽ PCHP,RD

c

(
1 − σCHP,SD

c,t,s

)
+ PCHP,min

c .σCHP,SD
c,t,s (21)

t+UTCHP
j −1∑

h=1

σCHP,UC
j,h,s ⩾ UTCHP

j .σCHP,SU
c,t,s (22)

t+DTCHP
j −1∑

h=1

(
1 − σCHP,UC

j,h,s

)
⩾ DTCHP

j .σCHP,SD
c,t,s (23)

σCHP,UC
c,t+1,s − σCHP,UC

c,t,s ⩽ σCHP,SU
c,t+1,s (24)

σCHP,UC
c,t,s − σCHP,UC

c,t+1,s ⩽ σCHP,SD
c,t+1,s (25)

σCHP,UC
c,t+1,s − σCHP,UC

c,t,s ⩽ σCHP,SU
c,t+1,s − σCHP,SD

c,t+1,s (26)

Eqs. (27)-(31) show the constraints of HESs (∀h ∈ Hm, t ∈ T , s ∈ S) [9]. The

level of hydrogen energy stored at time t is described by Eq. (27) and limited by

Eq. (28) based on the storage system potential. Eq. (29) guarantees that the value

of power converted to hydrogen be within its allowed capacity limits. Furthermore,

Eq. (30) bounds the amount of converted hydrogen to power. Plus, Eq. (31) shows

that the power cannot be converted to hydrogen and stored hydrogen cannot be

converted to power, simultaneously.

EHES
h,t,s = EHES

h,t−1,s + η
P2H.PP2H

h,t,s −
(
1
/
ηH2P

)
PH2P
h,t,s − P

Hyd,ind
h,t,s (27)

EHES,min
h ⩽ EHES

h,t,s ⩽ EHES,max
h (28)

PP2H,min
h .σP2H

h,t,s ⩽ PP2H
h,t,s ⩽ PP2H,Max

h .σP2H
h,t,s (29)

PH2P,min
(h) .σH2P

h,t,s ⩽ PH2P
h,t,s ⩽ PH2P,max

(h) .σH2P
h,t,s (30)
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σP2H
h,t,s + σ

H2P
h,t,s ⩽ 1 (31)

The BES constraints of charging, discharging, and SoC are demonstrated in

Eqs. (32)-(36), respectively (∀b ∈ Bm, t ∈ T , s ∈ S) [2]. The BES is considered as

the power demand at the charging time-interval and as the energy generator at the

discharging time-interval.

SOCBES
b,t,s = SOCBES

b,t−1,s +
(
PBES,ch
b,t,s .ηBES,ch − PBES,dch

b,t,s

/
ηBES,dch

)/
PBES,cap
b

(32)

SOCBES,min
b ⩽ SOCBES

b,t,s ⩽ SOCBES,max
b (33)

0 ⩽ PBES,ch
b,t,s ⩽ PBES,cap

b .σBES,ch
b,t,s .

(
1 − SOCBES

b,t−1,s

)/
ηBES,ch (34)

0 ⩽ PBES,dch
b,t,s ⩽ PBES,cap

b .σBES,dch
b,t,s .SOCBES

b,t−1,s.ηBES,dch (35)

σBES,ch
b,t,s + σBES,dch

b,t,s ⩽ 1 (36)

The PEV constraints are indicated by Eqs. (37)-(43) (∀v ∈ Vm,t ∈

[
tarrv , tdepv

]
,

s ∈ S) [9]. The PEV energy balance is formulated by Eq. (37). Eqs. (38)-(40) show

the upper/lower limits of PEV charging/discharging. Eq. (41) guarantees that each

PEV be in its allowed capacity and SoC. Eq. (42) is the resilience constraint that

ensures the store energy in the parked PEVs for resilience purpose based on the

constraint presented in [42]. Besides, each PEV shoulb be charged to its targeted

SoC at the time of departure as represented by Eq. (43).

SOCPEV
v,t,s = SOCPEV

v,t−1,s +
(
PPEV ,ch
v,t,s .ηPEV ,ch − PPEV ,dch

v,t,s

/
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)/
PPEV ,cap
v
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0 ⩽ PPEV ,ch
v,t,s ⩽ PPEV ,cap

v .σPEV ,ch
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(
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v,t−1,s

)/
ηPEV ,ch (38)

0 ⩽ PPEV ,dch
v,t,s ⩽ PPEV ,cap

v .σPEV ,dch
v,t,s .SOCPEV

v,t−1,s.ηPEV ,dch (39)

σPEV ,ch
v,t,s + σPEV ,dch

v,t,s ⩽ 1 (40)

SOCPEV ,min
v ⩽ SOCPEV

v,t,s ⩽ SOCPEV ,max
v (41)

SOCPEV ,min
v + EPEV ,res

v ⩽ SOCPEV
v,t,s (42)

SOCPEV
v,tdep,s = SOCPEV ,dep

v (43)
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The shortage and the surplus power of MEMG m are constrained by Eqs. (44)

and (45) (∀m ∈Mn, t ∈ T , s ∈ S) [40].

σShort
m,t,s .PShort

m,t,s + σSur
m,t,s.PSur

m,t,s = PExm,t,s (44)

σShort
m,t,s + σSur

m,t,s ⩽ 1 (45)

In order to realize a resilient hierarchical energy management of MEMGs, the

power/heat balance constraint between the total generation and consumption in

each MEMG is vital. Therefore, the power/heat balance constraints at MEMG m

at hour t for scenario s are presented by Eqs. (46) and (47), respectively (∀m ∈

Mn, t ∈ T , s ∈ S) [9].∑
Im

PLoadi,t,s = PShort
m,t,s − PSur

m,t,s +
∑
Gm

PMT
g,t,s +

∑
Cm

PCHP
c,t,s

+
∑
Em

[
PWT
e,t,s + P

PV
e,t,s

]
+
∑
Hm

[
PH2P
h,t,s − P

P2H
h,t,s

]
+
∑
Bm

[
PBES,dch
b,t,s − PBES,ch

b,t,s

]
+
∑
Vm

[
PPEV ,dch
v,t,s − PPEV ,ch

v,t,s

] (46)

∑
Im

HLoad
i,t,s =

∑
Cm

HCHP
c,t,s (47)

3.1.2. Central EMS of the networked MEMGs

Eq. (48)-(52) shows the central EMS optimization of the networked MEMGs

(∀m ∈Mn,∀n ∈ Nn, t ∈ T , s ∈ S) [43]. The primary objective of the central EMS

is to run global optimization to minimize the total operating cost of the networked

MEMGs, based on the data collected from the local EMSs of the MEMGs regarding

the surplus/shortage power at the local optimization level. The first part in the

objective function of Eq. (48) indicates the cost of buying electricity from the utility

grid, and the second part indicates the profit of selling electricity to the utility grid.

min
∑
m

∑
t

∑
s

[
µGB
t .PGB

m,t,s − µ
GS
t .PGS

m,t,s

]
(48)

Internal power exchange from one MEMG to another MEMG is described by

Eq. (49). It is clear from Eq. (49) that the total power sent from M MEMGs must be

equal to the total power received by N MEMGs in the networked system. Eq. (50)

shows that the total power sent and sold by any MEMG m at the time t must be equal
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to the surplus power of the MEMG. The amount of power received by MEMG m from

any other MEMG and power acquired from the utility grid at time t is shown by

Eq. (51). Besides, total surplus power in the system is proportionally redispatched

among MEMGs with power shortages based on Eq. (52).

M∑
m=1

N∑
n=1

∑
t

PSend
m→n,t,s =

M∑
m=1

N∑
n=1

∑
t

PRecm←n,t,s; ∀n ̸= m (49)

N∑
n=1

PSend
m→n,t,s + P

GS
m,t,s = PSur

m,t,s; ∀n ̸= m (50)

N∑
n=1

PRecm←n,t,s + P
GB
m,t,s = PShort

m,t,s ; ∀n ̸= m (51)

N∑
n=1

PRecm←n,t,s =
PShort
m,t,s∑

m

PShort
m,t,s

.
∑
m

PSur
m,t,s; ∀n ̸= m (52)

3.2. Proposed Resilience Enhancement Mode

An optimization algorithm has been proposed in this mode to supply energy

support to the on-fault islanded MEMG. Therefore, the energy support is supplied

to the on-fault islanded MEMG from normal-operated grid-connected MEMGs via

PEVs to realize further resilience. The energy support is the energy requested by

the on-fault islanded MEMG after applying its maximum local energy resources,

including MTs, CHP units, RESs, HESs, BESs, and parked PEVs.

3.2.1. Resilience Enhancement schedule of MEMGs (Stage I)

In Stage I of this scheduling mode, the normal-operated grid-connected MEMGs

have already conducted the local optimization in the preceding time-interval based

on Eqs. (2)-(47). Local EMSs of MEMGs provide the optimized results to the en-

ergy stored in the PEVs’ battery. The parked PEVs parked are involved in the

resilience enhancement schedule. For PEVs that supply energy and participate

in the resilience enhancement schedule, their total stored energy is notified to

the central EMS. Eq. (53) indicates the objective function of the islanded MEMGs

(∀m ∈Mf, t ∈
[
tf, T

]
, s ∈ S). The first and second parts of Eq. (53) show the MTs

and the CHP units generation costs, respectively, and the third part shows the price
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for buying power from the networked system to compensate the power deficiency.

The on-fault islanded MEMG notifies its requested power to central EMS along with

the buying price of that power at each time-interval during the extreme events.

min ℘MT
m,t,s + ℘

CHP
m,t,s + ℘

Short
m,t,s (53)

MT, CHP-unit, HES, BES, and PEVs constraints are the same as given in Eqs. (10)-

(14), Eqs. Eqs. (15)-(26), Eqs. (27)-(31), Eqs. (32)-(36), and Eqs. (37)-(43). Be-

sides, the heat balance constraint is similar to Eq. (47). Power deficiency, RES power

generation, MT and CHP unit power generation, BES discharging energy, amount

of H2P from HESs, and discharging energy of parked PEVs should be balanced by

the total electricity consumption, BES charging energy, amount of P2H from HESs,

and charging energy of parked PEV at each time-interval, as illustrated by Eq. (54)

(∀m ∈Mf, t ∈
[
tf, T

]
, s ∈ S) [9].∑

Im

PLoadi,t,s = PShort
m,t,s +

∑
Gm

PMT
g,t,s +

∑
Cm

PCHP
c,t,s

+
∑
Em

[
PWT
e,t,s + P

PV
e,t,s

]
+
∑
Hm

[
PH2P
h,t,s − P

P2H
h,t,s

]
+
∑
Bm

[
PBES,dch
b,t,s − PBES,ch

b,t,s

]
+
∑
Vm

[
PPEV ,dch
v,t,s − PPEV ,ch

v,t,s

] (54)

In Stage II, the objective of central EMS is to globally optimize the energy sup-

plied to the on-fault islanded MEMG. Central EMS performs the optimization after

collecting data from the local EMSs of MEMGs in Stage I. Eq. (55) is the objective

function (∀m ∈Mf, t ∈
[
tf, T

]
, s ∈ S), in which the data of the distance between

the MEMGs and the value of energy required to be supplied by normal-operated

grid-connected MEMGs to the on-fault islanded MEMG are assigned. Eq. (56) repre-

sents the data of the distance between the MEMGs. If the on-fault islanded MEMGs

be further than one and available energy support be less than the total requested

energy, the required energy is proportionally dispatched among the MEMGs.

max
M∑

m=1

N∑
n=1

E
PEV,sup
m→n,t,s.JDis

m→n (55)

JDis
m→n = 1 − (Dm→n/D

max
m→n) ; ∀J ̸= [0, 1] (56)
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Eq. (57) shows that normal-operated grid-connected MEMGs can provide en-

ergy support less than or equal to available energy stored in the parked PEVs.

EAvailable
m→n,t,s indicates the total energy stored in PEVs of MEMG m that has conformed

to send energy support to the on-fault islanded MEMG n. Eqs. (58) and (59) show

the relation of the energy available and participation level of PEV owners. Eq. (60)

indicates that the total energy supplied by ‘m’ normal-operated MEMGs must be less

than or equal to the amount of power deficiency in ‘n’ on-fault islanded MEMGs.

The power deficiency in the on-fault islanded MEMGs is defined by Eq. (61) [2].

PDef
m,t,s ⩾ 0 indicates that the maximum applied power generation in the on-fault

islanded MEMGs is lower than the remaining connected loads. In such a condition,

the power support is demanded from the normal-operated grid-connected MEMGs.

PDef
m,t,s ⩽ 0 indicates that the maximum applied power generation is greater than

the remaining connected loads. This condition is not considered as the resilience

enhancement mode, hence, no power support is demanded from other MEMGs.

E
PEV,sup
m→n,t,s ⩽ EAvailable

m→n,t,s (57)

EAvailable
m→n,t,s = ωAgree

m,t,s.EPEV ,parked
m,t,s (58)

ω
Agree
m,t,s =

∑
Vm

υ
Agree
v,t,s

/
N

EV ,parked
m,t,s (59)

N∑
n=1

E
PEV,sup
m→n,t,s ⩽ Pdef

n,t,s; ∀n ̸= m (60)

Pdef
m,t,s =

∑
m∈Mf

∑
I′m

PLoadi,t,s −
∑
G′

m

PMT ,max
g,t,s −

∑
C′

m

PCHP
c,t,s −

∑
E′

m

[
PWT
e,t,s + P

PV
e,t,s

]

−
∑
H′

m

PH2P,max
h,t,s −

∑
B′

m

PBES,dch,max
b,t,s −

∑
V′

m

PPEV ,dch
v,t,s


(61)

The third and final objective of this stage is to select the minimum and most

efficient PEVs after receiving data from central EMS, as illustrated in Eq. (62) (∀v ∈

Vm, t ∈
[
tfs, tfe

]
, s ∈ S).

min
V∑

v=1

υ
Agree
v,t,s .EfPEVv (62)
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Eq. (62) is subjected to the constraints given in Eqs. (63)-(65) (∀v ∈ Vm, t ∈[
tfs, tfe

]
, s ∈ S). A PEV is able to supply energy support less than or equal to the

stored energy of its battery, as described in Eq. (63). The departure of PEVs to supply

energy support to the islanded MEMG is controlled by Eq. (64). υAgree
v,t,s indicates the

participation status of the PEV owner, i.e., 1 for PEV that wants to supply energy

and 0 otherwise. Eq. (65) shows the constraint of energy balance, in which PEVs

supply energy support equal to the amount of energy deficiency requested by the

on-fault islanded MEMG.

E
PEV,sup
v,t,s ⩽ EPEV ,store

v,t,s (63)

υ
Agree
v,t,s =


1, if EPEV,sup

v,t,s ̸= 0

0, otherwise
(64)

∑
v

E
PEV,sup
v,t,s = Pdef

n,t,s − P
Shed
n,t,s; ∀n ∈ Nn (65)

3.2.2. Optimization of the Grid-Connected Microgrids (Stage II)

After achieving the optimal resolution for the resilience enhancement mode,

the normal-operated grid-connected MEMGs reschedule the local resources at lo-

cal and global optimization levels. It has been decided which PEVs will depart

MEMGs for resilience enhancement schedule. The local resources are rescheduled

at the local optimization level by taking into account the parked PEVs only. The

optimization of this level is similar to the MEMG optimization in the normal oper-

ation mode demonstrated by Eqs. (2)-(47), where time t ∈ [tc, T ]. After collecting

the data of surplus/shortage power, the central EMS runs global optimization for

internal/external power exchanging as in normal operation mode, which is demon-

strated in Eq. (48), subjected to Eqs. (49)-(52), where time t ∈ [tc, T ].

The flowchart shown in Figure 5 summarizes the proposed hierarchical stochas-

tic EMS for the MAS-based networked MEMGs for both normal operation and re-

silience enhancement modes. In the proposed EMS, before checking the operating

mode, the input parameters are defined. Then, the uncertain scenarios for renew-

able units, power/heat loads, and parking time of PEVs are generated applying SBA
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method and the number of generated scenarios is also reduced to desired scenarios

using a scenario reduction method. For the normal operation mode, first, the local

optimization is carried out by local EMSs of MEMGs (M = 4). Then, the global op-

timization is carried out by the central EMS. During extreme events, the local EMSs

of MEMGs optimize the normal-operated grid-connected and the on-fault islanded

MEMGs. Therefore, the shortage/surplus power and the requested power support

by the on-fault islanded MEMGs are informed to the central EMS. The number of

the normal-operated grid-connected MEMGs (MN) and the on-fault islanded (MF)

MEMGs are regularly updated during the optimization procedure. Hence, the cen-

tral EMS decides which MEMG will supply power support to the on-fault islanded

MEMGs and update the local EMSs of MEMGs. The local EMS selects the efficient

PEVs for supplying the requested energy support. Ultimately, the grid-connected

MEMGs (M =MN) are rescheduled when the fault still exists. After resolving the

fault, the optimization is carried out once again for all MEMGs (M =MN +MF).

3.2.3. Formulation of Resilience Enhancement Factor

In this section, a resilience enhancement factor is formulated for investigating

the enhancement in the resilience of the on-fault islanded MEMG through the uti-

lization of the parked PEVs. The resilience of the on-fault islanded MEMG is directly

calculated by applying the load survived with and without PEVs of the on-fault is-

landed MEMG as represented by Eq. (66). It can be mentioned that the load sur-

vived without PEVs is the exact energy supplied to survive load with local available

power resources in the on-fault islanded MEMG, while the load survived with PEVs

is the total load survived with PEVs and local energy resources.

Resilience Enhancement Factor =[
1 −

Load Survived without PEVs
Load Survived with PEVs

]
× 100

(66)
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Figure 5: Flowchart for proposed hierarchical EMS of MAS-based networked MEMG system

30



4. Numerical Simulation

As illustrated in Figure 6, the derived optimization strategy is modeled in a

MAS with four networked MEMGs to minimize the total operating cost of each

MEMG over a 24-hour time-interval scheduling. Each MEMG contains dispatchable

DGs including CHP units and MTs, non-dispatchable DGs including PVs and WTs,

multi-ESSs including BESs and HESs, PEVs as MESSs, and electrical and heat de-

mands. Table 2 shows the installed capacity of RESs. Table 3 shows the location

and technical/economic details of MTs. The CHP units’ information and their fea-

sible operation regions are also demonstrated in Tables 4 and 5, respectively. The

location and details of HESs and BESs are shown in Tables 6 and 7, respectively.

Table 8 shows the capacities and efficiencies (energy consumption per km) of PEVs.

Arrival/Departure timing details of parked PEVs in MEMGs are given in Figure 7.

The hourly forecasted multipliers of electrical loads, heat demands, and renewable

units are illustrated in Figure 8. Furthermore, the time-of-use signals of market

prices are represented in Figure 9. The maximum electrical and heat loads of each

node in the networked system are presumed to be 100 kW and 30 kW, respectively.

The distance between the physical common bus and MEMGs are 3 km, 5 km, 8 km,

and 12 km for MEMG1, MEMG2, MEMG3, and MEMG4, respectively. PMT ,min

is set to be zero for all MTs. Charging/Discharging efficiency of PEVs is set to be

95% and targeted SoC is set to the maximum capacity of PEVs. The initial SoC of

PEVs is selected between 25% to 35% of the battery capacities at random. Charg-

ing/Discharging efficiency of BESs is set to be 95%. Also, P2H and H2P efficiencies

are set to be 80% and 70%, respectively. µBES
t , µHyd, Char

t , and µPEV
t are assumed to

be 0.004 $/kWh, 0.002 $/kWh, and 0.03 $/kWh, respectively.

The proposed networked MEMGs can be scheduled in normal operation and re-

silience enhancement modes. Initially, the networked system is operated in the nor-

mal operation mode. In case of any extreme event, the scheduling can be switched

into the resilience enhancement mode. In normal operation mode, the optimization

results of local EMSs of MEMGs and central EMS are simulated for a 24-hour time-

interval. In order to analyze the efficiency of the resilience enhancement sched-
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ule, two faulty case studies (CS) are defined under diverse conditions. In CS1 of

the resilience enhancement schedule, it is supposed that a fault exists in the con-

nection line between node 10 and node 11 in MEMG1 at hour 17. Accordingly,

the line 10–11 is disconnected and the MEMG1 is segregated into two zones. The

grid-connected zone of MEMG1 is assumed as MEMG1-1 and the islanded zone of

MEMG1 is assumed as MEMG1-2. After two hours, the fault is resolved. Therefore,

the scheduling of the networked MEMGs is switched into the resilience enhance-

ment mode for hours 17 and 18. It should be mentioned that in CS1, the MEMG1-1

is assumed as a grid-connected normal-operated MEMG, while the MEMG1-2 is

assumed as an on-fault islanded MEMG based on the existing power deficiency in

MEMG1-2. In CS2, it is supposed that together with the existed fault in line 10–11 of

MEMG1, another fault exists in the tie-line with the common physical bus, simulta-

neously. Accordingly, the MEMG1 segregated into two on-fault islanded MEMG1-1

and MEMG1-2. This case is designed to challenge the proposed resilience enhance-

ment strategy in a further extreme event.

When PEVs are not parked in the PLs or disagree to supply energy support, the

energy stored in BESs, HESs, and dispatchable DGs are employed to supply required

energy to the on-fault MEMG. The stochastic hierarchical EMS for the proposed

model is solved using CPLEX solver under the GAMS 24.8.3 environment. It is worth

noting that all above-mentioned assumption are not constrained to the adjusted

amounts and can alter subject to any CS.
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Figure 6: Test system with four MAS-based networked MEMGs

Table 2: Installed capacity and location of RESs

MEMG # Location Type Capacity (kW)

MEMG 1
Node 15 WT 150

Node 19 PV 100

MEMG 2
Node 26 PV 200

Node 29 PV 150

MEMG 3
Node 35 PV 100

Node 41 WT 150

MEMG 4
Node 48 WT 200

Node 52 PV 150
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Table 3: Location and technical/economic details of MTs

MEMG # Location aMT ,1 ($/MW) aMT ,2 ($/MW) PMT,max (kW) PMT, RU (kW) PMT,RD (kW)

MEMG 1
Node 02 13.325 19.96 400 300 200

Node 06 12.349 13.98 300 150 150

MEMG 2 Node 19 26.802 31.02 700 350 350

MEMG 3 Node 33 10.784 32.93 400 200 200

MEMG 4
Node 44 17.922 10.03 450 225 225

Node 54 12.974 10.05 350 175 175

Table 4: Location and details of CHP units

MEMG # Location ϕCHP, 1 ϕCHP, 2 ϕCHP, 3 ψCHP, 1 ψCHP, 2 ψCHP, 3 PCHP, RU PCHP, RD UTCHP DTCHP

MEMG 1 Node 10 0.0350 36.0 12.5 0.027 1.6 0.011 214 214 3 3

MEMG3 Node 34 0.0435 14.5 26.5 0.030 4.2 0.031 247 247 3 3

MEMG4 Node 50 0.038 25 17 0.019 3.7 0.039 302 302 3 3

Table 5: Feasible operation regions of CHP units (kW/kWth)

MEMG # Location PACHP PBCHP PCCHP PDCHP HACHP HBCHP HCCHP HDCHP

MEMG1 Node 10 214 187 68 75 0 264 127 0

MEMG3 Node 34 494 430 162 198 0 360 209 0

MEMG4 Node 50 302 264 96 106 0 373 180 0

Table 6: Location and details of HESs (kW)

MEMG # Location PP2H,max PP2H,min PH2P,max PH2P,min EHES,max EHES,min

MEMG1
Node 02 60 20 60 20 120 25

Node 12 50 15 50 15 100 20

MEMG2 Node 23 90 30 90 30 180 35

MEMG4 Node 58 70 25 70 25 140 30
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Table 7: Location and details of BESs (kW)

MEMG # Location PBES,cap PBES,ch,max/PBES,dch,max

MEMG1
Node 08 200 100

Node 18 150 75

MEMG2 Node 32 150 75

MEMG3 Node 40 300 150

MEMG4 Node 45 200 100

Table 8: Battery capacities and availability of parked PEVs

Model of PEV
Battery Cap. Energy Eff. PEV Number

(kW) (W/km) MEMG1 MEMG2 MEMG3 MEMG4

50 150

1,2, 1,2, 1,2, 1,9

11,12, 9,10, 7,8

21,22 17,18

40 160

3,4, 3,4, 3,4, 2,3,

13,14, 11,12, 9,10 10,11

23,24 19,20

65 230

5,6, - - 4,12

15,16,

25

85 220

7,8, 5,6, 5,6, 5,13

17,18 13,14 11,12

40 170

9,10, 7,8, - 6,7,

19,20 15,16 8,14,

15,16
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Figure 7: Arrival/Departure timing of PEVs in (a) MEMG1, (b) MEMG2, (c) MEMG3, and (d) MEMG4
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Figure 9: Time-of-use signals of market prices

4.1. Results of Normal Operation Mode

In this section, the optimized results of local EMSs of MEMGs and central EMS is

analysed in normal operation mode. During this mode, the networked MEMGs work

as usual and the MEMGs can exchange electrical power with the upstream grid.

Figures 10-13 show the results of the power balance in MEMG1, MEMG2, MEMG3,

and MEMG4, respectively, at each time-interval t in normal operation mode. It can

be observed from Figure 10 that MTs and CHP units being the cheaper source in

MEMG1, generate power throughout the day. Also, RESs, including WTs and PVs,

provide low-cost energy throughout the day. Figure 11 shows that MT in MEMG2

operates at its maximum generation capacity during the day. Here, the RESs are

PVs; therefore, they generate power only during the daytime. As illustrated in Fig-

ure 12, MT in MEMG3 is the most expensive generator among the dispatchable

DGs, hence, it generates power only in higher price time-intervals. Also, CHP units

and RESs generate power throughout the day. It is clear from Figure 13 that MTs

and CHP units in MEMG1 are generating power throughout the day and by RESs.

It can be seen from Figures 10-13 that BESs and HESs are primarily charged

in lower price time-intervals and discharged in higher price time-intervals. On the

PEVs’ arrival time to the PLs, PEV owners prefer to charge their vehicles to the tar-

geted SoC based on the market price behavior. However, few PEVs are charged

during peak-load time-intervals to store their targeted SoC in the batteries for re-

silience objectives; given that batteries of PEVs give less energy stored than the
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energy required for resilience objectives on the arrival time. PEVs that arrived be-

fore hour 12 are charged when they are parked in the PLs. The remaining PEVs are

charged when the market price is lessened again before departure of PEVs. Further-

more, the PEVs that arrive in the off-peak time-intervals (e.g., in the early morning)

and depart in the off-peak time-intervals (e.g., in the late evening), discharge en-

ergy during peak-load time-intervals. When the electricity consumption is higher

than the maximum capacity of power generation, the shortage power is either pur-

chased from the upstream grid or received from neighbouring MEMGs, therefore,

the central EMS makes the decision of this procedure.
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Figure 10: Power balance of MEMG1 in normal operation mode
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Figure 11: Power balance of MEMG2 in normal operation mode
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Figure 12: Power balance of MEMG3 in normal operation mode
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Figure 13: Power balance of MEMG4 in normal operation mode

Central EMS collects the surplus/shortage power data from each MEMG. Then,

it either decides to exchange power among MEMGs or with the upstream grid. As

shown in Figure 14, MEMG1, MEMG2, and MEMG3 have surplus power shared

proportionally in the networked system during the normal operation mode. After

internal power exchanging, the remaining surplus/shortage power is traded with

the upstream grid. Furthermore, the heat balance of networked MEMGs in nor-

mal operation mode is shown in Figure 15. After this stage, the networked MEMG

system is now globally optimal.
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Figure 14: Internal power exchange among MEMGs and external power trading of networked MEMGs

with the utility grid in normal operation mode
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Figure 15: Heat balance of networked MEMGs in normal operation mode

4.2. Results of Resilience Enhancement Mode

Table 9 shows the detailed output values of energy resources and the corre-

sponding power deficiencies received by the central EMS from the on-fault islanded

MEMG1-1 for CS1 and on-fault islanded MEMG1-1 and MEMG1-2 for CS2 at hours

17 and 18. It can be seen from Table 9 that MTs generate power at hours 17 and 18

within their maximum allowed generation limits for both CS1 and CS2. Also, CHP

units and RESs generate scheduled and forecasted power, respectively, at hours 17

and 18 for both CSs. It should also be mentioned that the CHP unit is not located
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at the on-fault islanded MEMG1-1, and no power is generated from this unit for

CS1, while the CHP unit located at node 10 generates power in on-fault islanded

MEMG1-2 for CS2. Besides, the multi-ESSs, including BESs, HES, and PEVs dis-

charge their maximum available power at hour 17, while the multi-ESSs are empty

at hour 18, and there is no available energy to discharge. On the other hand, the

forecasted electrical load at hour 18 is higher than at hour 17. Accordingly, the

value of power deficiency in MEMG1 for both CSs at 18 is higher than hour 17 and

require more energy support from other MEMGs.

Table 9: Detailed output values of energy resources and power deficiency at hours 17 and 18 for CS1

and CS2

Fault Scenario CS1 CS2

Time (h) 17 18 17 18

Max CHP Unit Power Output (kW) 0 0 204.62 203.62

Max MT Power Output (kW) 300 300 700 700

RESs Power Output (kW) 208 156 208 156

Max BES Discharge (kW) 18.36 0 18.36 0

Max H2P Energy (kW) 67.5 0 202.5 0

Max PEV Discharge (kW) 112.5 0 301.5 0

Total Power Demand (kW) 990 1000 1980 2000

Power Deficiency (kW) 283.64 544 345.02 940.38

Figure 16 illustrates the total power stored in the parked PEVs of each MEMG

during the 24-hour scheduling time horizon. Based on the Eq. (55) and the assumed

distance between the physical common bus and MEMGs, the normal-operated MEMG2,

MEMG3, and MEMG4 send the power support via available power stored in parked

PEVs of the on-fault MEMG1 in order of priority.
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Figure 16: Total power stored in parked PEVs of each MEMG

Figures 17-19 demonstrate the rescheduling results of the local EMS optimiza-

tion for MEMG2, MEMG3, and MEMG4, respectively, for CS1 and CS2. It can be

seen from Figures 17 and 18 that the rescheduling results in CS1 are the same as in

CS2 for MEMG2 and MEMG3, since these MEMGs are sending the maximum avail-

able energy stored in their whole PEVs to the on-fault MEMG1. For CS1, five out of

eight available PEVs in MEMG4 (PEV 1,4,9,13,15) at hour 18 will supply energy to

the on-fault MEMG1 while all parked PEVs are sending the available energy stored

at hour 18 for CS2. Accordingly, as shown in Figure 19, the rescheduling results are

different for CS1 and CS2 for MEMG4. After rescheduling of local EMSs, central

EMS receives the data for the global optimization of the networked MEMG system.

Time 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
CHP 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
MT 700 700 700 700 700 700 700 700
RES 245 105 87.5 70 52.5 35 0 0
BES 0 75 0 0 0 0 0 -71.05
HES 0 36.55 0 0 0 0 0 0
PEV 0 0 0 0 0 0 0 0
PEX 243 283.5 388.5 346 291.5 285 188 163.1
Load 1188 1200 1176 1116 1044 1020 888 792

Sum 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Figure 17: Rescheduling results of MEMG2 for (a) CS1 and (b) CS2
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Time 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
CHP 470.7 468.1 465.5 451.3 460.4 464.3 466.9 469.5
MT 400 400 400 400 400 400 400 400
RES 208 156 154 161 151.5 158.5 132 150
BES 10.27 75.88 0 10.68 0 -87.76 0 -54.35
HES 0 0 0 0 0 0 0 0
PEV 0 0 0 0 0 0 0 0
PEX 0 0 58.5 -54.9 0 -184.9 -239.1
Load 1089 1100 1078 1023 957 935 814 726

Sum 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -9E-08 0 0 0 0 0
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Figure 18: Rescheduling results of MEMG3 for (a) CS1 and (b) CS2

Time 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
CHP 288 286.5 284.9 276.3 281.7 284.1 285.7 287.2
MT 800 800 800 800 800 800 800 800
RES 289 213 209.5 218 204.5 213 176 200
BES 42.84 18.75 -94.74
HES 18 87.4 -85.26
PEV 46.55 0 0 -99.47 0 0 0 0
PEX 0.592 113.1 175.6 200.1 -22.1 -66.41 -202.5
Load 1485 1500 1470 1395 1305 1275 1110 990

Sum 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Figure 19: Rescheduling results of MEMG4 for (a) CS1 and (b) CS2

Table 10 shows the exact values of power deficiency and load shedding with

diverse participation factors of PEVs for both CSs. It can be seen from Table 10 that

grid-connected MEMG1-1 can only supply the available amount of energy at hour

17 for CS1, while this MEMG has power deficiency in CS2 and cannot send any PEVs

for power support. For example, MEMG1-1 being next to the MEMG1-2 delivers all

possible energy support via its PEVs (equal to 189 kWh) at hour 17 for CS1. The

remaining energy support (equal to 94.64 kWh) is delivered through parked PEVs

of MEMG2 being closer to MEMG1-2. Besides, if the participation of PEVs in com-

pensating for power shortages is low, the amount of energy supply via parked PEVs
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is low. Hence, the possibility of load shedding increases. Using the proposed strat-

egy, a considerable enhancement in the resilience of the on-fault MEMG is obtained

altering from 41.6% in CS1 to 21.1% in CS2 for 100% participation.

Table 10: Power deficiency and load shedding values with participation factors of PEVs for CS1 and CS2

ωAgree [0,1] Faulty CS # Time (h)
Energy Supply via Parked PEVs (kW)

PShed (kW)
MEMG1-1 MEMG2 MEMG3 MEMG4

1.00

CS1
17 189 94.64 0 0 No

18 0 149.35 248.85 145.8 No

CS2
17 - 244 101.02 0 No

18 - 0 147.83 271 521.55

0.75

CS1
17 141.75 142.89 0 0 No

18 0 40.02 186.75 203.25 113.98

CS2
17 - 183 162.02 0 No

18 - 0 24.73 203.25 712.4

0.50

CS1
17 94.5 122 68.14 0 No

18 0 0 56.36 135.5 352.14

CS2
17 - 122 124.5 98.52 No

18 - 0 0 36.98 903.4

0.25

CS1
17 47.25 61 62.25 67.75 46.39

18 0 0 0 0 544

CS2
17 - 61 62.25 67.75 154.02

18 - 0 0 0 940.38

Furthermore, the 3D Pareto frontier of the proposed resilience enhancement

factor with diverse participation factors and the number of parked PEVs for CS1

and CS2 is presented in Figure 20. It can be observed from Figure 20 that the

optimal resilience enhancement that can be achieved in each CS is saturated to

a certain amount. Hence, increasing the quantity or the participation of PEVs in

compensating for the power deficiency does enhancing resilience further. According

to Figure 20, the maximum increase in the resilience of the on-fault islanded MEMG

for CS1 is 41.6% for participation factor of 100% and number of PEVs equal to the

proposed quantity (Figure 20(a)), and for CS2 is 28.5% for participation factor of

100% and number of PEVs equal to the 150% proposed quantity (Figure 20(b)).
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Figure 20: The Pareto frontier of increase in the resilience of on-fault islanded MEMG with participation

factor and quantity of PEVs for (a) CS1 and (b) CS2

5. Conclusion

The constraints of ongoing expansion in energy demands, resource depletion,

environmental issues, as well as current electricity demand and supply patterns,

are insufficient to fulfill the expanding needs of urban areas for ongoing growth. To
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address the issues raised above, power energy systems must undergo a revolution.

DERs are frequently employed as a useful model for a more affordable and con-

sistent energy supply. This paper introduces a hierarchical stochastic optimization

algorithm for the energy management of a MAS with networked MEMGs consid-

ering MTs, CHP units, HESs, BESs, and PEVs as MESSs under the uncertainties of

RESs, power/heat demand, and arrival/departure timing of PEVs parked in PLs.

The MAS framework of the networked MEMGs is optimized applying local EMSs

and a central EMS. Each DG and power/heat consumer is controlled by the local

EMS of each MEMG, considering the independence of each agent. Accordingly,

local EMS is implemented for the local optimization level of MEMGs. After the op-

timization of energy resources, local EMS of each MEMG sends required data to

the central EMS, which is implemented for the global optimization level of the net-

worked MEMGs. Central EMS run the global optimization based on the collected

data from the local EMSs.

Initially, the normal operation mode was simulated to illustrate the optimized

scheduling of the networked MEMGs without extreme events. In the case of con-

tingencies, the proposed algorithm supplies energy to the on-fault MEMGs from

normal-operated grid-connected MEMGs by using PEVs. The procedure of selecting

PEVs to supply energy support to the on-fault MEMGs was conducted in three stages.

At first, the on-fault islanded and the normal-operated grid-connected MEMGs send

the required data of the available energy stored in the parked PEVs to the central

EMS. Then, central EMS decides which MEMGs among networked MEMGs will sup-

ply energy support to the on-fault islanded MEMG. Finally, the selected MEMGs

identify the efficient PEVs to send the requested energy support to the on-fault is-

landed MEMG. The existing PEVs in the MEMGs can be employed for enhancing

the system’s resilience, increasing the profit for PEV owners without the necessity

of further investment cost for the MEMG operators. The derived model was simu-

lated over a MAS with four networked MEMGs minimizing the total operation cost

of each MEMG over a 24-hour operation considering two faulty CSs. The results

showed that the proposed algorithm provides energy support to on-fault MEMGs to

survive priority loads without any physical tie-line connection among MEMGs.
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