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Abstract—This paper presents the benefits of controllability 
study, used to facilitate the implementation of a nonlinear 
optimal controller. The controllability technique can be applied 
to investigate the controllable ranges of different state-space 
models from the same physical system. Once the controllability 
of each mathematical model is established, controllable parts 
from different models are selected to build a new joint model 
before implementing the nonlinear freezing optimal control and 
extended Kalman filter. When applied to a two-wheel LEGO 
EV3 robot, the novel mixing model demonstrates excellent 
stabilising control results compared against both previous 
models by: 1) producing smoother transient behaviour with less 
oscillations and 2) demonstrating a broader initial pitch angle 
range for stabilisation using a nonlinear optimal controller.  

Keywords—Two-wheel balancing robot, optimal control, 
nonlinear control, extended Kalman filter, controllability 

 

I. INTRODUCTION 

All physical systems are nonlinear systems and the main 
benefit of adopting any nonlinear control method is that 
nonlinear systems can be controlled globally (i.e., 
linearisation around the operating point is no longer 
necessary). The nonlinear freezing optimal control (NFOC), 
introduced by Banks and Mhana in [1], is an advanced 
nonlinear controller that extends the linear quadratic 
regulator by ‘freezing’ the system’s state space matrix at 
every time step for the calculation of control gains. A number 
of studies and applications of the NFOC have been presented 
in recent years, for example, the single inverted pendulum on 
a cart [2], the multilink inverted pendulum on a cart [3], the 
simulation [4] and implementation [5] of a self-balancing 
two-wheel robot. Moreover, the NFOC is also known as 
state-dependent Riccati equation (SDRE) control. For 
instance, the implementation of the F-8 aircraft flight 
controller used an SDRE technique presented in [6]. 

Furthermore, the NFOC controller has been combined 
with a signal filtering and state estimation technique, named 
extended Kalman filter (EKF). It has been applied to improve 
the accuracy of feedback control. The combination of the 
NFOC with EKF has been utilised in many applications, for 
example, the estimation of missile trajectory guidance [7], 
drug delivery in cancer treatment by estimating the number 
of normal cells [8], and additionally, the reduction of external 
disturbance noise in flexible-joint of the robotic arm [9]. 

In this research, a two-wheel robot (TWR), namely, 
LEGO EV3, is stabilised by the application of the nonlinear 

freezing optimal control with an extended Kalman filter. As 
presented in the previous work [5], the NFOC with EKF 
demonstrated superior results compared with the linear 
optimal control (LOC) and the NFOC without Kalman filter, 
i.e., the operating range of NFOC controlled TWR with EKF 
was most comprehensive and the EKF resolved the gyro 
sensor drift issue. Noticeably, the large operational range of 
TWR was demonstrated, because the linearisation is not a 
requirement, leading the system to be controlled globally.  

Another advantage of adopting a nonlinear controller is 
that controllability study of system models can be performed 
and plotted as 3D or 2D cross-section graphs based on the 
evolution of the state vector to guide controller design. This 
technique can be applied to investigate the controllability 
range of different state-space models obtained from the same 
TWR prototype before implementation. For example, the 
benefits of the controllability test in 2D plots were analysed 
for the TWR model in [4]. In particular, in this study, the state 
variable of constraint voltage input introduced in [2] is 
included to reflect the restriction of the LEGO robot’s motor 
voltage; hence, the controllability test matrix will present 3D 
plots as it has more state variables than the unconstrained 
voltage input model.  

   The rest of this paper is outlined as follows: in Section 
II, the dynamical system of TWR will be analysed, followed 
by different mathematical models of the same TWR set-up. 
Next, Section III will demonstrate the application of NFOC 
with EKF to the TWR. Then, in Section IV, the controllability 
test and simulation of the TWR model will be investigated. 
In Section V, the implementation results using a LEGO EV3 
Robot will be presented and discussed. Finally, the 
conclusion will be given in Section VI. 

 

II. MATHEMATICAL MODELS 

The mathematical model is obtained from the TWR as shown 
in Fig. 1. This Lagrangian technique is used to create the 
state-space models as follows [4]:     

                                  𝑳 = 𝑻 − 𝑽,                                        (1) 

                         
𝒅

𝒅𝒕

𝝏𝑳

𝝏�̇�𝒋
−

𝝏𝑳

𝝏𝒙𝒋
= 𝑭𝒋, 𝟏 ≤ 𝒋 ≤ 𝒏,               (2)  

where L, T and V are the Lagrangian expression, kinetic and 
potential energy, respectively ; the 𝒙𝒋 is the generalised 
coordinate and 𝑭𝒋 is the generalised force.     



 

Therefore, the mathematical model of the LEGO EV3 robot 
can be represented as [10]: 

[(2𝑚 + 𝑀)𝑅ଶ + 2𝐽௪ + 2𝑛ଶ𝐽௠]�̈� − 𝑀𝐿𝑅�̇�ଶ 𝑠𝑖𝑛 𝜓    

      +(𝑀𝐿𝑅𝑐𝑜𝑠𝜓 − 2𝑛ଶ𝐽௠)�̈� = 𝐹ఏ ,                                (3) 

(𝑀𝐿𝑅𝑐𝑜𝑠𝜓 − 2𝑛ଶ𝐽௠)�̈� + ൫𝑀𝐿ଶ + 𝐽ట + 2𝑛ଶ𝐽௠൯�̈� 

      −𝑀𝑔𝐿 𝑠𝑖𝑛 𝜓 − 𝑀𝐿ଶ�̇�ଶ 𝑠𝑖𝑛 𝜓 𝑐𝑜𝑠𝜓 = 𝐹ట,               (4)               

ቂ
ଵ

ଶ
𝑚𝑊ଶ + 𝐽థ +

ௐమ

ଶோమ
(𝐽௪ + 𝑛ଶ𝐽௠) + 𝑀𝐿ଶ𝑠𝑖𝑛ଶ𝜓ቃ �̈� 

      +2𝑀𝐿ଶ�̇� �̇�𝑠𝑖𝑛 𝜓𝑐𝑜𝑠𝜓 = 𝐹థ.                                    (5) 

where 𝜽, 𝝍 and 𝝓 are wheel angle, robot pitch angle, and 
robot yaw angle, respectively. Note, the coordinate 𝝓 is 
neglected in this study and details of other parameters are 
presented in [5]. Moreover, the left (𝑣1) and right (𝑣2) motor 
voltages are added into Eqs. (3)-(5) and a tracking system 
design is utilised to decrease steady-state errors in the 
displacement of the LEGO EV3 robot. Then, the Eqs. (3)-(5) 
can be rewritten as the state-space representation of the 
system, as follows: 

  �̇�𝟏 = 𝒙𝟐,                                                                            (6) 

  �̇�𝟐 =
𝒆𝒎𝟐𝟐(𝒙𝟑)

൫𝒂ା𝒃(𝒙𝟑)൯
× 𝒙𝟐 +

𝒆𝟐𝟑(𝒙𝟑)

൫𝒂ା𝒃(𝒙𝟑)൯𝒙𝟑
× 𝒙𝟑 +

𝒆𝒎𝟐𝟒(𝒙𝟑,𝒙𝟒)

൫𝒂ା𝒃(𝒙𝟑)൯
× 𝒙𝟒  

            +
௙೘మభ

൫௔ା௕(௫య)൯
× 𝑣ଵ  +

௙೘మమ(௫య)

(௔ା௕(௫య))
× 𝑣ଶ,                          (7) 

  �̇�𝟑 = 𝒙𝟒,                                                                            (8) 

  �̇�𝟒 =
𝒆𝒎𝟒𝟐(𝒙𝟑)

൫𝒂ା𝒃(𝒙𝟑)൯
× 𝒙𝟐 +

𝒆𝟒𝟑(𝒙𝟑)

൫𝒂ା𝒃(𝒙𝟑)൯𝒙𝟑
× 𝒙𝟑 +

𝒆𝒎𝟒𝟒(𝒙𝟑,𝒙𝟒)

(𝒂ା𝒃(𝒙𝟑))
× 𝒙𝟒         

      +
𝒇𝒎𝟒𝟏(𝒙𝟑)

൫𝒂ା𝒃(𝒙𝟑)൯
× 𝒗𝟏 +

𝒇𝒎𝟒𝟐(𝒙𝟑)

(𝒂ା𝒃(𝒙𝟑))
× 𝒗𝟐,                           (9) 

   �̇�ହ = 𝑥ଵ,                                                                         (10) 

 

where the generalised coordinates are given by: 

 𝑥ଵ = 𝜃,  𝑥ଶ = �̇�  ⇒  �̇�ଶ = �̈�,  𝑥ଷ = 𝜓,  𝑥ସ = �̇�  ⇒  �̇�ସ = �̈�,   

and 𝑥ହ is an integrator of  𝑥ଵ applied to the tracking system. 

Consequently, the nonlinear state-space matrix form of TWR, 
with a tracking design included, can be written as [4]: 

Model A: 
  

⎝

⎜
⎛

�̇�ଵ

�̇�ଶ

�̇�ଷ

�̇�ସ

�̇�ହ⎠

⎟
⎞

=

⎝

⎜
⎜
⎛
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௘మయ(௫య)

[௔ା௕(௫య)]௫య

௘೘మర(௫య,௫ర)

௔ା௕(௫య)
0

0 0 0 1 0

0
௘೘రమ(௫య)

௔ା௕(௫య)

௘రయ(௫య)

[௔ା௕(௫య)]௫య

௘೘రర(௫య,௫ర)

௔ା௕(௫య)
0
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⎟
⎟
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⎝

⎜
⎛
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𝑥ଶ

𝑥ଷ

𝑥ସ

𝑥ହ⎠

⎟
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               +

⎝

⎜
⎜
⎛

0 0
௙೘మభ(௫య)

௔ା௕(௫య)

௙೘మమ(௫య)

௔ା௕(௫య)

0 0
௙೘రభ(௫య)

௔ା௕(௫య)

௙೘రమ(௫య)

௔ା௕(௫య)

0 0 ⎠

⎟
⎟
⎞

ቀ
𝑣ଵ

𝑣ଶ
ቁ.                                     (11) 

The model given in Eq. (11) is named as Model A. Because 
state-space models are non-unique representations, other 
variations of nonlinear state-space models of the same TWR 
system exist. For example, different state-space 
representations (named Model B and Model C) can be created 
as below: 

Model B: 

⎝
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⎛
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0
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0
௘೘రమ(௫య)

௔ା௕(௫య)

௘రయ(௫య)ା௘೘రర(௫య,௫ర)௫ర
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0 0
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⎟
⎟
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⎝

⎜
⎛
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𝑥ଶ
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𝑥ସ
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⎟
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⎝

⎜
⎜
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0 0
௙೘మభ(௫య)

௔ା௕(௫య)

௙೘మమ(௫య)

௔ା௕(௫య)

0 0
௙೘రభ(௫య)

௔ା௕(௫య)

௙೘రమ(௫య)

௔ା௕(௫య)

0 0 ⎠

⎟
⎟
⎞

ቀ
𝑣ଵ

𝑣ଶ
ቁ.                                     (12) 

Model C: 

⎝

⎜
⎛

�̇�ଵ

�̇�ଶ

�̇�ଷ

�̇�ସ

�̇�ହ⎠

⎟
⎞

=

⎝

⎜
⎜
⎛

0 1 0 0 0

0
௘೘మమ(௫య)

௔ା௕(௫య)
0

௘మయ(௫య)ା௘೘మర(௫య,௫ర)௫ర

௔ା௕(௫య)௫ర
0

0 0 0 1 0

0
௘೘ర (௫య)

௔ା௕(௫య)
0

௘రయ(௫య)ା௘೘రర(௫య,௫ర)௫ర

௔ା௕(௫య)௫ర
0

1 0 0 0 0⎠

⎟
⎟
⎞

 ×

⎝

⎜
⎛

𝑥ଵ
𝑥ଶ

𝑥ଷ

𝑥ସ

𝑥ହ⎠

⎟
⎞

      

                                    

  

               +

⎝

⎜
⎜
⎛

0 0
௙೘మభ(௫య)

௔ା௕(௫య)

௙೘మమ(௫య)

௔ା௕(௫య)

0 0
௙೘రభ(௫య)

௔ା௕(௫య)

௙೘రమ(௫య)

௔ା௕(௫య)

0 0 ⎠

⎟
⎟
⎞

ቀ
𝑣ଵ

𝑣ଶ
ቁ.                                     (13) 

Although there are an infinite number of different but valid 
state-space models of the same TWR system, three example 
models are shown in this Section. Subsequently, these three 
models will be investigated using the controllability test in 
Section IV and then implemented in Section V. 

 

 
Fig. 1. A two-wheel robot with physical parameters 



III. CONTROLLER DESIGN   

A. Nonlinear Freezing Optimal Control (NFOC) 

In this research, the NFOC is applied to the TWR similar 
to the previous work [4], where the system can be written in 
the form of [1]: 

                      �̇� = 𝑨(𝒙)𝒙 + 𝑩(𝒙)𝒖.                          (14)                         

At every time step, the Linear Quadratic Regulator (LQR) is 
applied to optimise the TWR system, given by the nonlinear 
feedback control as follows [11]: 

              𝒖 = −𝑲(𝒙)𝒙 = −𝑹ି𝟏(𝒙)𝑩𝑻(𝒙)𝑷(𝒙)𝒙,         (15)                                            

where 𝑲 and 𝑷(𝒙) are nonlinear feedback gain and algebraic 
matrix Riccati equation solution (see below), respectively. 

            𝑨𝑻(𝒙)𝑷(𝒙) + 𝑷(𝒙)𝑨(𝒙) + 𝑸(𝒙) 

                   −𝑷(𝒙)𝑩(𝒙)𝑹ି𝟏(𝒙)𝑩𝑻(𝒙)𝑷(𝒙) = 𝟎 .                    (16) 

B. Nonlinear Freezing Optimal Control with Extended 
Kalman Filter (NFOC with EKF) 

In previous research [5], it was presented that the gyro 
sensor drift problem could be reduced with satisfactorily 
using an EKF; therefore, the NFOC with EKF has been 
selected to be applied to the LEGO EV3 robot in this study. 
Thus, the nonlinear system with an extended Kalman filler is 
given as [12]: 

                   �̇� = 𝒂(𝒙, 𝒖, 𝒕) +  𝑮(𝒕)𝒘,                           (17) 

                   𝒚 =  𝒄(𝒙, 𝒕) + 𝒗,                                        (18) 

where 𝒘 and 𝒗 are the process noise and measurement noise, 
respectively with 𝒘 ~(𝟎, 𝑸𝒌), 𝒗 ~(𝟎, 𝑹𝑲), which 𝑹𝒌 and 
𝑸𝒌 are weighting matrices, and 𝑮 is the process noise, which 
is used as 𝑮 = 𝑰𝟓×𝟓 . 

Furthermore, the nonlinear system estimation can be written 
as: 

         𝒙ෝ̇ = 𝒂(𝒙ෝ, 𝒖, 𝒕) + 𝑲𝒌(𝒙ෝ, 𝒕)(𝒚 − 𝒄(𝒙ෝ, 𝒕),                   (19) 

where 𝑲𝒌 is the gain of Kalman filter and the Jacobian 
matrices are given by: 

                  𝑨(𝒙, 𝑡) =
𝝏𝒂(𝒙,𝒖,௧)

𝝏𝒙
, 𝑨(𝒙ෝ, 𝑡) =

𝝏𝒂(𝒙ෝ,𝒖,௧)

𝝏𝒙ෝ
,                          (20) 

                    𝑪(𝒙, 𝑡) =
𝝏𝒄(𝒙,௧)

𝝏𝒙
, 𝑪(𝒙ෝ, 𝑡) =  

𝝏𝒄(𝒙ෝ,௧)

𝝏𝒙ෝ
.                              (21) 

Thus, 𝑲𝒌 is demonstrated as: 
            𝑲𝒌(𝒙ෝ, 𝑡) = 𝑷𝒌(𝒙ෝ, 𝑡)𝑪𝑻(𝒙ෝ, 𝑡)𝑹𝒌

ି𝟏(𝒙ෝ, 𝑡),                      (22) 

where equation 𝑷𝒌  is the solution of algebraic Riccati, given 
by: 

  𝑨(𝒙ෝ, 𝒕)𝑷𝒌(𝒙ෝ, 𝑡) + 𝑷𝒌(𝒙ෝ, 𝑡)𝑨𝑻(𝒙ෝ, 𝑡) 
 − 𝑷𝒌(𝒙ෝ, 𝑡)𝑪𝑻(𝒙ෝ, 𝑡)𝑹𝒌

ି𝟏(𝒙ෝ, 𝑡)𝑪(𝒙ෝ, 𝑡)𝑷𝒌(𝒙ෝ, 𝑡) + 𝑸𝒌(𝒙ෝ, 𝑡) = 0.              (23)  

 

IV. SIMULATION RESULTS  

In this subsection, mathematical models of the TWR 
obtained in Section II, the corresponding controllability tests 

and NFOC controller designs with EKF are simulated in 
MATLAB. Note, in this research, the weight matrices Q, R, 
𝑄𝑘 and 𝑹𝒌 are the same value as in [5]. Furthermore, the 
feedback control system (u) in simulation should be 
considered by restricting at the maximum 8.3V similar to the 
power supply of LEGO EV3 (Further parameters of LEGO 
EV3 described in [5]). Additionally, the equation of nonlinear 
model needs to be modified to combine with constraint 
parameters, which the control input is given in [4], 

            𝒖 = ቂ
𝑣ଵ

𝑣ଶ
ቃ = 𝝓(𝑥଺) = ൤

𝜙௅(𝑥଺)

𝜙ோ(𝑥଺)
൨.                       (24) 

Then, the new state variable 𝑥଺ is define as: 

�̇�଺ = 𝑤௖ . 

Therefore, the TWR model with input constraint can be 
written as [2]: 

     �̇�𝒄 = ൤
�̇�

�̇�𝟔
൨ = ൥

𝑨(𝒙)
𝑩(𝒙)𝝓(𝒙𝟔)

𝒙𝟔

𝟎𝟏×𝒏 𝟎
൩ ቂ

𝒙
𝒙𝟔

ቃ + ቂ
𝟎𝒏×𝟏

𝟏
ቃ 𝒘𝒄,      

(25) 

where 𝒘𝒄 is the scalar control input, and �̇�𝒄 =
[�̇�𝟏, �̇�𝟐, �̇�𝟑, �̇�𝟒, �̇�𝟓, �̇�𝟔]𝑻. To make the control saturation 
𝝓(𝒙𝟔) smooth, these conditions are given as [2]: 

𝜙௅(𝑥଺) = 𝜙ோ(𝑥଺) = ቐ

     𝜆  ,             𝑥଺ >  𝜆

𝜆𝑠𝑖𝑛 (
గ௫ల

ଶఒ
), |𝑥଺| ≥ 𝜆,

    −𝜆  ,             𝑥଺ < −𝜆    

         (26) 

where 𝝀 is the maximum of Lego EV3 motor at 8.3V and 
the cost function is represented as: 

              𝐽 =
ଵ

ଶ
∫ [𝒙𝒄

𝑻𝑸𝒄(𝒙𝒄)𝒙𝒄 + 𝑤௖
்𝑹𝒂(𝒙𝒄)𝑤௖]𝑑𝑡.

ஶ

଴
       (27) 

Moreover, the new weighting matrix  𝑸𝒄 can be written as: 

                         𝑸𝒄 = ൤
𝑸 0

0 𝜙௅
ଶ(𝑥଺)2𝑅ଵଵ

൨,                        (28) 

where 𝑹𝟏𝟏 is 10. Additionally, the new weighting matrix 𝑹𝒂 
is selected as 𝑹𝒂 = 𝟎. 𝟎𝟎𝟏, but this parameter is now a scalar 
similar to the new control input 𝒘𝒄 .  

A: Controllability Test 

As mentioned in Section II, the nonlinear system 
representations are non-unique. The rank of controllability 
matrix for each model needs to be calculated for the 
controllability analysis before moving onto the controller 
gain design. In this research, the system models described in 
Eqs. (11)-(13) are composed of six state-space variables, 
which means the system is fully controllable when        
Rank(𝓒) = 6, where the matrix of controllability test: 

 𝓒 = [𝑩(𝒙) ⋮ 𝑨(𝒙)𝑩(𝒙) ⋮ 𝑨(𝒙)𝟐𝑩(𝒙) ⋮ 𝑨(𝒙)𝟑𝑩(𝒙) ⋮  
          𝑨(𝒙)𝟒𝑩(𝒙) ⋮ 𝑨(𝒙)𝟓𝑩(𝒙)].                                                             (29) 

Significantly, the state variables 𝒙𝟑, 𝒙𝟒 and 𝒙𝟔 in Eqs. 
(11)-(13) are varied in matrices 𝑨(𝒙) and 𝑩(𝒙); therefore, the 
controllability test can be plotted from these state variables, 
as presented in Tables I and II. 



TABLE I.   THE CONTROLLABILITY TEST RESULTS FOR MODELS A, B AND C 

Model Controllability Test-3D Controllability Test-2D 

(when x଺ is fixed at x଺= 0) 

Controllability Test-2D 

(when xଷ is fixed at xଷ= 0) 

Controllability Test-2D 

(when xସ is fixed at xସ= 0) 

A 

 
   

B 

 
  

C 

 
   

 

TABLE II.   THE CONTROLLABILITY TEST RESULTS FOR A COMBINED SYSTEM MODEL AB 

Model Controllability Test-3D Controllability Test-2D 

(when x଺ is fixed at x଺= 0) 

Controllability Test-2D 

(when xଷ is fixed at xଷ= 0) 

Controllability Test-2D 

(when xସ is fixed at xସ= 0) 

AB 

 

   
 

Table I. presents the ranks of controllability test matrices 
from Model A, B and C. The 2nd column shows the 3D plots 
in terms of 3 state variables, 𝒙𝟑, 𝒙𝟒 and 𝒙𝟔. Moreover, the 2D 
plots in the 3rd – 5th columns illustrate cross-sections of the 
3D graph of each axis by setting state variables 𝒙𝟔, 𝒙𝟑 and 𝒙𝟒 
to 0s, respectively. Note, the fully controllable region of the 
system, where Rank(𝓒)=6, is demonstrated in green.  

It can be seen in the 3rd column of Model A that the 
completely controllable area is presented between -7° to 10°, 
approximately on the 𝒙𝟑 axis; by contrast, Model B is not 
fully controllable when state variable 𝒙𝟑 is close to 0°, and 
the green area lies on two sides of the  𝒙𝟑=0° vertical line. 
Furthermore, in the 4th column of Model A and B, Model A 
shows a much larger fully controllable (green) region than 

Model B (which is only controllable around a small region 
near 𝒙𝟒=0°). Finally, the last column of both models 
demonstrates large regions of full controllability; however, 
Model B presents a wider green area in the 𝒙𝟔 axis than 
Model A, at approximately ±𝟏. 𝟐 × 𝟏𝟎𝟏𝟔 units. 

For Model C, there is no region that all state variables are 
fully controllable, as shown in all columns. It can be said that 
this state-space model is only partially controllable. (i.e., 
Rank(𝓒) < 6) for all values of state variables 𝒙𝟑, 𝒙𝟒 and 𝒙𝟔.   

Next, a new model, named AB, is created by combining 
fully controllable regions of Model A and Model B. In this 
case, Model A is selected when the state variable 𝒙𝟑 is 
between -10° and 10°; outside this range, Model B is selected 
for operation instead. The controllability tests for the new 



Model AB are conducted in MATLAB and the rank 
calculation results are presented in Table II. Significantly, it 
can be seen from Column 3 that the central area near 𝒙𝟑=0° 
is now completely controllable. Moreover, the wider fully 
controllable range in the 𝒙𝟔 axis of Model B, instead of 
Model A’s, is applied to the new system AB, as shown in the 
last column. 

B: Maximum Initial Pitch Angle Simulation 

In this subsection, system models A, B and AB will be 
used for stabilisation comparison in MATLAB simulation, 
when nonlinear optimal controllers are applied to them. 
Model C is not selected for controller application because 
there is no completely controllable area for state variables 𝒙𝟑, 
𝒙𝟒 and 𝒙𝟔 and therefore a state-space based nonlinear optimal 
controller cannot be designed to stabilise the unstable system 
described by Model C. Next, NFOC designs will be applied 
to Models A, B and AB to balance the TWR starting from 
different initial pitch angles 𝒙𝟑 to reach and then maintain at 
the upright position. The maximum initial pitch angles 
achievable from these models are given in Figs. 2-4. 

Fig. 2 presents the TWR balancing results from the initial 
pitch angle 𝒙𝟑=14.1° of all three models. This angle is in fact 
the maximum initial pitch angle Models A and B can reach 
for stabilising control, but this is not the case for Model AB. 
Notably, there are high frequency oscillations in Model B’s 
state variable evolutions when converging to reference 
positions because the system is not fully controllable when 
𝒙𝟑 is close to 0°, as discussed in the controllability test 
subsection earlier.  

Additionally, when increasing the initial pitch angle 𝒙𝟑 to 
14.2°, the TWR Models A and B cannot be stablised, as 
shown in Fig. 3. Note, the 𝒙𝟔 graphs of Model A and B reach 
beyond ±𝟏𝟎𝟏𝟗, which exceed the fully controllable region 
(~±𝟏𝟎𝟏𝟔) as shown in columns 4-5 of Table I.   

 

 

 
For Model AB, all state variable and control evolution 

graphs show smoother and faster to converge responses than 
Models A and B, in Fig. 2. Furthermore, this model presents 
capability of starting from a slightly wider pitch angle than 
Models A and B, at 14.3°, as demonstrated in Fig. 4. 
However, the oscillatory signals from Model B have affected 
Model AB to also show some oscillations in Fig. 4. 

V. PRACTICAL IMPLEMENTATION RESULTS  

Following on from controllability tests and nonlinear 
optimal controller simulations, the NFOC with EKF will be 
applied to a practical TWR, aided by SIMULINK programme 
in MATLAB. The block diagram of the controller structure is 
illustrated in Fig.5 and further specification details of the 
LEGO EV3 can be found in [5]. 

In this section, the LEGO TWR will apply NFOC 
feedback gains with EKF from different models, i.e., Models 
A, B and AB. A look-up table is used to store the feedback 
gain data to reduce calculation time from the LEGO EV3 
programmable brick and to facilitate smoother control. 

A partial look-up table of nonlinear optimal controller 
gains for Model AB is given in Table III. As one would 
expect, the feedback gains are higher when increasing the 
state variable 𝑥ଷ for balancing the TWR; for instance, the 
control gain vector at 𝑥ଷ=0° against 𝑥ଷ= -20° in the 2nd 
column of Table III (when 𝑥ସ= -120°/s) indicates the gain 𝐾ଵଷ 
(used to control the pitch angle) to be different by ~5.2. 

Furthermore, the implementation result using Model AB 
shows a maximum initial pitch angle of 𝑥ଷ = 20°, which is a 
wider operation range than the Model A (𝑥ଷ = 18°) to stabilise 
the TWR in the upright vertical as presented in Figs. 6 and 8. 
This is similar to the simulation result, where Model AB 
gains a higher initial pitch angle than Model A because 
combining Model A and Model B widens the overall  
controllable area and shows particular benefit when the pitch 
angle 𝑥ଷ is increased, as presented in Section IV A. 

 

 
Fig.2. The stabilisation of Model A, B and AB at the initial pitch 

angles 𝒙𝟑 = 14.1°  

 
Fig.3. Unstable systems responses of Model A and B at the initial 

pitch angles 𝒙𝟑 = 14.2°  
 

 
Fig.4. The stabilisation of Model AB at a larger initial pitch angle            

𝒙𝟑 = 14.3°  

 
Fig.5. Simulink block diagram for stabilising the LEGO EV3 robot, 

using Nonlinear Freezing Optimal Control 



TABLE III. THE PARTIAL LOOK-UP TABLE OF NONLINEAR 

MATRIX GAIN 𝑲 (MODEL AB) 

𝑥ଷ\𝑥ସ -120°/s -20°/s 0°/s 20°/s 120°/s 
-20° [-1.382, 

-1.425, 
-54.593, 
-7.393, 

-0.5] 

[-1.383, 
-1.427, 

-57.038, 
-7.415, 

-0.5] 

[-1.383, 
-1.427, 

-57.579, 
-7.419, 

-0.5] 

[-1.383, 
-1.428, 

-58.137, 
-7.422, 

-0.5] 

[-1.383, 
-1.427, 

-61.173, 
-7.432, 

-0.5] 
-10° [-1.391, 

-1.450, 
-60.546, 
-7.249, 

-0.5] 

[-1.391, 
-1.449, 

-60.368, 
-7.245, 

-0.5] 

[-1.391, 
-1.449, 

-60.435, 
-7.260, 

-0.5] 

[-1.391, 
-1.449, 

-60.297, 
-7.243, 

-0.5] 

[-1.391, 
-1.448, 

-60.120, 
-7.239, 

-0.5] 
0° [-1.391, 

-1.449, 
-59.848, 
-7.168, 

-0.5] 

[-1.391, 
-1.449, 

-59.848, 
-7.168, 

-0.5] 

[-1.391, 
-1.449, 

-59.848, 
-7.168, 

-0.5] 

[-1.391, 
-1.449, 

-59.848, 
-7.168, 

-0.5] 

[-1.391, 
-1.449, 

-59.848, 
-7.168, 

-0.5] 

 
By contrast, Model B cannot be stabilised by using a 

NFOC even though the initial pitch angle is set at the 
balancing position, i.e., 𝑥ଷ =  0° as shown in Fig.7. This 
matches the controllability test result for Model B, which 
shows the region near 𝑥ଷ = 0° is not fully controllable.  

In the end, the maximum initial pitch angles achievable 
using NFOC from all models are summarised in Table IV. 

 

 

 
 
 

TABLE IV.  SUMMARy OF MAXIMUM INITIAL PITCH ANGLES 

 Model A Model B Model C Model AB 

Simulation  
 

14.1° 14.1° Unstable 14.3° 

LEGO EV3  
Implementation 

18° Unstable Unstable 20° 

 

VI. CONCLUSIONS 

In this paper, the controllability test is conducted to 
investigate the suitability of an advanced nonlinear optimal 
control technique for the control objective of balancing a 
TWR with different nonlinear state-space models. In 
particular, a novel mixing approach, combining two models 
based on their fully controllable regions, was introduced and 
analysed. Both simulation and implementation results 
demonstrated that the new model AB could be controlled by 
the NFOC with EKF from a larger initial pitch angle to reach 
and maintain at the vertical position, with faster and less 
oscillatory responses, comparing against Model A and model 
B. This approach opens up a new research direction of the 
impact study of mathematical models on controllability and 
control performance.  
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Fig.6. The stabilisation of Model A at the maximum initial 𝒙𝟑 = 18°  

 
Fig.7. Unstable Model B at the initial pitch angles 𝒙𝟑 = 0°  

 
Fig.8. The stabilisation of Model AB at the maximum initial 𝒙𝟑 = 20°  


