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Abstract

Biometric-based solutions keep expanding with new modalities, techniques and systems being proposed every so often. However, the first ones that were used for authentication, such as handwritten signature and keystroke dynamics, continue to be relevant in our digital world, despite their analogical origin. In special, keystroke dynamics has had an increase in popularity with the advent of social networks, making the need to continue to authenticate in desktop or game-based user verification more prevalent and this became an open door to risky situations such as paedophilia, sexual abuse, harassment among others. One of the ways to combat this type of crime is to be able to verify the legitimacy of the gender of the person the user is typing with. Despite the fact that keystroke dynamics is well accepted and reliable, this technique can have far too many attributes to be analysed which can lead to the use of redundant or irrelevant information. Therefore, propose a comparative study between two features selection approaches, hybrid (filter + wrapper) and wrapper. They will be tested by using a genetic algorithm, a particle swarm optimisation, a k-nearest neighbour (k-NN), a SVM, and a Naive Bayes as classifiers, as well as, the Correlation and Relief filters. From the results obtained, it can be said that the two proposed hybrid approaches reduce the number of attributes, without negatively impacting the accuracy of the classification, and being less costly than the traditional PSO.

1 Introduction

The widespread popularity of the use of biometric data has created new opportunities to guarantee security and authentication/verification reliability [13]. One of the possible applications is instant messaging such as Whatsapp ¹, Telegram ² and Signal ³. Its main aim it to serve to unite different groups of people and also to shared information [12]. However, users may be vulnerable to risky situations, for example, pedophilia and insistence [9]. Therefore, a viable technique to use is the keystroke dynamics [1].

Keystroke dynamics is a behavioral biometrics technique, that analysing how the user types in a terminal and monitors the keyboard to recognize the user based on their usual rhythmic patterns [22]. Data about keystroke dynamics is often taken in through free text or fixed text, this is, texts that have periodic monitoring of the keystrokes and text predetermined for all people under observation (login and password for example), respectively [6]. This kind of information is accessible to be widely used since no extra external hardware, apart from the keyboard, only required to collect data [26].

Works Previous show that keystroke dynamics can be used technique for gender recognition [32], however, this approach can extract many features and the possibility of needing to deal with a large number of features in a classification task can have a negative impact on performance [8]. Intuitively way, the greater the number of features in a dataset, the easier it is to extract knowledge models, however, in practice, this is not be true in most cases, since there could also be redundant, irrelevant features or with presence of noise that can confuse the classifier as well as impair its accuracy [8].

With the very large number of features in a database, high computational power is required and this makes it difficult to build the model [8]. Thus, the features selection has been one of the fundamental steps of data preprocessing for other applications in tasks such as pattern recognition, data mining and machine learning, among others, with its main objective being to select a subset of relevant features among all the features available to the task [28].

Feature selection is used with two approaches: wrapper or filter [29]. In the work of [32] involve gender recognition for problems using keystroke dynamics, feature selection with the filter approach, where, the authors used an evaluation metric the information gain.

Studies with the use of the wrapper and filter approaches for features selection-based on keystroke dynamics but for individuals identification, as [21] where the authors used as metaheuristics, genetic algorithms and as classification algorithms k-nearest neighbour (kNN), support vector machine (SVM), LibSVM and multilayer perceptron (MLP) and Wisard, to confirm their results, they used the clustering techniques, k-means.

In the work of [27], the authors proposed a comparative analysis between genetic algorithms and particle swarm optimiza-
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tion to feature selection in keystroke dynamics databases for individual identification, the classifier used by them was the random forest that presented a result 92.58% and it was observed that the database reduced from 49 features to a range of 17 to 26 features.

The work of [17] proposes the combination of five filters, which were: Relief, F -score, MI, mRMR and Rough Set, using the PSO metaheuristic to produce a new hybrid filter wrapper approach, for feature selection in the Arcene, Madelon, Mushroom, Spambase datasets.

Thus, this work proposes performing a comparative analysis between meta-heuristics models performing feature selection gender recognition using keystroke dynamics and a wrapper approach with either particle swarm optimisation and genetic algorithms, and two-hybrid approach applying filters to rank the features in the step the crossover of genetic algorithm and in the initial population, respectively.

The paper is organized as follows: Section 2, we will present the main aspect of keystroke dynamics and gender prediction. In Section 3, we will address concepts of genetic algorithm and its use for feature selection, as well as its proposed hybrid forms. In Section 4, we will present the methodology applied in this work with a description of the used databases, as well as the classifiers and filters used, and finally, in Section 5, we will present our conclusions on the results obtained from the experiments.

2 Keystroke dynamics used for gender prediction

Since our work aims to compare the wrapper and hybrid approaches for feature selection in keystroke dynamics datasets for gender recognition, we need to understand what has been done so far regarding keystroke dynamics and gender recognition.

Keystroke dynamic is also known as keyboard-dynamics, is considered one of the techniques of behavioural biometrics and has had the purpose of identifying users based on the typing patterns [22]. There are many features that can be obtained from this, such as: first key-press time, flight time between key presses and second key press time.

The identification of a user through keystroke dynamics it occurs by comparing an individual’s current activity with other similar ones stored, in order to detect significant differences in patterns to prevent unauthorized users from having access to other people’s data, using computers [9].

The methods for analysing the user’s keystroke dynamics can be divided into two approaches: fixed text and free text. The fixed text authentication takes place using predefined words or texts, such as login and password, making it possible to capture specific features of a specific person. However, free text authentication does not require specific texts for the collection of user data, that is, pressure analysis is based on any text in the individual’s daily life, requiring constant monitoring [16]. The data it is obtained through the keyboard, without the addition of hardware [33].

Because it is a behavioral method, keystroke dynamics can show variation in de typing users over time, in relation to physical biometrics, even without considering the physiological or psychological state of the individual. [10].

As mentioned previously, the feature selection is taken into account to be amongst the foremost important steps within the process of data mining, machine learning and pattern recognition, since it aims to reduce dimensionality by selecting a subset of features that are relevant to the building of a model [28].

Feature selection can be used two approaches: filter or wrapper. The wrapper approach [29] this approach requires high computational power and uses the accuracy of the classifier to evaluate the subset of selected features [30]. The filter approach act independently of the learning algorithm and some evaluation criteria which are applied, assigning for each feature. The evaluation criteria are defined based on the information gain, the correlation and the distance between features [4]. Besides that, the filter approach has low computational cost compared to the wrapper approach [14, 20, 3].

In works such as [14], the authors proposed a hybrid two-step approach combining wrapper and filter in order to find the best subset of features. The filter approach, the first step, was used for ranking of features and in the next step, they were ordered in a high ranking in the wrapper approach with particle swarm optimisation and genetic algorithms. The filters used by the authors were minimum redundancy and maximum relevance (mRMR) and CFS in the fitness function step of the genetic algorithm and as the classifiers, they used support vector machine (SVM) with 4-fold-cross-validation. The results presented by the authors showed that the hybrid approach is effective for obtaining a smaller and optimal subset of features.

The literature has already demonstrated that it is possible to predict gender from biometric data, including keystroke dynamics, as it can be seen in the work of [2] where two databases were used in their experiments. For the feature selection, the authors used the filter approach and the correlation evaluation method. They used Random Forest as classifier, and they presented good results with cross-validation in both datasets.

[5], shows in his work the combination of two biometric modalities, keystroke and handwritten, for the prediction of users’ gender. The dataset used by them was attended by 100 participants, 45 men and 55 women. The multimodal dataset included 400 instances and 29 features for each keystroke dynamics task, and 49 for each calligraphy task, which is described in [19]. The feature selection used by the authors was random, where the features were chosen at random and each classifier selected its subset own. The classifiers chosen by the authors were: k -NN, MLP, SVM and Decision Tree (DT).

And finally, the work presented in [24] carried out feature selection in a keystroke dynamics database for gender recognition using the metaheuristic genetic algorithm. They also used two databases being they [10] and [31], as classifiers they used k-NN, SVM and Naive Bayes, bringing SVM with 88.10 % as the best result.

From what we saw in this section, none of the studies cited, it is possible to find a significant discussion on feature selection using genetic algorithms in keystroke dynamics databases for
gender recognition.

3 Using genetic algorithm (GA) as a wrapper for feature selection in keystroke dynamics

Since our proposed new systems are related to modifications in the traditional structure of genetic algorithms, this section will give a brief introduction of GA as well as present the new steps we have tested.

Inspired by Darwin’s theory of evolution [7], the GA starts with a set of possible solutions to solve a given problem called the initial population. The quality of the individuals in this population is evaluated through a function. After this evaluation, the genetic operators are repeated until the population reaches the stopping condition [29].

The next sessions present the implementation of two new hybrid approaches involving genetic algorithms, section 3.1 describes the application of the filters in the crossover step and the formation of twin children, while the section 3.2 describes the application of the filters, separately, right at the initial population.

3.1 Genetic Algorithm Crossover (GAC)

In this work, the hybrid approach proposed performs feature selection in the step crossover of the genetic algorithm, in such a way that when crossing the best attributes classified by the filters, it can result in the improvement of accuracy.

In more details, in the feature selection using our first hybrid approach, which we will now call GAC (Genetic Algorithm Crossover), the algorithm follows the entire flowchart described in Figure 1. The algorithm showed in this work is the application of two filters, Relief and Correlation, in the crossover step of the genetic algorithm, where the respective filter was used in a parent, returning half of the characteristics of this filter, considering the ranking generated by the filter. With the crossover from parents must generate two children to maintain the size of the population, this child was duplicated being able to form twins. The child generated will be the union of the selected features of the two parents.

Once this is done, the GAC follows its normal flow, upon reaching the probabilistic rate in the mutation step, can cause the twins to differentiate and adding these children to a new population.

With this, with the use of filters in the crossover step, greater accuracy in the classification is expected. The implementation of this algorithm can be found in [23].

3.2 Genetic Algorithm Initial Population (GAIP)

In our second proposed approach, the application of filters was developed in the initial population, thus, the algorithm already starts with the best attributes classified by the filters and it can result in the improvement of accuracy, as will be described.

We will now call this variation as the Genetic Algorithm Initial Population (GAIP). In it, the algorithm follows the entire flowchart previously described in Figure 2. However, this approach presents the proposal of applying the Correlation and Relief filters separately in the initial population of the genetic algorithm, thus, each individual that composes the initial population already starts with its rankings.

Despite the existence of several works in the area, no work was found that did feature selection using genetic algorithm and its hybrid form in keystroke dynamics databases for gender recognition. Our idea was to limit the quantity of generations by giving a meta-heuristic extra information that could help focus the search area of the problem.

In the next section we will present our methodology and how we validated our proposed techniques for gender prediction using keystroke dynamics.

4 Methodology

As mentioned previously, our goal is to compare the wrapper and hybrid approaches for feature selection in keystroke dynamics datasets for gender recognition. Thus, in this session we will present the databases, as well as the classifiers and filters used in our experiments. For the development of the present work, were used two databases which are described in the Table 1.

<table>
<thead>
<tr>
<th>Volunteers</th>
<th>Men</th>
<th>Women</th>
<th>Features</th>
<th>Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hand-based-database [31]</td>
<td>Men</td>
<td>20</td>
<td>Women</td>
<td>50</td>
</tr>
<tr>
<td>Giot [10]</td>
<td>133</td>
<td>98</td>
<td>35</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 1. Database Details

The databases used in this work were used in the work of [24, 22, 9] which is publicly available by contacting the authors.

To perform a comparative analysis between the feature selection techniques, we used three classifiers, that can be found in Weka toolbox: Support Vector Machine (SVM) [8], Naive Bayes [8] and k-Nearest Neighbor (KNN) [8]. The classifiers were chosen because they belong to different learning paradigms, and could bring different aspects to the comparative analysis to be performed, as well as being frequently used
in the literature.

For comparison with our proposed GAC and GAIP, we have decided to perform experiments with Particle Swarm Optimisation (PSO). We have chosen to use the version proposed in the article by [15]. This implementation is commonly used to perform feature selection in a database using the wrapper approach [29]. For this work, we have used the discrete PSO [25, 18].

The filters used in this work are in the Weka toolbox [11]. These filters have been applied in the crossover step and the initial population, making two hybrid feature selection.

With the intention of analysing the impact of feature selection on the performance of each classifier when applied to keystroke dynamics databases for gender recognition, the different filters were used based on [22]. The filters used were the Correlation and the Relief [11].

These two filters are mostly used for feature selection and that is why we have chosen to analyse their performance in this work [14]. The next section will present our main results and the important conclusions and contributions from our proposed two new techniques.

5 Results and Conclusion

Considering that our aim is to analyse the feature selection in keystroke dynamics database for gender recognition, our experiments were performed using two databases, Hand-based database with 43 features and 231 instances, and Giot database with 60 features and 7555 instances.

Table 2 show the accuracy of the classification with all features for the dataset divided into 66% of the training instances and 33% for the test, for the \( k \)-NN, SVM and Naive Bayes classifiers. For the confirmation of our results, we used the t-test, analysing the behaviour of each classifier, separately, when used with the wrapper and hybrid (GA, GA [24] and PSO) approaches, as well as no selection to confirm if the presented result was statistically significant. The difference is significant if the test result is less than 0.05 (acceptable error probability 5%). In this case, we reject the null hypothesis, that would indicate that the difference is only apparent.

We have divided, for simplicity, our results presentation into Sections 5.1, 5.2 so we can see the changes’ impact on each different dataset.

5.1 Giot database

In Table 2 we show the accuracy of the classifiers using the full base with 60 attributes is between 69.22% and 86.09%, with the KNN being the classifier that presents the best result. However, when the database is reduced by the proposed approaches, there is a noticeable increase in the accuracy of the classifiers, that is, the results improved after the feature selection. In the proposed approaches for feature selection, wrapper and hybrid, the SVM classifier presents better performance, in GA with 90.77%, GA [24] with 90.05%, PSO with 90.87%, in GAC with 90.11% and in GAIP 90.67% and 90.74% using the correlation and relief filters, respectively.

As can be seen that in the complete database (no selection), there are irrelevant and redundant attributes that influence the performance of the classifiers and that with the feature selection more significant results are achieved. This is noticeable in the performance of the Naive Bayes classifier since, for this estimator, the correlated attributes affect negatively since it acts independently. As it can also be seen for the SVM classifier, which with the complete database has an accuracy of 69.22%, and after the feature selection its accuracy is over 90.87%, which may have occurred for the accuracy to be so low, using the complete database is overlapping classes due to the imbalance of the database.

For the GAIP approach, statistical tests were performed making comparisons between GA [24], GA, PSO, GAC, and no selection. Thus, it can be observed that when analysing the GAIP, there is no statistical difference between the two filters analysed, correlation and Relief. Analysing this same approach concerning GA, it can be seen that for the \( k \)-NN with 88.89% accuracy, GA obtained better performance in contrast to SVM and Naive Bayes, which had its best performance in GAIP, in both filters. New experiments were carried out, with the wrap-
per approach using GA, with different configurations for k-NN and SVM, with K = 1 and C = 10, as shown in Table 2, with this, it can be observed that there was no statistical difference between the two classifiers. We carried out the experiments with the PSO, which showed better results with 85.54%, 79%, and 90.87%, for the k-NN, SVM and Naive Bayes classifiers.

What can also be observed GAIP, ranking the attributes at 50%, the accuracy value is statistically similar, when compared to the complete database, what may have occurred is the small number of attributes or the presence of noisy attributes.

The GAC approach is compared to GAIP, PSO, GA [24] and GA with new configurations, obtaining poor performance in all scenarios for all classifiers.

### 5.2 Hand-based-database

In Table 2 we show the accuracy of the classifiers using the complete database with 43 attributes and the SVM showing better results with 73.55%, the hypothesis for this is that for this database, there are not as many overlapping classes as occurred in the database [10]. However, when we perform the feature selection with the proposed approaches, on the [31] database, a significant increase in the accuracy of the classifiers is noticeable. In the proposed approaches to feature selection, wrapper, and hybrid, the classifier that presented the best performance was k-NN, in GA with 87.05%, GA [24] with 87.85%, PSO with 88.27%, GAC 88, 85% and 86.16% using the correlation and relief filters, respectively. After the feature selection, the three classifiers showed a significant increase in their accuracy, as it is possible to analyse that the complete database presents redundant and irrelevant attributes that end up affecting the performance of the classifiers negatively, this is noticeable with the increase in accuracy in the k-NN and Naive, that both are affected by the presence of irrelevant and redundant attributes.

For our proposed GAIP approach, according to the statistical tests performed, it can be observed that this approach using the correlation filter obtained better performance when compared to the Relief filter. For GA [24], it brought the best result using the Relief filter, for all classifiers, however when compared to the correlation filter, only the k-NN best result. As previously stated, new experiments were carried out, with the wrapper approach using GA, with different configurations for k-NN and SVM, with K = 1 and C = 10, with this it can be seen that with the new configurations, k-NN did better using the correlation filter and SVM did better using SVM. Using PSO, metaheuristics was better than Relief and equivalent concerning correlation filter.

For the GAC approach, as well as the the in the GREYC database, the results when compared to GAIP, PSO, GA [24] and GA with new settings, performed poorly in all scenarios for all classifiers.

For both databases, the best results happened with GAIP using the two filters, Correlation and Relief, in terms of quantity of attributes, however the classification accuracy is better for the wrapper approach using the PSO metaheuristic. Regarding the computational time, it is costly with the use of the wrapper approach (GA and PSO), however in the hybrid approach the time was higher due to the filters used, and the performance is related to the database used, as occurred with the use of the database [10].

Among the proposed approaches to feature selection, the GAC approach presents much lower results, the hypothesis is that, as in this approach, the filters are applied in the crossover step, which can generate the presence of twin children, however, they can stop be twins through a probabilistic rate when reached, which can improve the accuracy for classification algorithms enough.

### 6 Conclusion

As already discussed, the technic of feature selection is one of the most fundamental steps in pattern recognition, data mining, and machine learning and with it, dataset containing many features may need high computational power. Thereby, the selection of a subset of features relevant may increase the accuracy of the classification.

This work has shown a comparative analysis between two methods of feature selection using a wrapper and two hybrid approaches with genetic algorithms in databases of typing dynamics for gender recognition. Where our results showed that for databases with characteristics similar to [10], with many attributes and instances, the k-NN algorithm performs well even without selection, since the SVM algorithm after the feature selection using PSO having promising results. For databases with characteristics similar to [31], with fewer attributes and fewer instances, the SVM algorithm performs well without selection, after the feature selection using the PSO, k-NN presenting promising results.
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