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Abstract. In the last two IPCC assessments aerosol radia-
tive forcings have been given the largest uncertainty range
of all forcing agents assessed. This forcing range is really
a diversity of simulated forcings in different models. An es-
sential step towards reducing model uncertainty is to quan-
tify and attribute the sources of uncertainty at the process
level. Here, we use statistical emulation techniques to quan-
tify uncertainty in simulated concentrations of July-mean
cloud condensation nuclei (CCN) from a complex global
aerosol microphysics model. CCN was chosen because it is
the aerosol property that controls cloud drop concentrations,
and therefore the aerosol indirect radiative forcing effect. We
use Gaussian process emulation to perform a full variance-
based sensitivity analysis and quantify, for each model grid
box, the uncertainty in simulated CCN that results from 8
uncertain model parameters. We produce global maps of ab-
solute and relative CCN sensitivities to the 8 model param-
eter ranges and derive probability density functions for sim-
ulated CCN. The approach also allows us to include the un-
certainty from interactions between these parameters, which
cannot be quanti�ed in traditional one-at-a-time sensitivity
tests. The key �ndings from our analysis are that model CCN
in polluted regions and the Southern Ocean are mostly only
sensitive to uncertainties in emissions parameters but in all
other regions CCN uncertainty is driven almost exclusively
by uncertainties in parameters associated with model pro-
cesses. For example, in marine regions between 30� S and
30� N model CCN uncertainty is driven mainly by param-
eters associated with cloud-processing of Aitken-sized par-
ticles whereas in polar regions uncertainties in scavenging
parameters dominate. In these two regions a single parame-
ter dominates but in other regions up to 50 % of the variance
can be due to interaction effects between different param-
eters. Our analysis provides direct quanti�cation of the re-
duction in variance that would result if a parameter could be

speci�ed precisely. When extended to all process parameters
the approach presented here will therefore provide a clear
global picture of how improved knowledge of aerosol pro-
cesses would translate into reduced model uncertainty.

1 Introduction

Many of the atmospheric processes that control and shape
the global aerosol distribution cannot be explicitly treated
in models, either due to a lack of understanding or through
computational constraints. Treatment of these processes in
models thus relies on simpli�ed parameterisations, which of-
ten contain parameters that are not well constrained by mea-
surements or theory. This parametric uncertainty means that
every model simulation has some degree of uncertainty as-
sociated with it. Although one-at-a-time sensitivity tests are
commonly used to estimate the range of model predictions,
these are far from adequate for estimating the associated con-
�dence interval around the model since no parameter interac-
tions can be taken into account. Rather, most effort to de�ne
uncertainty has focused on multi-model inter-comparisons
(Schimel et al., 1996; Penner et al., 2001; Forster et al., 2007;
Textor et al., 2006, 2007; Meehl et al., 2007), which provide
an important insight into model diversity, but no estimate of
the parametric uncertainty of the individual models. In our
study, we focus on parameter uncertainty in a single model,
quantifying and attributing uncertainties in simulated CCN
concentrations from several uncertain model parameters.

Sensitivity analysis (SA) offers a way of quantifying
model uncertainty and identifying which processes con-
tribute most to it. SA is usually carried out using stan-
dard �one-at-a-time� (OAT) sensitivity tests which systemat-
ically investigate departures of model behaviour from some
baseline. However, OAT tests cannot identify and quantify
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9740 L. A. Lee et al.: Mapping the uncertainty in global CCN using emulation

interactions between parameters and they consider only
a small fraction of the total parameter uncertainty space
(Saltelli and Annonia, 2010). A more comprehensive ap-
proach is to use Monte Carlo simulations in which the sta-
tistical distribution of the model output is populated by
sampling thousands of possible parameter values across the
multi-dimensional parameter uncertainty space. The output
distribution is then used for the sensitivity analysis, such as
analysis of variance and variance decomposition to under-
stand contributions to the overall variance. However, Monte
Carlo simulation requires a very large number of model sim-
ulations, which is normally prohibitively expensive for com-
plex atmospheric models.

A number of studies have been carried out to assess pa-
rameter uncertainty in aerosol models. Pan et al. (1997) used
probabilistic collocation to represent the computer model
and carry out uncertainty analysis of the aerosol indirect ef-
fect. Ackerley et al. (2009) used a general circulation model
(GCM) to study the uncertainty in parameters determining
atmospheric aerosol and its effect on the climate. Haerter
et al. (2009) and Lohmann and Ferrachat (2010) used the
ECHAM global model to study the parametric uncertainty
in aerosol and its effect on clouds but in both cases the
number of parameters studied was limited by the method.
Haerter et al. (2009) studied the effect of perturbations of 7
cloud-related parameters on the aerosol indirect effect with
interactions identi�ed by the differences between OAT ex-
periments and multiple parameter perturbation experiments.
Lohmann and Ferrachat (2010) used a factorial design with
4 parameters to examine the effect of parametric uncertainty
on clouds. Partridge et al. (2012) apply Markov Chain Monte
Carlo (MCMC) methods to a cloud parcel model to inves-
tigate cloud-aerosol sensitivity to parameter uncertainty. In
this study we illustrate the method of emulation to make
statistical inferences about the relative effect of aerosol pa-
rameter uncertainties and their interactions on the cloud-
related quantity CCN with 8 parameters using a sophisticated
aerosol model. This method can easily be extended to more
model parameters and outputs as well as different models.

We use emulation to carry out a parametric sensitivity
analysis of a global aerosol model. An emulator is a statis-
tical interpolator which takes the output of model simula-
tions spread throughout the parameter uncertainty space and
estimates the output throughout the rest of the space using
conditional probability theory. We describe the methodology
of emulation in detail in Lee et al. (2011) (hereafter Lee11)
where we presented the �rst application of Gaussian process
emulation for sensitivity analysis of a global aerosol model.
The results presented in this work use the same GLOMAP
simulations as presented in Lee11 and vary the same 8 un-
certain parameters (detailed below), but in this work we use
different computational software to enable analysis of every
model gridbox to provide global maps (Lee11 was restricted
to analysis of two gridboxes). As with Lee11 we emulate the
simulated CCN concentration, the subset of the aerosol pop-

ulation that can form cloud droplets. This is a key quantity
in the prediction of the aerosol indirect effect. The advantage
of extending the analysis from point locations to the global
scale is clear: it allows the identi�cation of regions where
parametric uncertainty strongly affects CCN and identi�es
the role of the different parameters in different regions.

2 Aerosol model description

The GLObal Model of Aerosol Processes (GLOMAP-mode)
(Mann et al., 2010) simulates the size distribution and com-
position of a population of aerosol particles. The model in-
cludes new particle formation, coagulation, gas-to-particle
transfer and cloud processing. GLOMAP-mode treats the
aerosol size distribution using 7 lognormal modes (solu-
ble nucleation, Aitken, accumulation and coarse modes plus
water-insoluble Aitken, accumulation and coarse modes for
initially insoluble soot and dust particles). The modes de-
scribe the functional shape of the particle size distribution
(particle number versus size). Such a modal model provides a
simpler and more computationally ef�cient representation of
the particle distribution than alternative sectional schemes in
which the particle distribution is described as a number ver-
sus size histogram (Spracklen, 2005; Mann et al., 2012). The
model physical and chemical processes calculate the time de-
pendent evolution and interaction of the number concentra-
tion and size of particles within the seven modes. GLOMAP-
mode is implemented within the TOMCAT global 3-D of�ine
chemistry transport model (Chipper�eld , 2006), which has a
spatial resolution of 2.81 � 2.81� and 31 vertical levels. The
model is run with the same setup as described in detail by
(Mann et al., 2010). It includes sea spray, black carbon, or-
ganic carbon and dust and has been shown to compare well
with ground based observations of aerosol mass and number
(Mann et al., 2010; Spracklen et al., 2010).

The GLOMAP-mode aerosol model is signi�cantly more
complex in its design than the models used in climate sim-
ulations. The main difference is that GLOMAP-mode sim-
ulates the evolution of the aerosol size distribution, while
climate models typically simulate only the masses of the
aerosol chemical components or assume a �xed size distri-
bution. Thus, GLOMAP-mode requires many more param-
eters to describe the particle distribution as well as param-
eters de�ning the microphysical processes that control size-
dependent particle growth, formation, coagulation, deposi-
tion, etc.

The model was spun up for three months before any pa-
rameter perturbation was applied. After perturbation, a fur-
ther 3 months of spin up was permitted and the analysis
was done on the fourth month after perturbation, in this case
July 2000. At the resolution used here GLOMAP-mode takes
about 1.4 h to run per month on 32 cores.

Atmos. Chem. Phys., 12, 9739� 9751, 2012 www.atmos-chem-phys.net/12/9739/2012/
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3 Statistical methods

The experimental design and emulator validation are out-
lined in detail in Lee11, but for clarity we recap some of the
methodology here.

The emulation used here is a non-parametric technique
based on the well-established statistical theory of the Gaus-
sian process (O’Hagan, 2006). Gaussian process emulation
is a Bayesian technique in which the prior probability dis-
tribution of the GLOMAP output is conditioned on some
model-simulated output to produce a posterior probability
distribution for the output. With the (unknown) July CCN
de�ned by Y , the uncertain parameters de�ned by X D
fX1; : : :;X8g and GLOMAP de�ned as the function � we
have Y D �.X/. The model simulated output (training data)
is y1 D �.x1/; : : :;y80 D �.x80/. We use emulation to esti-
mate � by O� and use this to perform the sensitivity analysis.
The prior distribution is the Gaussian process with mean

m.x/ D h.x/T�

where h.�/ is a known function of x with unknown coef�-
cients �. In this work h.�/ is the simple linear regression
function and the coef�cients calculated using the training
data. The prior covariance function is

cov.x;x0/ D � 2c.x;x0/

where c.x;x0/ D expf�68
iD1

�
.xi�x0

i /
�i

�2
g is the Gaussian

correlation function depending on the distance between pairs
of points and the smoothness of the model response to each
parameter de�ned by � calculated from the training data. The
prior distributions here are typically used as uninformative
priors for the Gaussian process, so in effect all posterior in-
formation comes from the training data. It is possible once
the model runs are available to build the emulator with differ-
ent prior assumptions. Here, the emulator was built with dif-
ferent covariance functions and different input distributions
with little difference in the results.

The resulting emulator is a conditional probability
distribution for � representing the behaviour of a given
GLOMAP output given the chosen inputs with mean

m�.x/ D h.x/T O� C t .x/TA�1.y � H O�/

and covariance matrix

cov�.x;x0/ D � 2Tc.x;x0/ � t .x/TA�1t .x0/ C .h.x/

�t .x/TA�1H/.H TA�1H/�1.h.x0/ � t .x0/TA�1H/TU:

The details of these equations can be found in Lee11. The
emulator provides an estimate of the model output at any pre-
viously untried point x in the parameter uncertainty space
with uncertainty; the emulator passes through every point
in the training data with no uncertainty and uncertainty in-
creases as the distance from the training data increases. The

more information from model simulations that is used to pro-
duce the emulator the smaller the emulator uncertainty will
be, so the reduction in uncertainty due to emulation has to
be balanced with the increased ef�ciency from using em-
ulation rather than direct simulation. The emulator is vali-
dated by comparing emulator predictions and its uncertainty,
m�.x/ � 2 �

p
cov�.x;x/, to actual GLOMAP output, �.x/,

at some previously untried parameter settings x (see Lee11).
The validation will reveal any issues with the choice of prior
distribution, in particular the covariance function and the
smoothness of the model response. If the emulator is not val-
idated according to some acceptance criteria then the prior
assumptions can be changed or more training data obtained
and the emulator rebuilt. The emulator will not be validated
if there are regions of sharp change in the model response
to changes in parameters (i.e., the model is not smooth). The
validation will show where the discontinuities in the model
response lie, providing valuable information on the model
behaviour. In such cases other methods of representing the
model response for sensitivity analysis will have to be con-
sidered. This was not the case in our study. If the emulator
is deemed valid according to some de�ned critical level then
the areas of parameter space that were not covered by the
GLOMAP simulations can be investigated using the emula-
tor with no need for further model simulations. The de�ned
critical level is usually 5 % (leading to a 95 % con�dence
level for the emulation uncertainty intervals) but can be de-
�ned by the user. The sensitivity analysis is then carried out
using the emulator mean m�.x/ conditioned on GLOMAP.
In this work, separate emulators are built for each monthly
mean CCN value in every grid box on one vertical level of
the model, which amounts to 8192 emulators. The sensitiv-
ity analysis is carried out carried out in every model grid box
taking no account of the spatial correlation.

The sensitivity analysis used here is the extended-FAST
(Fourier Amplitude Sensitivity Test) method (Saltelli et al.,
1999) which calculates two measures of sensitivity based
on the variance of m�.x/ after sampling x from the 8-
dimensional uncertainty space:

The main effect measures the reduction in the output
variance if the parameter could be learnt exactly. This
is the output sensitivity to each parameter alone.

The total effect measures the reduction in the output
variance when everything but the parameter is learnt.
This is the output sensitivity to each parameter and its
interactions.

The emulator is built using the statistical software R (R De-
velopment Core Team, 2011) with the package DiceKriging
(Roustant et al., 2011) and sensitivity analysis is carried out
using the package sensitivity (Pujol, 2008). The Latin hyper-
cube sampling is carried out using the package lhs (Carnell,
2009).

www.atmos-chem-phys.net/12/9739/2012/ Atmos. Chem. Phys., 12, 9739� 9751, 2012
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The sensitivity analysis here focuses on the scalar monthly
mean CCN concentration on the 915 hPa altitude level of the
model and quanti�es its sensitivity to 8 model parameters.
This model level was chosen because this is around the al-
titude of cloud base and therefore the impact of changes in
CCN will be relevant for the radiative properties of clouds
and the indirect forcing. The 8 model parameters were iden-
ti�ed in a previous model sensitivity study Spracklen et al.
(2005) as potentially important. We recognise that 8 param-
eters is only a subset of the total parameter uncertainty but
here we demonstrate the technique of emulation of CCN
on a global scale for the �rst time. As in Lee11 no formal
elicitation was done. The parameters and their uncertainty
limits are summarised in Table 1. Eighty model runs were
used to train the emulator, with points in 8-dimensional pa-
rameter space de�ned by a Latin-Hypercube maximin algo-
rithm (McKay et al., 1979). The simulations took 351 h on 32
cores, or nearly 15 � 32 core-days. The same 80 model runs
were used in Lee11. In a follow-up study we have identi�ed
37 uncertain parameter and are investigating the uncertainty
in CCN and other model outputs to 28 of these parameters
after expert elicitation allowing further process representa-
tions (such as nucleation and dry deposition) to be included
in the analysis; here we use only 8 to illustrate the method
more clearly.

4 Results

4.1 Emulator validation

As in Lee11 emulation can only be used for sensitivity anal-
ysis in every grid box if it is validated according to some
criteria. In Lee11 the validation was simple since there were
only two emulators to validate (one for each grid box). Here
we have 8192 emulators to validate. The validation proce-
dure is the same as in Lee11 whereby extra runs of GLOMAP
are compared to the emulator predictions but a summary of
the results is required. The �rst summary result does not in-
volve these extra GLOMAP runs but quanti�es the uncer-
tainty around the emulator predicted mean due to the emula-
tion as which is done analytically in Lee11 using GEM-SA
(Kennedy, 2004). The uncertainty around the emulator pre-
dicted mean output in every grid box has to be small com-
pared to the uncertainty around the emulator mean output
due to the uncertain parameters (in Lee11 these values are
de�ned as V �.E/ and E�.V /). In the DiceKriging package
the emulator uncertainty has to be simulated. The posterior
mean function is used to carry out the sensitivity analysis but
there are in�nitely many possible functions within the emu-
lator uncertainty which we can simulate and compare to ob-
tain an estimate of the emulator uncertainty. For the 14 grid
boxes shown in Fig. 2 the simulated uncertainty around the
emulator mean due to the emulation (V �.E/) and due to the
uncertain parameters (E�.V /) is shown in Table 2 (to show

that these values are a result of simulation rather than analyti-
cally calculated they are de�ned by OV �.E/ and OE�.V / here).
The values in Table 2 are calculated by simulating 1000 pos-
sible functions from the posterior Gaussian process condi-
tioned on the training data. Table 2 shows that for the 14
grid boxes in Fig. 2 the uncertainty around the emulator es-
timated July CCN is small compared to the uncertainty due
to the uncertain parameters and so the signal to noise ratio of
the function is large enough to get a meaningful sensitivity
analysis. For comparison the same results were obtained by
GEM-SA showing consistency in the results. As in Lee11 the
emulator prediction and its uncertainty can be plotted versus
the GLOMAP prediction and investigated. Figure 1a shows
an example of the grid box validation. It should be noted here
that 3 of the original validation runs in Lee11 were removed
as their input settings were incorrect in the GLOMAP run.
The validation plot shown in Fig. 1a is summarised for every
grid box in Fig. 1b by counting how many of the emulator
uncertainty intervals contain the GLOMAP prediction. Fig-
ure 1b shows some regions where the emulator uncertainty
does not contain the GLOMAP prediction at least 90 % of
the time, further investigation of these regions shows that the
emulator prediction and the GLOMAP prediction are in fact
very close but the emulator is too con�dent and so the inter-
val too small. An example of regions where the emulator is
too con�dent but is nonetheless doing a good job of predict-
ing the GLOMAP value is shown in Fig. 1c. In this case it
is clear that the validation points close to the training data
do not match the GLOMAP run and contain small bias in-
dicating that � 2 is underestimated here. In such cases the
emulator prior assumptions can be changed to increase the
emulator uncertainty but in this case this would not improve
the sensitivity analysis which depends only on the mean val-
ues (marked by dots in Fig. 1a and c). Diagnostic plots are
also created by DiceKriging but as with the in-built diagnos-
tics in GEM-SA the validation is not out-of-sample, despite
this the diagnostics available in DiceKriging and GEM-SA
(GEM-SA is only checked for the 14 grid boxes in Table 2)
were checked and show no reason to declare the emulators
used here invalid. Given all the results together in Table 2,
Fig. 1 and the software diagnostic checks we declare our em-
ulators valid for purpose and carry out sensitivity analysis for
every grid box using its associated emulator.

4.2 CCN parametric uncertainty

Figure 2 shows the emulated mean CCN and standard devi-
ation in every surface grid box resulting from uncertainty in
the 8 model parameters as described above. Also shown for
comparison is the mean CCN from the 80 GLOMAP simula-
tions in the experimental design. Results are shown for July
2000. Figure 2 shows that emulated mean CCN concentra-
tions are very close to the mean simulated CCN, as expected
given the uniform input parameter uncertainty distributions
used here and a suf�cient experimental design. Figure 2c
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Fig. 1. Validation of the emulators. (a) shows the emulator prediction versus the GLOMAP prediction in an example grid box (b) a summary
of Figure a for every grid box calculated by counting the percentage of GLOMAP predictions lying in the emulator prediction interval (c) an
example grid box where the emulator does predict closely to the GLOMAP prediction but with so much con�dence the GLOMAP prediction
does not lie in the emulator prediction interval.

Fig. 2. Estimated July 2000 CCN from (a) the emulator and (b) the mean CCN from the 80 GLOMAP-mode runs. Panel (c) shows the
uncertainty in the CCN (calculated as the standard deviation from the emulator) with posterior CCN distributions from the 80 000 emulator
simulations shown for 13 locations.

www.atmos-chem-phys.net/12/9739/2012/ Atmos. Chem. Phys., 12, 9739� 9751, 2012
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Table 1. The model parameters and emissions, and their uncertainty ranges, used in this study.

Number Short name Parameter Description Uncertainty limits

X1 OX DIAM Oxidation activation
diameter

Activation of aerosol to cloud
droplets in stratiform clouds

[40,125] nm

X2 ACC COEF Mass accommodation
coef�cient

Probability that a molecule of
H2SO4 sticks to aerosol on
collision

[0.02�1.00]

X3 NUC THRESH H2SO4 nucleation
threshold

Threshold concentration for
new particles to be formed

[0.25�4.0] � baseline

X4 NUCRIT SIZE Nucleation critical
cluster size

Smallest size above which
a H2SO4 cluster is stable

[50�100] molecules

X5 SO2 PART Sulphate particulate
emissions % of sulphur emissions in

each gridbox set to
particulate

0�5 % of SO 2

X6 SCAV DIAM Cloud nucleation
scavenging diameter

Threshold for aerosol that can grow
to rain droplets to be scavenged

[80�250] nm

X7 SO2 EMS Sulphur emissions Factor describing uncertainty
in emissions inventory

70�130 % baseline

X8 SS EMS Sea spray emissions Factor describing uncertainty
in derived sea spray
emissions

0.1�10 � baseline

Table 2. The uncertainty around the emulator estimated CCN due
to emulation and due to the uncertain parameters at 14 grid boxes
shown in Fig. 2

Grid box Uncertainty due Uncertainty due
location to emulation, to the 8 uncertain

OV �.E/ parameters, OE�.V /

North Atlantic 0.5 522
Central Europe 4.8 6378
Siberia 2.8 2499
China 32.8 34 977
Indian Ocean 0.15 383
Australia 0.9 792
Antarctica 0.03 78.1
Southern Ocean 0.1 673
South America 3.7 4178
East of New Zealand 0.39 628
USA 11.2 14 076
Central Paci�c 2.3 1906
Greenland 0.2 309
West of Africa 0.1 921

shows posterior CCN distributions for 13 locations, illus-
trating that the emulator does not necessarily produce sym-
metric CCN distributions, even though the input parameter
uncertainties were uniform. A range of distributional shapes
can be seen, with remote regions having strongly skewed
pdf, with a long tail of low probability high CCN concen-

trations. These posterior CCN distributions were produced
by sampling 80 000 points from the emulator mean function
and not from the 80 model simulations. Although 80 simu-
lations sounds a lot, it is actually far less than is required to
generate statistically reliable probability distributions or to
perform a full variance-based sensitivity analysis, as we are
able to do in the next section using an emulator. The num-
ber of runs typically required to produce statistically reliable
results is discussed in O’Hagan (2006) and the number of
runs required to produce the sensitivity measures with the
extended-FAST method is discussed in Cukier et al. (1977).

The highest CCN concentrations over polluted areas cor-
relate with the regions of highest absolute uncertainty. How-
ever, relative changes in CCN are more relevant for changes
in cloud albedo and climate than absolute concentrations
(Twomey, 1991). In fact, changes in albedo are more sen-
sitive to changes in CCN when concentrations are low, thus
the absolute variance map will give a misleading impression
of the importance of the uncertainty. To understand the rela-
tive uncertainty in CCN we de�ne the coef�cient of variation
as �CCNij =�CCNij with �CCNij and �CCNij calculated using
the emulator for every grid box ij . In contrast, the coef�-
cient of variation (Fig. 3) shows the opposite pattern, with
the highest values over remote regions. The coef�cient of
variation reaches a maximum at high latitudes where the un-
certainty is 50�80 % of the CCN concentration. The appar-
ent very low CCN uncertainty over South Africa and South
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America is likely only due to those regions being dominated
by biomass burning emissions parameters, which were not
included in the 8 chosen parameters here. A future study will
cover a much more complete set of uncertain model parame-
ters, with expert elicitation used to ensure all important pro-
cesses are considered.

4.3 CCN sensitivity to individual parameters

To identify which parameter uncertainties contribute to the
CCN uncertainty in each region, we carry out sensitivity
analysis to quantify the relative contribution of each of the
parameter uncertainties to the overall CCN uncertainty in
Fig. 1. Sensitivity analysis is carried out for each model grid
box based on a separate emulator. The main effect contribu-
tions of each parameter to the CCN variance are shown in
Fig. 4 and the corresponding absolute standard deviation in
Fig. 5. Figure 4 shows the relative importance of uncertainty
in different processes in different global regions. Note that
the effect of a given parameter on the CCN uncertainty in any
grid box does not imply that the process is localised to that
grid box. The aerosol in any location has undergone long-
range transport and transformation, so the parameter sensi-
tivity in a given grid box depends on the integrated effect of
the uncertain parameter over the lifecycle of the aerosol dur-
ing transport.

The main contributors to CCN uncertainty in the Southern
Ocean and polar regions are uncertainty in the scavenging
diameter (the size above which particles are assumed to be
nucleation scavenged in precipitating gridboxes) and the sea
spray emissions, which account for over 60 % of the vari-
ance throughout these regions. These are also the regions
with the greatest coef�cient of variation (Fig. 3). The ar-
eas of highest uncertainty in CCN in Fig. 2 are dominated
by the � 30 % uncertainty in the SO2 emissions, which ac-
counts for over 70 % of the variance in regions dominated
by anthropogenic sulphur emissions. Two of the chosen pa-
rameters, the nucleation critical cluster size and the fraction
of anthropogenic SO2 emissions to be emitted in particulate
form, lead to < 10 % of the variance in CCN concentrations
and are hence considered insensitive, Fig. 5 shows that the
absolute standard deviation in CCN from uncertainty in these
two parameters is also small. The lack of sensitivity to sub-
grid particulate SO4 emissions is surprising as previous work
has shown sensitivity to this parameter (Adams and Seinfeld,
2003). However, in these simulations we followed Stier et al.
(2005) and emitted at a larger size than Adams and Seinfeld
(2003), thus the sensitivity is much less. In the next experi-
ment, the size, as well as the emission rate, of the particulates
will be investigated based on new information from detailed
plume studies (Stevens et al., 2012).

The mid tropical oceans are dominated by uncertainty in
the oxidation activation diameter (the size above which solu-
ble particles are assumed to activate to cloud droplets in strat-
iform cloud), which accounts for nearly 90 % of the variance

Fig. 3. The CCN coef�cient of variation ( �CCNij =�CCNij for grid-
box ij ) shows how well constrained the July 2000 CCN is in each
gridbox with respect to the uncertainty in the 8 parameters in Ta-
ble 1.

in this region. The absolute standard deviation contribution
map (Fig. 5) shows that this process is most important over
the regions of persistent marine stratocumulus clouds (e.g.,
off the west coast of Namibia and Central America).

Whereas in polluted regions, the CCN uncertainty is
mainly from SO2 emissions, in less-polluted continental re-
gions, CCN are more sensitive to the uncertainties in the
accommodation coef�cient and nucleation threshold, which
have a similar spatial pattern. The nucleation threshold con-
trols nucleation of sulphuric acid particles in the free tro-
posphere (FT) (Kulmala et al. (1998); Spracklen (2005)).
Merikanto et al. (2009) showed that FT nucleation is a signif-
icant source of CCN to the boundary layer (the altitude that
we analyse here). The impact of this nucleation on boundary
layer CCN depends on the growth of the nuclei to CCN sizes
during downward transport and mixing, which is mainly
driven by sulphuric acid condensation, hence the mass ac-
commodation coef�cient (ACC COEF in Fig. 4). The result
is consistent with Merikanto et al. (2009) where it was shown
that the FT CCN source is ampli�ed over land areas because
the particles grow more rapidly due to uptake of the avail-
able biogenic SOA and anthropogenic sulphuric acid over
polluted continental regions.

It is important to distinguish between the importance of
a parameter in controlling the mean CCN concentration and
its importance in controlling the uncertainty in CCN. A pro-
cess or emission has to make a signi�cant contribution to
CCN for the CCN to be sensitive to parameters controlling
that process, but the converse is not necessarily true. The nu-
cleation threshold seems to be a parameter that behaves like
this. In Merikanto et al. (2009) we showed that FT nucleation
is a major source of boundary layer CCN, accounting for
up to 80 % of CCN over some marine regions. However, in
Fig. 4, NUC THRESH contributes to CCN variance mainly
over land areas. A plausible explanation is that over marine
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Fig. 4. Percentage of July 2000 CCN variance due to uncertainty in each of the 8 parameters in Table 1 � the main effect.

Fig. 5. The absolute July 2000 CCN standard deviation due to uncertainty in each of the 8 parameters in Table 1. The absolute standard
deviation compared to the most sensitive parameters can help modellers choose which of the parameters is most important in the attempt to
reduce uncertainty in global CCN modelling.
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regions there is very little condensable vapour to grow the
nuclei to CCN sizes, so growth is mainly through coagula-
tion, which reduces particle concentrations and reduces the
sensitivity to the initial nucleation rate, a result that is pre-
dicted theoretically Clement and Ford (1999). Thus, FT nu-
cleation makes a large contribution to mean boundary layer
CCN concentrations over marine regions, but the concentra-
tion is not very sensitive to the nucleation rate in the free and
upper troposphere.

4.4 Parameter interactions

By using the emulation approach we are able to investigate
the entire parameter uncertainty space and therefore quantify
the interactions between the 8 uncertain parameters shown.
Interactions indicate non-linear coupling of parameter effects
in the GLOMAP output. For example, if the total effect vari-
ance is equal to the main effect for a given parameter, then
that parameter impacts CCN independently of the other pa-
rameters and a one-at-a-time test will be suf�cient to deter-
mine the total sensitivity. Interactions occur when, for exam-
ple, a high setting of one parameter ampli�es or suppresses
the sensitivity to another parameter compared to its one-at-
a-time sensitivity. Note, however, that the model response
to one parameter can still be non-linear over its range even
without interactions, but this single-parameter non-linearity
is captured in our analysis as part of the main effect variance.

Figure 6 shows the percentage of the variance that is not
caused by main effect of the parameters and is therefore
caused by the interactions between the parameters; this is the
percentage of the variance that cannot be quanti�ed using
OAT tests. Interactions are important in large regions of the
globe including marine tropical regions (particularly in the
Northern Hemisphere), Alaska, Siberia, Antarctica, South-
ernmost South America and South Australia. Interaction ef-
fects are negligible (and therefore OAT tests suf�cient) over
some of the more polluted regions such as Europe and East
China. The peak contribution of interaction effects to the to-
tal variance is about 50 %, thus OAT tests would underesti-
mate the uncertainty in CCN in these regions by this amount.

The contributions of each parameter to the interaction ef-
fect are shown in Fig. 7. These were calculated by subtract-
ing the main effect from the total effect for each parame-
ter. By examining the spatial patterns of the interactions it
is possible to determine which parameters interact with each
other. The largest interaction is between the scavenging di-
ameter and the oxidation activation diameter, which inter-
act with each other or other model parameters throughout
most of the globe and account for up to 30 % of the variance.
These two parameters clearly account for CCN variance over
Northern Hemisphere oceans, in the Arctic and over Alaska.
Physically, this interaction can be explained by the effect of
cloud processing on the aerosol size distribution, which im-
pacts the scavenging in precipitating clouds. A low setting of
the activation diameter in non-precipitating low clouds (the

[t]

Fig. 6. Percentage of July 2000 CCN variance not explained by the
main effect of the 8 parameters in Table 1. This is the variance ex-
plained by the interaction of the 8 parameter uncertainties and can-
not be captured using OAT tests.

OX DIAM parameter) leads to cloud processing and growth
of a larger fraction of the aerosols, shifting the size distri-
bution to sizes where scavenging can occur in precipitating
clouds.

Another strong interaction occurs between sea spray
emissions and the scavenging diameter, which is appar-
ent over Southern Australia, Southernmost South Amer-
ica and Antarctica. This large interaction is due to the
diminishing sensitivity of the scavenging diameter as the
sea spray emissions increase. The other dominant interac-
tion is between the accommodation coef�cient of sulphuric
acid (ACC COEF) and the binary homogeneous nucleation
threshold (NUC THRESH). This interaction accounts for up
to 30 % of the variance over the Northern Hemisphere land
areas. Sulphur emissions do not interact with the other pro-
cesses considered in this study thus could be investigated us-
ing OAT tests.

4.5 Identi�cation of dominant parameters

An understanding of the important processes that control the
uncertainty in CCN can help to direct research efforts to the
processes of most global importance. Learning the global im-
portance of each parameter and the CCN uncertainty that it
contributes means that the value of future research can be
quanti�ed.

Figure 8 shows maps of the dominant parameter (of the
8) leading to uncertainty in the CCN concentration and the
fraction of CCN variance explained by its total effect (the
effect of the parameter individually and all its interactions).
The uncertainty in oxidation diameter dominates in 35 % of
the boundary layer, scavenging diameter uncertainty domi-
nates in 28 % and sea spray dominates uncertainty in 17 %
of the boundary layer. Five parameters are the dominant
uncertainty in less than 10 % of the boundary layer. There
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Fig. 7. The interaction effect of the individual parameters in Table 1 on July 2000 CCN uncertainty (calculated by the total effect minus the
main effect).

is large variation in the fraction of variance explained by the
dominant parameter. The simplest regions are dominated by
one parameter (scavenging diameter) that controls 70�90 %
of the variance in the remote marine regions and > 90 % of
the variance in Antarctica. Thus, the CCN variance in July
would be reduced by 70�90 % if this parameter could be
learnt precisely. It may not always be possible to learn a pa-
rameter precisely, in which case this is the uncertainty that
is irreducible if the representation of a process cannot be
improved. There are other regions where only 20�40 % of
the variance is explained by the dominant parameter. Over
most land areas the dominant parameter accounts for 40 %
of the CCN variance, suggesting the variance is shared be-
tween multiple parameters, as can be seen in Fig. 4. The
mid-tropical oceans are dominated by uncertainty in the ox-
idation activation diameter which accounts for between 40
and 100 % of the variance but the CCN concentration in this
region is reasonably well constrained, with a coef�cient of
variation of only 0.2�0.3 (Fig. 3).

5 Conclusions

Emulation is a powerful method for understanding the
sources of uncertainty in a complex global model. It is based
on well established statistical theory with clear prior assump-
tions as detailed in Sect. 3. The choice of priors used in GP
emulation can be tested with no further model runs to test

for statistical robustness. A relatively small number of model
simulations covering the uncertainty space of the parame-
ters generates suf�cient information to enable a full variance-
based sensitivity analysis to be performed, which would oth-
erwise require an unfeasibly large number of model simula-
tions using a Monte Carlo approach. The emulator is compu-
tationally ef�cient and can therefore be built for every grid
box of a global model. Here we have focused on CCN, but
similar information could be generated for optical depth or
any other quantity based on the existing model runs. The
emulator also generates a full probability density function
(pdf) of any model output in every grid box, which is not
constrained to be Gaussian. Compared to one-at-a-time sen-
sitivity tests the emulator generates vastly more information
to aid model development and uncertainty reduction.

Our results show that variance-based analysis of the em-
ulated global model produces spatial patterns of parameter
dependencies and interactions that make sense in terms of
the processes that control the properties of the aerosol in dif-
ferent regions. There is a high degree of coherence in the
patterns, suggesting that the variance analysis is generating
physically meaningful information about the response of the
model to its uncertain parameters. The spatial distribution
of the variance contribution of some parameters is clearly
localised to the place where that parameter is acting. For
example, the uncertainty in sea spray emissions shows up
primarily in windy marine regions. However, the uncertainty
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Fig. 8. The dominating total effect in each model gridbox and the percentage of July 2000 CCN variance explained by it.

in some parameters has a non-local impact on CCN vari-
ance. For example, aerosol wet scavenging strongly affects
the overall CCN uncertainty in remote non-cloudy regions
and the interaction of uncertain sea spray emissions with
other parameters in�uences CCN over Antarctica.

Our approach, which could readily be extended to a larger
set of parameters and eventually more models, provides
a framework for the quanti�able reduction in model uncer-
tainty and improvement in robustness. A robust model is one
that is still reliable when its uncertain parameters are varied.
However, robustness cannot be assessed from a very limited
set of one-at-a-time parameter perturbations. Model evalua-
tion based on comparing the full pdf of model results against
observations will enable model robustness to be tested for the
�rst time. Emulation of observable quantities such as CCN,
particle concentrations and aerosol optical depth will allow
the comparison of emulated values to observations, leading
to a reduction in the parametric uncertainty by constraining
the model output space. The results can be used to under-
stand where parameter uncertainty is reducible and where it
is irreducible.

A complete understanding of the model behaviour within
the parameter uncertainties will also aid the next step of re-
ducing model uncertainty: calibration. Calibration, which is
widely used in other �elds of environmental modelling, is
the identi�cation of the model that best matches observa-
tions within de�ned criteria (e.g., of bias, correlation, etc.)
(Kennedy and O’Hagan, 2001). Aerosol model calibration
would be a signi�cant step compared to previous studies that
have attempted to identify the best model based on a very
small number of model sensitivity tests. In such cases we
have no idea whether poor model performance is simply due
to neglect of a plausible part of the parameter space, which
can now be fully quanti�ed using the emulator.

Our approach could also provide a way to more reliably
identify model structural weaknesses and thereby prioritise
future model development. Structural weaknesses will be-
come apparent by identifying regions (e.g., free troposphere,
Arctic) or conditions (clean, polluted, cloudy) where the
model-observation bias is outside the full range of parame-

ter uncertainties (de�ned by the pdf). Such discrepancies will
either indicate that we have not considered all the important
parameters (or underestimated their uncertainty range) of the
present model or that the model has structural de�ciencies
such as neglected emissions, incomplete processes or de�-
ciencies in the host transport model.

Global analyses of uncertainty sources could also be used
to develop new measurement strategies to maximise the re-
duction in uncertainty in aerosol forcing. Variance maps can
be used to de�ne the location and type of measurements
that will have the greatest impact on reducing uncertainty in
CCN or any other aerosol quantity. At present, many �eld
campaigns make novel measurements of unexplored aerosol
properties and processes but are less steered by the require-
ment to develop more robust models. To extend this work to
aerosol forcing the results of the GLOMAP runs can be di-
rectly fed into radiative code and the corresponding radiative
effect quantities obtained. The emulators can then be built
with the radiative effect quantities rather than the CCN, fol-
lowing the same method.

A further extension of the model emulation approach will
be to study the importance of interactions, for example in
the air quality-climate system. Most mitigation studies fo-
cus on the response of atmospheric composition or climate
to one parameter at a time (e.g., SO2 or NOx emission reduc-
tions), although future air quality and climate will be driven
by simultaneous changes in many parameters. The emulator
results that we have analysed here to quantify variance can
also be used to understand the model response surface. This
will enable the response of, say, particulate matter, to all pos-
sible combinations of emissions changes to be investigated
based on a relatively small number of model simulations.
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