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Graphical Abstract

Abstract

Aggregation as an essential mechanism impacting nanoparticle (NP) functionality, fate, and transport in the environment is currently modelled using population-balance equation (PBE) models which are computationally expensive when combined with other continuum-scale reactive transport models. We propose a new simple mass-concentration-based, chain-reaction modelling (CRM) framework to alleviate computational expenses of PBE and potentially to facilitate combination with other fate, transport, and reaction models. Model performance is compared with analytical PBE solution and a standard numerical PBE technique (fixed pivot, FP) by fitting against experimental data (i.e., hydrodynamic diameter and derived count rate of dynamic light scattering used as a representative of mass concentration) for early- and late-stage, aggregation of shattered graphene oxide (SGO) NP across a broad range of solution
In general, the CRM approach demonstrates a better match with the experimental data with a mean Nash-Sutcliffe model efficiency (NSE) coefficient of 0.345 than the FP model with a mean NSE of 0.29. Comparing model parameters (aggregation rate constant and fractal dimension) obtained from fitting CRM and FP to the experimental data, similar trends or ranges are obtained between the two approaches. Computationally, the modified CRM is an order-of-magnitude faster than the FP technique, suggesting that it can be a promising modelling framework for efficient and accurate modelling of NP aggregation. However, in the scope of this study, reaction rate coefficients of the CRM have been linked to collision frequencies based on simplified and empirical relationships which need improvement in future studies.
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1 Introduction

Production of nanomaterials is now a mainstream commercial industry. For example, graphene oxide (GO) nanosheets with 12 morphologies are routinely manufactured across 40 countries, within 15 industries, and 585 applications [1, 2]. Commercial waste streams can lead to uncontrolled spread of nanomaterials in the environment [3, 4], however, there is also a range of opportunities for the use of nanomaterials in environmental systems, e.g., environmental applications such as clean-up of radionuclide contaminated sites [5-8], agronomic applications such as the use as nano-fertilizers and nano-pesticides [9, 10], and petroleum applications such as oil/gas reservoir recovery enhancement [11, 12]. It is of paramount importance to predict and control the
interactions, reactions, transport, and fate of nano-particulates in aquatic environments, a task which is already a key challenge for water and environmental engineers.

One of the critical phenomena that controls NP fate and transport as well as their reactions and functionality in environmental and engineering systems is aggregation [12-21]. Efficient integration of aggregation models with other NP fate, transport, and reaction models is crucial to enable the estimation of NP release into aquatic environments and designing NP application strategies [22-24]. Such models include: continuum models, i.e., advection-dispersion-reaction equations describing bulk mass transport over continuous spatial domains [21, 25, 26], NP life cycle assessment (LCA) which is a comprehensive modelling framework used to assess environmental and human health impacts of nanomaterials [27, 28], and abstract models including material flow analysis (MFA) or multi-media models (MMM) which are based on the mass balance principle at global and local scales [3, 29-32].

Recent investigation of the NP aggregation within systems such as porous media and surface waters revealed the need for further development of aggregation models to take realistic environmental complexity arisen from local particle resuspension into account [15]. There are several complex interactions which require consideration in a reactive transport model along with aggregation including NP reaction with existent pollutants [33, 34], interaction with background colloids and natural organic matter (hetero-aggregation), [16, 35-37], and with porous media [21, 25], as well as NP dissolution, sulfidation, and sedimentation [38-40]. Modelling approaches to aggregation with various levels of accuracy and efficiency are already available which are mostly different adaptations of PBE models [22, 40-42]. Yet a flexible, efficient, and accurate aggregation model that can be simply adapted and be coupled with other multiple-constituent models of NP fate, transport, and reaction, which are already computationally
expensive, [43-45] is lacking. Furthermore, it is desirable for an aggregation model to be based on mass concentration as consistency of their main state variable with most of other models may facilitate their combination and since experimental/field data used as their input are also more readily available in terms of mass concentration [24].

In this study, we present a simple mass-concentration-based approach with the aim to model aggregation more efficiently than common PBE, with an improved or similar accuracy. A modified chain reaction model (CRM) which is based on the mass concentration, may be capable of accounting for dynamics of the aggregate populations by resembling each particle size class as a species of the reaction. We propose that such a model may be a better alternative to PBE for integration with other NP fate, transport, and reaction models due to similarity in formulation to conventional reaction equations, potential computational efficiency, and flexibility in formulation and size classification. Fundamentally, an aggregation model generally follows a second order expression if described in terms of particle number concentration [46-48]. For pure aggregation, this expression leads to a decay in the number concentration of primary particles and the total number concentration over time while the total mass concentration is constant theoretically. Likewise, a mass concentration-based model should be able to describe mass transfer among classes of the aggregates while maintaining the total mass constant. The CRM is based on a series of first-order decay expressions maintaining the total mass in the system constant. We investigate whether this approach, after being compared with analytical solution of the PBE [49, 50], can describe the change in mean particle size, PSD, and concentration of shattered graphene oxide (SGO) NP under quiescent conditions of aggregation and sedimentation across a range of solution chemistries including different electrolyte concentrations, electrolyte species, and pH. We also compare the model performance with a typical PBE, i.e., the FP technique [51] which
has been widely used as a standard approach for comparison with other models [52-54]. To the best of our knowledge this is the first time that a mass-concentration CRM-based formulation is used for modelling the aggregation of colloidal particles. The previous use of the terminology ‘parallel parent and daughter’ in the literature of particle aggregation [55] was associated with the discretization of the PBE model.

2 Model Development

The basic CRM which has long been used in the context of dissolved contaminant transport in groundwater is as follows [56-58]:

\[
\frac{dC_k}{dt} = L(C_k) - \lambda_k C_k + Y_{k-1,k} \lambda_{k-1} C_{k-1}
\]

(1)

If \( k = 1 \):

\[
\frac{dC_1}{dt} = L(C_1) - \lambda_1 C_1
\]

(2)

where \( C_k \) is mass concentration \([\text{ML}^{-3}]\) of species \( k \), \( L(C_k) \) stands for the non-reaction terms including other transport mechanisms such as advection, dispersion, fluid sinks/sources, and/or sedimentation; \( \lambda_k \) is the first-order reaction coefficient \([\text{T}^{-1}]\) for species \( k \), and \( Y_{k-1,k} \) is the yield coefficient \([-\] \) between species \( k-1 \) and \( k \), which for physical chain-reaction models can be calculated from the stoichiometric relationship between the two species [57].

To apply this concept to aggregation mechanisms, we first assume that particle volume/size dimension discretisation is regular and sequential based on a geometric series given as \( v_{i+1}/v_i = 2^{1/q} \), where \( q \) is the geometric factor and \( v \) is volume of each size class. Hence, size class \( k \) can have multiple additional primary particles compared to size class \( k-1 \). This is already a common assumption in the context of population balance.
modelling [40, 59, 60]. Considering the aforementioned basic CRM for such a size
 discretization means that when particles of size class \(k-1\) aggregate with each other and
with particles of smaller size classes, the mass concentration of their class, \(k-1\), decays
and the mass concentration of one size class larger, \(k\), increases. Based on this concept
and disregarding the term, \(L(C_k)\) in Eq. (1), i.e., considering pure aggregation, one needs
to assume \(Y_{k-1,k} = 1\), in order to maintain the total mass of all size classes constant. This
model, however, may only consider the aggregation of size class \(k-1\) and smaller classes
resulting in creation of mass in only class \(k\). Although due to the geometric nature of
size classification, size class \(k\) can be sufficiently larger than its lower size class to
accommodate aggregates produced in this way, a more accurate approach may be that
aggregation of size class \(k-1\) and smaller classes results in redistribution of mass from
class \(k-1\) among several larger classes. Therefore, we modify the basic form of the CRM
model as follows:

\[
\frac{dC_k}{dt} = L(C_k) - \lambda_k C_k + \sum_{i=1}^{k-1} Y_{i,k} \lambda_i C_i
\]

where \(k\) is the aggregate class size for which Eq. (3) is being solved. Since in the
aggregation process first smaller aggregates are formed and then larger ones after
collisions of the formers, the probability for transformation into larger classes should
decrease with the increase in size class. We assume that \(Y_{i,k}\) can be expressed as a linear
function of volumes of size classes, which are already geometrically distributed, and
considering total sum of \(Y_{i,k}\) equal to one:

\[
Y_{i,k} = \frac{v_{k_{\text{max}}-k+i+1}}{\sum_{j=i+1}^{k_{\text{max}}} v_j}
\]
where $k_{\text{max}}$ is the maximum number of classes considered in the model, and $v$ is the volume of each class. For instance, assuming $k_{\text{max}} = 5$ and combining both Eqs. (3) and (4) yields:

$$\frac{dC_1}{dt} = -\lambda_1 C_1,$$

$$\frac{dC_2}{dt} = -\lambda_2 C_2 + \frac{v_5}{v_2 + v_3 + v_4 + v_5} \lambda_1 C_1,$$

$$\frac{dC_3}{dt} = -\lambda_3 C_3 + \frac{v_4}{v_2 + v_3 + v_4 + v_5} \lambda_1 C_1 + \frac{v_5}{v_3 + v_4 + v_5} \lambda_2 C_2,$$

$$\frac{dC_4}{dt} = -\lambda_4 C_4 + \frac{v_3}{v_2 + v_3 + v_4 + v_5} \lambda_1 C_1 + \frac{v_4}{v_3 + v_4 + v_5} \lambda_2 C_2 + \frac{v_5}{v_4 + v_5} \lambda_3 C_3,$$

$$\frac{dC_5}{dt} = \frac{v_2}{v_2 + v_3 + v_4 + v_5} \lambda_1 C_1 + \frac{v_3}{v_3 + v_4 + v_5} \lambda_2 C_2 + \frac{v_4}{v_4 + v_5} \lambda_3 C_3 + \frac{v_5}{v_5} \lambda_4 C_4,$$

$k=1$

$k=2$

$k=3$

$k=4$

$k=5$

Since in the present study we only consider sedimentation along with aggregation, $L(C_k)$ is given as [40, 61]:

$$L(C_k) = -\frac{U_k}{Z_s} C_k$$

(5)

where $Z_s$ is the sedimentation depth [L] and $U_k$ is the sedimentation velocity of aggregates in class $k$ [LT$^{-1}$] given as [62]:

$$U_k = \frac{g}{18\mu}(\rho_0 - \rho_w)(2a_0)^{3-D_f}(2a_k)^{D_f-1}$$

(6)

where $g$ is the gravitational acceleration, $\rho_0$ is the density of primary particles, [ML$^{-3}$], $\rho_w$ is the density of water [ML$^{-3}$], $\mu$ is the dynamic viscosity of the suspending medium 
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\[ M \text{ T}^{-1} \text{ L}^{-1} \], \( a_0 \) is the primary particle radius [L], \( a_k \) is an aggregate radius in size class \( k \) [L], and \( D_f \) is the fractal dimension.

Reaction coefficients, \( \lambda_k \), should be expressed in a way that they incorporate the nature of collision analogous to the conventional Smoluchowski model [63]. Here as a first study developing a CRM framework, we propose two different simplifying approaches to describe \( \lambda_k \). For the first approach we rely on particle sizes, analogous to the so-called ‘sum’ collision frequency commonly used in population balance modelling [52, 64]. Such a size-based semi-empirical equation, hereafter designated as S-CRM, may be expressed as follows:

\[
\lambda_k = \frac{A_S}{\tau} \left( \frac{a_{k,max}^{-k+1} - a_{ave,t}}{a_k} \right)^\psi, \quad 2 \leq k \leq k_{max}
\]  

(7)

where \( A_S \) is the aggregation constant of the S-CRM, mimicking the attachment efficiency in population-balance models, \( a_{ave,t} \) is the equivalent radius of the geometric mean size of PSD at time \( t \), \( \psi \) is an empirical power which depends on the size discretization approach and is assumed in the present study to be 0.5, and \( \tau \) is the characteristic time [T] of aggregation (coagulation time or aggregation half-life) given as follows [46]:

\[
\tau = \frac{3\mu}{4k_b T n_0}
\]  

(8)

where \( k_b \) is the Boltzmann constant, \( \mu \) is the viscosity of the suspending medium [M T\(^{-1}\) L\(^{-1}\)], \( T \) is temperature [K], \( n_0 \) is the initial population of particles which can be determined from the initial PSD. Equation (7) is based on this concept that the rate of aggregation, \( \lambda_k \), may vary with the size of class in respect to the geometric-average size of the PSD [40]. When the geometric mean size of the aggregates grows during the aggregation process, the rates may also change for each class of particle over time. Therefore, the rates are updated in every time steps of the numerical solution.
variation of $\lambda_k$ over time through $a_{ave,t}$ might help better constraining the dynamic cascading aspect of the aggregation if the model is applied in realistic environmental condition [15]. It should be noted that this model considers the Brownian motion through $\tau$, such that increasing temperature and decreasing size can promote $\lambda_k$ thereby the aggregation rate. This model may also consider the differential sedimentation mechanism of aggregation with larger differences between particles and $a_{ave,t}$ yielding larger $\lambda_k$. To clarify this, the following example is given considering a maximum number of size classes as five:

$$\lambda_2 = \frac{A_S}{\tau} \left( \frac{|a_4 - a_{ave,t}|}{a_2} \right)^{1/2}$$

$$\lambda_3 = \frac{A_S}{\tau} \left( \frac{|a_3 - a_{ave,t}|}{a_3} \right)^{1/2}$$

$$\lambda_4 = \frac{A_S}{\tau} \left( \frac{|a_2 - a_{ave,t}|}{a_4} \right)^{1/2}$$

$$\lambda_5 = \frac{A_S}{\tau} \left( \frac{|a_1 - a_{ave,t}|}{a_5} \right)^{1/2}$$

Alternatively, in the second approach to account for variations in $\lambda_k$ across size classes, we directly utilize the concept of collision frequencies from the Smoluchowski model [63, 65]. However, instead of taking all possible collisions into account, we assume two types of collisions are dominant among all possible collisions. These include collisions between particles of similar size and collisions between any given particles and a particle with a geometrical mean size of PSD [66, 67]. By adding these two types of collision frequencies and nondimensionalizing each term by the maximum of their range, the following expression is resulted which is hereafter designated as C-CRM:
\[ \lambda_k = \frac{\Lambda_C}{\tau} \left( \frac{\beta_{k,k}}{\beta_{1,1}} + \frac{\beta_{k,k,ave}}{\beta_{k,\text{max},k,ave}} \right) \]  

(9)

where \( \Lambda_C \) is the aggregation constant of the C-CRM, \( \beta_{k,k} \) is the collision frequency between each class of aggregates and classes of the same size; \( \beta_{k,k,\text{ave}} \) is the collision frequency between each class of aggregates and the class that has an equivalent size with the geometric mean size of the PSD in each time step; \( \beta_{1,1} \) and \( \beta_{k,\text{max},k,\text{ave}} \) are the maximum of \( \beta_{k,k} \) and \( \beta_{k,k,\text{ave}} \) ranges, respectively, for all size classes. Calculations of these collision frequencies with considering all three aggregation mechanisms (i.e., Brownian, differential sedimentation, and orthokinetic aggregations) have been presented previously [40, 46] and are also available in the Supporting Information (SI).

These equations are all expressed based on aggregate volumes to avoid the impact of aggregate shape on model outcomes [68]. It should be mentioned that nondimensionalizing each type of collision rate by the maximum of their range in Eq. (9) causes ignorance of the role of the two collision types in relation to each other. This may not be important in the scope of the present paper which aims to investigate whether the general formulation of CRM with simplifying assumptions about calculation of model coefficients can describe aggregation of NP.

We compared the performances of the models with an accurate population balance model solution known as the FP scheme [51] given as:

\[
\frac{dn_k}{dt} = \sum_{j \leq i} \left[ 1 - \frac{1}{2} \delta_{j,i} \right] \eta_k \alpha_{\beta_{j,i}} n_j n_i - n_k \sum_{i=1}^{k_{\text{max}}} \alpha_{\beta_{k,i}} n_i - \frac{U_k}{Z_s} n_k
\]

(10)

where \( \eta_k \) is:
\[ n_k = \begin{cases} \frac{v_{k+1} - (v_j + v_i)}{v_{k+1} - v_k}, & v_k \leq (v_j + v_i) \leq v_{k+1} \\ \frac{(v_j + v_i) - v_{k-1}}{v_k - v_{k-1}}, & v_{k-1} \leq (v_j + v_i) \leq v_k \end{cases} \]

where \( n_k \) is particle number concentration of aggregates in size class \( k \) \([L^{-3}]\), \( v_i \) is the volume of solids in each aggregate in size class \( i \), \( \delta \) is Kronecker delta, and \( \alpha \) is the attachment efficiency which is typically estimated as an aggregation constant through model fitting to experimental data. A code written in MATLAB\textsuperscript{©} (Version 2016a, Mathworks, USA) was used and modified for solving this study’s models, the details of which are summarised in the SI and are available in Babakhani et al. [40]. Briefly, an explicit forward Euler scheme was used for the time discretization of Eqs. (3) and (10) with an adjustable time-step. A power-law model [62, 69] was used for settling velocity and the Brinkman permeability model [40, 70, 71] was used to calculate permeability in collision frequency formulation. This model set was already found to best describe early and late stages of aggregation and sedimentation of hydroxyapatite (HAp) NP among 24 model combinations [40]. Particle size distribution observed in the beginning of each experiment was used as the initial condition in the aggregation model.

The optimization algorithm code developed in the former study [40] was also used here for calibration of parameters including aggregation constant (\( \Lambda \) in CRM or \( \alpha \) in PBE) which controls the aggregation rate and fractal dimension (\( D_f \)) which controls the sedimentation velocity through Eq. (6) and collision frequencies through Eqs. (S1-S3). Adjusting both parameters was necessary to fit the model against experimental data of both early and late stages of aggregation as demonstrated in the previous study [40]. All simulation characteristics were the same for different modelling approaches. The Nash–
Sutcliffe model efficiency (NSE) coefficient [72] was used to compare different model performances against experimental data and analytical solution outputs. To calculate the mass balance, masses of particles remained suspended were integrated at the end of the simulation and was added to the integration of all mass fractions removed in each time step in a given cell at the end of simulation. The difference between this total mass and the initial mass put in the system divided by the initial mass was reported as the mass balance error. The analytical solution used for comparison with the new CRM was based on a log-normal distribution initial PSD. These are described in detail in the SI. In order to compare the CPU runtimes for different models, the models were run on a 64-bit Operating System with 3.5 GHz Intel® Xeon® CPU and 32 GB RAM.

3 Experimental

Graphene oxide (particle density 1.8 g/cm³) was obtained from Siniocarbon, China, in powder form and dispersed in deionized (DI) water at 2 g/L. Shattered graphene oxide was then produced via intensive ultra-sonication of the GO dispersion to achieve a relatively uniform initial hydrodynamic diameter of 90 nm. This was accomplished using a probe sonication at an amplitude of 30 μm and power of 40 W for 2 h with 30-second stop following each 30-second sonication. The dispersion was then centrifuged for 30 min at 19500 ± 500 rpm to remove the fraction of larger particles. Finally, the dispersion was passed through a 0.45 μm syringe filter and the filtrate was kept in dark at 4 °C as the stock dispersion. The concentration of this dispersion was determined using gravimetric measurement and was adjusted at the set concentration (50 mg/L) before each aggregation experiment.

The evolution of aggregate size and concentration was measured over the course of each experiment at intervals of ~3.4 min using Dynamic Light Scattering (DLS)
technique (Malvern Zetasizer Nano ZS, UK) as this has been used for characterizing non-spherical particles/aggregates frequently [73-75]. The valid measurement size range reported by the manufacturer is 1 nm to $10^4$ nm. The same instrument was used for measuring the zeta potential. The instrument settings for size measurement were fixed for all measurements following Babakhani et al. [40]. These include using 5 runs each with a duration of 10 s for every measurement, setting the beam attenuator at a unit of 11, and the position of measurement at 6.5 mm. All experiments were conducted in duplicate for a duration $>5$ h. The standard deviations of the duplicate tests are reported as error bars in the final plots [76-78]. A sample volume of 3 mL was used inside the cuvette for all cases, corresponding to the measurement depth of $\sim2.3$ cm and total water column height of $\sim3$ cm. For fitting the model outputs we used the hydrodynamic diameter ($D_H$), a scattered light intensity mean also known as cumulant mean, along with the derived count rate (DCR) data used as an indicator of mass concentration [40, 79, 80]. Derived count rate was measured at different concentrations (5, 50, 500, and 1000 mg/L) of SGO to examine the correlation between the two quantities. The model fitted to $D_H$ and DCR data was then used to describe experimental PSD obtained in the middle (150 min) and the end of each experiment (300 min). For PSD data a volume-based distribution was used, and the analysis model of the Zetasizer software was selected as “General Purpose (Normal Resolution)”. All experiments were conducted according to the following procedure: (1) prepare the particle dispersion in DI water for a final particle concentration of 50 mg/L; (2) adjust the pH at $6 \pm 0.05$ (or alternatively at 2.5, 4, 7.5, or 10) with NaOH/HCl (100 mM); (3) ultrasonication for 5 min, add the electrolyte (either NaClO$_4$ or CaCl$_2$), immediately vortex for 5 s, transform to a disposable cuvette, and immediately start the measurement. The whole process after taking from ultrasonicator until the start of the
first measurement took $70 \pm 20$ s. The pH set for different cases did not show considerable variations over the course of experiment; with maximum variation for pH 7.5 decreasing to 7.1 after ~15 h.

4 Results and discussion

4.1 Comparison of the chain-reaction model with the analytical solution

Before assessing the CRM against experimental results, we first theoretically compare CRM’s performance with the analytical solution of the population balance model. Since the aggregation rate constants of S-CRM and C-CRM, $A_S$ and $A_C$, are not expected to scale with the attachment efficiency in the analytical solution of the Smoluchowski model which is assumed to be one, we tried to fit the modified CRMs to the analytical solution by adjusting $A_S$ and $A_C$ as free parameters. Over 100 min aggregation, within a fairly broad range of conditions, i.e., varying $q$ within 1-3, $D_f$ within 1.5-2.5, primary particle size, $a_0$, between 200 and 300 nm, and initial concentration, $C_0$, between 10 and 50 mg/L, which were totally 99 cases, the S-CRM was able to fit the total number of particles produced by the analytical solution (assuming $\alpha = 1$) very well with a mean $NSE$ of $0.990 \pm 0.01$ (Table S1). In a similar condition, but with $a_0$ range of 300 and 400 nm, and $C_0$ range of 1 and 10 mg/L (99 cases), the C-CRM was able to fit the analytical solution with a lower mean $NSE$ $0.804 \pm 0.230$ compared to that of S-CRM (Table S2). It appears that fractal dimension is the most sensitive factor in controlling the C-CRM goodness-of-fit. Using C-CRM, an increase in $D_f$ reduces $NSE$ significantly whereas using S-CRM, an increase in $D_f$ elevates $NSE$. The results for the aggregation rate constants for S-CRM and C-CRM fitted to analytical solution outputs are shown in Figs. S1 and S2. These results indicate that aggregation rate constants vary with factors that can affect the particle size distribution grid, i.e., $q$, $D_f$, and $a_0$, and parameters which can
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impact the collision frequency, i.e., $C_0$. The reason for such behaviours is not clear although they can arise from numerical difficulties at very high aggregation rates required to synchronize the numerical model with the assumption of $\alpha = 1$ in the analytical solution as well as simplifying basic assumptions of the analytical solution such as collision frequency being described only by Brownian collisions. Overall, these results suggest that the modified CRM is able to describe the aggregation phenomenon in most of cases when compared to a simplified analytical solution.

4.2 Experimental results

The results of hydrodynamic size evolution and DCR are presented in Figs. 1 and 2. The late stage of aggregation/sedimentation, i.e., where the slope of size versus time changes significantly, does not appear within 5 h for electrolyte concentrations $\leq 0.5$ mM CaCl$_2$ and $\leq 20$ mM NaClO$_4$ at pH 6 (reaction limited regime, RLA) whereas above these thresholds the late stage appears as a significant reduction in the slope of the $D_H$ curve versus time. Likewise, at pH $< 6$ and 20 mM NaClO$_4$, the late stage of aggregation appears in $D_H$ curves. These are in general agreement with aggregation trends of hydroxyapatite (HAp) NP observed in the previous study [40]. It appears that critical coagulation concentration (CCC) [81] above which the system is considered under the diffusion limited regime (DLA), is between 0.5-1 mM for CaCl$_2$ and between 30-50 mM for NaClO$_4$. Considering matched $D_H$ curves for SGO size evolution at 0.5 CaCl$_2$ and 30 mM NaClO$_4$, CCC ration of monovalent to divalent electrolyte is estimated to be in the range of 50–60 which is within the range calculated by Schulze-Hardy rule, i.e., 4–64 [81] and in agreement with ratios measured for GO elsewhere [82]. Considering the proportionality of CCC with $\zeta^4z^2$ (where $\zeta$ is zeta potential and $z$ is valence of the electrolyte) one can also calculate the CCC ration of monovalent to divalent electrolyte.
According to the zeta potential data, given in Fig. S3, \( \zeta \) ranges from -25.7 to -19.9 mV for monovalent and from -17.6 to -7.2 for divalent electrolytes at their corresponding CCC ranges assumed above. This yields CCC ration of monovalent to divalent electrolyte from 5.9 to 20.3 which is still within the boundaries of the Schulze-Hardy rule but lower than the ranges calculated above. There is an ongoing research to understand such discrepancies [83-86].

At moderate concentration of CaCl\(_2\) (0.5 mM), DCR/DCR\(_0\) demonstrates significant increase over time whereas at 30 mM NaClO\(_4\), DCR/DCR\(_0\) tends to show a mild decreasing trend (Fig. 1d,e). The increase in DCR/DCR\(_0\) is similar to the previous observations of Babakhani et al. [40], for HAp NP in presence of 0.3 mM CaCl\(_2\) at pH 6 (RLA regime). Nevertheless, this behaviour seems to be specific to the presence of CaCl\(_2\) since this is not noticeable at 30 mM NaClO\(_4\) although a slight rise in DCR/DCR\(_0\) is observed for lower NaClO\(_4\) concentrations—5 and 10 mM (Fig. 1d,e). While in a high-rate aggregating system variation in DCR/DCR\(_0\) may represent the variation in the normalized concentration \((C/C_0)\) of NP, at a low-rate aggregating system DCR/DCR\(_0\) may not be a proper indicator of NP \(C/C_0\). This is because in this regime the sedimentation is not significant and \(C/C_0\) is expected to be constant while DCR/DCR\(_0\), especially in presence of CaCl\(_2\), demonstrates an increase above unity which might be an impact of scattered light being dependent on particle size, and appearing only when the change in concentration due to sedimentation is not significant. It should be noted that the use of DCR/DCR\(_0\) as a representative of mass concentration in high-rate aggregation systems or DLA conditions was verified in the previous study [40] by being described with a size-matched model. Additionally, when there is no aggregation in the system SGO used in the present study shows a linear correlation between mass concentration and DCR data with a goodness-of-fit coefficient \(r^2 = 0.952\) and \(P\) value \(\gg 0.05\) with the
null hypothesis being significant difference if \( P < 0.05 \) (Fig. S4, Supporting Information). Nevertheless, the dependency of the scattered light intensity on the particle size is theoretically proportional to the third power, in contrast to its dependency on mass concentration which is linear [87]. Thus, in an aggregating system in which the size grows over time, DCR’s proportionality to mass concentration may not necessarily follow a linear trend. Overall, the reason for the rise of DCR/DCR\(_0\) above unity in a slow-aggregation regime under some solution chemistries is not clear in the scope of the present study, and the real proportionality of DCR on mass concentration in an aggregating system is also not clear currently. These may be addressed in future studies.

### 4.3 Model fit results

Nash–Sutcliffe model efficiencies for different model fits to \( D_H \) data are shown in Table 1 and modelled curves versus observations of \( D_H \) and DCR are illustrated in Figs. 1 and 2. On average, FP, S-CRM, and C-CRM, show close mean NSE to \( D_H \) curves with 0.29, 0.33, and 0.36, respectively. The reason for low overall mean NSE values is that in cases where observation data are close to their mean, i.e., at low aggregation rates such as cases at low electrolyte concentrations of 0.1 mM CaCl\(_2\) and 5 mM NaClO\(_4\) or at high pH of 10, even though visually a good match is obtained between the two graphs of the observation and modeled data, NSE is not reaching a value close to one as expected, and instead show values close to zero.

Based on visual assessment of the fittings, the performance of S-CRM method is slightly poorer than other methods in terms of reproducing the sudden change in \( D_H \) gradient between early and late stages of aggregation under the DLA regime (1 mM CaCl\(_2\) and 50 mM NaClO\(_4\), Fig. 1b,c). It seems S-CRM and FP are less capable of mimicking the straight log linear curve of \( D_H \) under the RLA regime (0.5 mM CaCl\(_2\) and 30 mM
NaClO₄) than C-CRM method which also reproduces well the change of \( D_H \) slope under the DLA regime. This is consistent with the maximum mean NSE obtained for the C-CRM.

Considering the DCR data (Figs. 1d,e,f and Fig. 2b), none of models reproduces the rising behaviour of DCR curves at intermediate IS because the simple explicit decay sedimentation term employed in this study is not expected to reproduce increase in the concentration. It should be noted that such a sedimentation model, which does not involve a partial derivative in respect to depth, is simple and does not require spatial discretization in the numerical solution thereby bypassing some of numerical issues/restrictions. However, it is still not clear to what extent the depth profiles resulted from this model match the reality, which is a subject of future studies. Within the DLA regime, all models can, to some extent, reproduce the nonlinear reduction in normalized DCR. In describing DCR trends within this regime, FP technique appeared to perform best followed by S-CRM and C-CRM (Fig. 1d,e,f and Fig. 2b).

Model-produced PSDs based on \( D_H \) and DCR-matched models are shown in Figs. 3 and S5. It appears that none of the models can reproduce the PSD in all cases. In most of the cases, both modified CRM approaches tend to preserve the initial position of the PSD over time, although the heights of the peaks are changing. This is more noticeable for the C-CRM than S-CRM. The fixed pivot approach exhibiting considerable movement of the PSD position, appears to overestimate the experimental PSD, and cannot reproduce the stationary stage of the PSD, especially toward the late stage of aggregation. It is possible that in the case of CRM the mass gradually moves to larges size classes and becomes subject to sedimentation before it appears as movement of the PSD. Such a steady-state or equilibrium condition of the PSD has frequently been used as a basic assumption in model developments [24, 88-90]. Although FP overtimes the
position of PSD, it can reproduce the overall shape of the observed PSD generally better than other methods. On average, in terms of reproducing both shape and position of PSD, the size-based CRM performs relatively better than the other two methods because it produces PSDs with closer positions to observed PSDs, than that produced by FP and with a closer shape to observed PSD than that resulted by C-CRM (Figs. 3 and S5). It should be noted that particle size measurement using DLS for polydisperse samples has been criticized for being affected by the larger size fraction of the size spectrum, because the scattered light intensity is proportional to the size by a power of six [87]. Such uncertainties in the measurement approach makes it complex to find a model which reproduces all aspects of PSD.

4.4 Estimated parameter trends

The trends of estimated parameters including aggregation rate constants ($A_S$, $A_C$, or $\alpha$) and fractal dimension, $D_f$, are shown in Fig. 4 for different solution chemistries. According to this figure, the trends of aggregation rate constants are consistent among all cases. Unlike HA$p$ NPs in a previous study [40], which exhibited multimodal trends of $\alpha$ estimated using the FP method with IS, here FP-estimated values of $\alpha$ for SGO show a positive log linear trend with IS with $r^2=0.93$ and 0.97 for NaClO$_4$ and CaCl$_2$, respectively (Fig. 4a,b) and a negative semi-log linear trend with pH with $r^2 = 0.98$ (Fig. 4c). Interestingly, consistent with the trends of $\alpha$, the CRM-estimated aggregation constants $A_S$ and $A_C$ display a positive log linear trend with IS ($r^2=0.84$ for C-CRM and $r^2=0.85$ for S-CRM in NaClO$_4$ solution and $r^2=1.00$ for both C-CRM and S-CRM in CaCl$_2$ solution) and a negative semi-log linear trend with pH ($r^2=0.73$ for C-CRM and $r^2=0.86$ for S-CRM). The gradients of the lines fitted to $A_S$ and $A_C$ versus IS and pH match very well with that of $\alpha$ ($P=0.55$ and 0.61 $\gg$ 0.05) (Fig. 4a-c).
Fractal dimension generally increases with IS (Fig. 4d,e) and decreases with pH (Fig. 4f), which is in agreement with Chowdhury et al. [91] measuring $D_f$ for TiO$_2$ NP using static light scattering (SLS). Yet unlike aggregation constant patterns, $D_f$ trends are not effectively linear (Fig. 4d-f). This is mostly because of large $D_f$ values determined at lowest IS which emanates from the fact that at the lowest IS, the aggregation is not operative and therefore particles remain in their primary size which should have a geometry close to Euclidian thereby having a $D_f$ close to 3 [40]. Estimated $D_f$ in the present study yields close ranges for the three models, namely, from 1.50 to 2.86 for the FP model, from 1.48 to 2.80 for C-CRM, and from 1.70 to 2.70 for S-CRM. Large values of $D_f$ (2.27-2.8) were commonly determined at high IS (DLA regime) while low $D_f$ values (1.48-1.99) were estimated at intermediate IS (RLA regime). Although similar ranges for $D_f$ under DLA have frequently been reported [62, 92], this is opposite to common ranges of $D_f$, reported for aggregates formed in controlled condition where they are not subject to restructuring, i.e., $D_f$ close to 2.2 within RLA regime and close to 1.7 within the DLA regime [46, 71, 91, 93]. The underlying reason for $D_f$ values differing from common ranges is attributed to restructuring of aggregates at greater depths during the late stage of aggregation in quiescent condition [40] as the typical trends and ranges of $D_f$ were achieved when the FP model was fitted only to the early stage of aggregation, or when the measurement depth was reduced to just below the surface of the water column.

Overall, the general consistency of parameter trends suggests that CRM model parameters although do not scale with those of FP approach, generally show similar trends with FP parameters in respect to physical factors such as electrolyte concentration and pH. Aggregation rate parameters can be considered variable with size in order to include the impact of solution chemistry such as zeta potential and ionic strength through
the DLVO theory in a forward prediction mode similar to the previous study [40]. This is beyond the scope of the present study which aims to test the ability of CRM in ‘describing’, rather than ‘predicting’, the aggregation behavior of NP.

4.5 Comparison of model efficiency and accuracy

The results of model run time and mass balance error for every case simulating an experimental duration of 18000 s are reported in Table 2. The computational times vary widely among experimental cases due to different aggregation rates, initial PSDs, etc. The mean runtime for the FP technique is 6.14 min. While it is complicated to compare runtimes across different studies due to differences in computer systems, software versions, number of grid points, simulation duration, initial conditions, etc., considering the simulation duration in the present study (18000 s), it appears that these runtimes for the FP method are comparable with elsewhere [22, 53, 54].

Interestingly, the modified CRMs turn out to be about one order-of-magnitude faster than the FP method with mean runtimes 0.92±1.15 min for C-CRM and 0.49±0.53 min, for S-CRM. The FP technique is a widely-accepted population-balance model [53, 94], with an ability to preserve the two properties, population and mass. The MATLAB code for solving this model was already verified against analytical solutions of the population balance given for different initial conditions [40]. Here the FP method which is inherently a PBM yields a fairly low average absolute mass balance error ($3.9 \times 10^{-2}$ %). However, the proposed models of the present study which are inherently mass-balance models show even lower absolute mass balance errors; $4.2 \times 10^{-6}$ % and $1.1 \times 10^{-5}$ %, for C-CRM and S-CRM models, respectively, suggesting that the use of mass balance in modelling aggregation not only leads to a more efficient simulation but also enhances the accuracy.
It should be noted that based on the current formulation of CRM models, the outcomes might be dependent on the particle size grid configuration such as the maximum number of size classes. A maximum number of 100 size classes may be recommended as a standard that is sufficient to capture PSD evolutions in the environmental systems, and thus this can be fixed as part of the model. We further investigated the influence of the number of size classes on model results. The outcomes presented in Figs. S6 and S7, revealed that at high aggregation rates the dependency on the number of bins is not significant for both C-CRM and S-CRM while at low aggregation rates this dependency is considerable. Further, we fitted the S-CRM model to the analytical solution results of the Smoluchowski model. As shown in Fig. S8, this investigation revealed that there is a log linear relationship between the adjusted S-CRM rate constant and the number of size classes in all cases, suggesting that the impact of number of size classes may be offset from aggregation rate constants in future studies. As already mentioned in Section 4.1 the impact of variation in particle size grid configuration causing changes in the aggregation constant fitted to the analytical solution might also arise from simplifying assumptions of the analytical solution and possible numerical inaccuracies of any given numerical approaches in certain configurations of the particle size grid [40, 53]. Such factors can deviate the trends of aggregation constants of numerical models from that of analytical approach whereas consistent trends are obtained across different numerical methods.

5 Conclusions

In this study we propose a new modelling framework based on a mass-balance chain reaction formulation. This includes a series of first-order, coupled decay reaction expressions with mass concentration as the main variable. Two simplifying approaches
based on size (S-CRM) or collision frequencies (C-CRM) were proposed for considering variations in the decay-reaction rates in terms of aggregate size classes. The two CRM approaches both can generally fit well to analytical solutions of the aggregation model with a log normal initial PSD within a range of conditions. When fitting to a range of experimental data for early and late aggregation and sedimentation of SGO, the performances of both approaches were generally similar to or better than that of the FP model which is a standard PBE. The new modelling framework was found on average one order-of-magnitude faster than the FP method while yielding a lower average mass balance error. In contrast to FP, modified CRM approaches tended to show a steady-state or equilibrium condition for the shape of the PSD at moderate or low aggregation rates.

Similar trends for aggregation rate constants, estimated from model fitting to experimental data, were obtained for all models, and close ranges were obtained for fractal dimensions, suggesting that model parameters for the proposed modified CRM are meaningful and may follow conventional models. Although future studies may present more accurate relationships for CRM reaction rate and yield coefficients, the use of two simplifying/empirical preliminary approaches in this study for reaction rates demonstrated generally similar performances suggesting that the model is not much sensitive to these coefficients and therefore the simplifying assumptions taken in developing current relationships may not affect the model outcomes significantly.

While there are uncertainties in the experimental results, parameter calibration process, and the basic assumptions of model relationships, based on the overall agreement between the modified CRM and analytical/numerical solutions of PBE as well as experimental data of SGO aggregation we conclude that a CRM formulation is able to describe NP aggregation phenomenon. Owing to its flexibility in formulation, low computational expenses, and the use of mass concentration, the CRM may also offer
potentials for modelling aggregate breakage, e.g., using negative rate coefficients [24], and may be a suitable option to be modified for modelling hetero-aggregation of NP with background colloids as well as the adsorption of other solute contaminants. The CRM can be a useful approach not only for modelling the aggregation of engineered NP in environmental media, but also for modelling the aggregation of particulate species in other contexts such as biogeochemistry where the complex network of the reactions in the reactive transport model makes incorporation of population balance models computationally cumbersome if possible at all. Overall, this study demonstrates that a chain-reaction model widely used for describing chemical and nuclear reactions can be used for modelling aggregation of colloidal particle.
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Figure Captions.
Figure 1. Evolutions of size (a-c) and change in normalized derived count rate (DCR/DCR₀), (d-f) for SGO NPs in electrolyte species NaClO₄ (a,b,d,e) and CaCl₂ (c,f) with a fixed pH at 6. Continuous lines represent FP, dash lines represent C-CRM technique, and dot lines represent the S-CRM model outcomes.
Figure 2. Evolutions of Size (a) and change in normalized derived count rate (DCR/DCR₀), (b) for SGO NPs at various pH with a fixed IS at 20 mM NaClO₄. Continuous lines represent FP; dash lines represent C-CRM technique, and dot lines represent the S-CRM model outcomes.
Figure 3. Comparisons of PSD for SGO NPs at 30 and 50 mM NaClO₄ with a fixed pH at 6 and at the middle (t=150 min, b) and the end of experiments (t=300 min, c). Continuous lines represent FP; dash lines represent C-CRM technique, and dot lines represent the S-CRM model outcomes. It should be noted that lines in panel (a) only show the initial condition of the model.
Figure 4. Estimated parameter trends for different models: aggregation rate constants ($\alpha$, $A_S$, and $A_C$ for FP, S-CRM, and C-CRM approaches), vs electrolyte concentration (a,b), and vs pH (c), and fractal dimension, $D_f$, vs electrolyte concentration (d,e) and vs pH (f).
Table 1. Nash-Sutcliff determination coefficient, NSE, for fittings to hydrodynamic diameter data with different models across various solution chemistries.

<table>
<thead>
<tr>
<th>pH</th>
<th>Electrolyte concentration</th>
<th>FP</th>
<th>C-CRM</th>
<th>S-CRM</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.1 mM CaCl₂</td>
<td>-0.093</td>
<td>-0.092</td>
<td>-0.092</td>
</tr>
<tr>
<td></td>
<td>0.5 mM CaCl₂</td>
<td>0.862</td>
<td>0.947</td>
<td>0.830</td>
</tr>
<tr>
<td></td>
<td>1 mM CaCl₂</td>
<td>0.505</td>
<td>0.340</td>
<td>0.422</td>
</tr>
<tr>
<td></td>
<td>5 mM NaClO₄</td>
<td>-1.141</td>
<td>-0.826</td>
<td>-0.843</td>
</tr>
<tr>
<td></td>
<td>10 mM NaClO₄</td>
<td>0.683</td>
<td>0.694</td>
<td>0.842</td>
</tr>
<tr>
<td></td>
<td>20 mM NaClO₄</td>
<td>0.827</td>
<td>0.978</td>
<td>0.971</td>
</tr>
<tr>
<td></td>
<td>30 mM NaClO₄</td>
<td>0.923</td>
<td>0.940</td>
<td>0.912</td>
</tr>
<tr>
<td></td>
<td>50 mM NaClO₄</td>
<td>0.447</td>
<td>0.587</td>
<td>0.178</td>
</tr>
<tr>
<td>2.5</td>
<td>20 mM NaClO₄</td>
<td>-0.245</td>
<td>0.067</td>
<td>-0.072</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>0.492</td>
<td>0.488</td>
<td>0.537</td>
</tr>
<tr>
<td>7.5</td>
<td></td>
<td>0.257</td>
<td>0.256</td>
<td>0.255</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>0.000</td>
<td>-0.033</td>
<td>0.000</td>
</tr>
</tbody>
</table>
Table 2. Comparison of the model run times and mass balance errors in a single-run mode based on parameters estimated from the calibration process.

<table>
<thead>
<tr>
<th>pH</th>
<th>Electrolyte concentration</th>
<th>Model Run Time (min)</th>
<th>Mass balance error (%)</th>
<th>Model Run Time (min)</th>
<th>Mass balance error (%)</th>
<th>Model Run Time (min)</th>
<th>Mass balance error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.1 mM CaCl₂</td>
<td>3.77</td>
<td>-7.1E-14</td>
<td>0.06</td>
<td>-2.8E-14</td>
<td>0.04</td>
<td>-2.8E-14</td>
</tr>
<tr>
<td></td>
<td>0.5 mM CaCl₂</td>
<td>0.60</td>
<td>-2.1E-04</td>
<td>0.28</td>
<td>5.3E-10</td>
<td>0.04</td>
<td>9.4E-11</td>
</tr>
<tr>
<td></td>
<td>1 mM CaCl₂</td>
<td>1.23</td>
<td>-4.1E-01</td>
<td>2.22</td>
<td>-9.5E-06</td>
<td>1.48</td>
<td>-9.1E-05</td>
</tr>
<tr>
<td></td>
<td>5 mM NaClO₄</td>
<td>30.06</td>
<td>1.1E-08</td>
<td>0.13</td>
<td>-2.8E-14</td>
<td>0.09</td>
<td>1.4E-14</td>
</tr>
<tr>
<td></td>
<td>10 mM NaClO₄</td>
<td>0.94</td>
<td>-2.9E-05</td>
<td>0.29</td>
<td>-1.0E-08</td>
<td>0.20</td>
<td>-1.5E-08</td>
</tr>
<tr>
<td></td>
<td>20 mM NaClO₄</td>
<td>5.99</td>
<td>-3.8E-05</td>
<td>0.66</td>
<td>2.1E-11</td>
<td>0.47</td>
<td>8.4E-13</td>
</tr>
<tr>
<td></td>
<td>30 mM NaClO₄</td>
<td>1.32</td>
<td>-2.4E-05</td>
<td>0.27</td>
<td>-4.7E-06</td>
<td>0.18</td>
<td>-5.0E-06</td>
</tr>
<tr>
<td></td>
<td>50 mM NaClO₄</td>
<td>4.73</td>
<td>-5.1E-02</td>
<td>2.08</td>
<td>-3.6E-05</td>
<td>1.34</td>
<td>-3.8E-05</td>
</tr>
<tr>
<td>2.5</td>
<td>20 mM NaClO₄</td>
<td>2.59</td>
<td>4.4E-07</td>
<td>1.03</td>
<td>1.9E-08</td>
<td>0.70</td>
<td>2.5E-09</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>18.17</td>
<td>-3.9E-07</td>
<td>3.67</td>
<td>1.1E-13</td>
<td>1.10</td>
<td>2.8E-14</td>
</tr>
<tr>
<td>7.5</td>
<td></td>
<td>0.46</td>
<td>3.1E-12</td>
<td>0.07</td>
<td>-2.7E-08</td>
<td>0.05</td>
<td>-1.0E-08</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>3.87</td>
<td>4.0E-12</td>
<td>0.22</td>
<td>3.0E-13</td>
<td>0.12</td>
<td>-1.4E-14</td>
</tr>
</tbody>
</table>
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