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Abstract

With growing public demand for consumer safety regarding electronic devices, ionogels have recently been suggested as a safe and solid replacement for the conventional flammable and toxic organic electrolytes used for various energy storage devices including batteries and supercapacitors. Ionogels are porous solid scaffolds that encapsulate ionic liquids and prevent electrolyte leakage which can otherwise be a potential hazard to the consumer or the surrounding circuitry. In this work, sol-gel was utilised as a manufacturing technique for 1-ethyl-3-methylimidazolium trifluoromethanesulfonate based-ionogels. Sol-gel chemistry is a facile and industrially relevant technology that allows the formation of solid scaffolds from homogenous precursors including a variety of silicon alkoxides. Previous studies have used a single or a mixture of silicon alkoxides to fabricate ionogels. In this work, four different precursors (two tetraalkoxysilanes and two alkyltrialkoxy silanes) were utilised to explore the influence of the type of silicon alkoxide on the reaction kinetics, thermal stability, microstructure and the electrochemical performance of the ionogels as electrolyte for electric double-layer capacitors (EDLCs).

Furthermore, thermally-cured 1-ethyl-3-methylimidazolium trifluoromethanesulfonate-based ionogels have been realised for the first time in this work. The influence of curing temperature on the structure of the ionogels and their electrochemical performance as the electrolyte for EDLCs have been investigated. Ionogels were synthesised via a non-hydrolytic sol-gel route and were fully gelled post heat-treating at 125, 150, 175 and 200°C for 60 minutes with minimal shrinkage. Charge transfer resistance (a rate-limiting parameter in cell kinetics during charge/discharge cycles) was reduced by ~80% via increasing the heat-treatment temperature; this was partially attributed to the interlocking effect at the electrode-electrolyte interface facilitated by high curing temperature. The fast-cure fabrication process for ionogels removes one of the major hurdles in their industrial application, their long curing and aging time, while the improved room temperature ion transport kinetics expands the potential application of ionic liquid-based electrochemical systems. Finally, an exploratory investigation on the long-term stability of the fabricated EDLCs indicated that cells with 150°C-
cured ionogels show an improved electrochemical performance compared to the EDLCs with ionic liquid electrolyte without the gel network.

The results gathered in this work provide an insight into sol-gel processed ionogels as a replacement for the conventional electrolyte formulations and further proves that, this class of materials has the potential to be a safe, solid and durable electrolyte for EDLCs.
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1. Introduction and thesis outline

1.1 Research motivation
Since the advent of consumer energy storage devices with mobile phones, laptops and in more recent history, wearable electronics and hybrid cars, the demand for performance has increased rapidly. The rate of these technological advancements has made the smartphone an affordable staple for most people, whereas their initial cost meant they were only for the wealthy, only 30 years ago. Similar technological growth has been observed as a direct result of energy storage improvements in defence, medicine, and every other field that incorporated any form of electronics. As the demands from consumers for electronics with longer life-time (such as longer lasting batteries) and lighter and thinner electronic devices grew, manufacturers were forced to introduce products meeting consumer demands rapidly, in order to remain competitive. This has resulted in some tragic events in recent years. In September 2016, Samsung issued a formal recall of their Galaxy Note 7, following multiple reports of the explosion of these devices. The company promised consumers a quick replacement for the recalled smartphones which ended in a second round of product recall only a month later. Samsung later announced that the cause of device failure was poor battery manufacturing that resulted in short circuits in batteries of both the original series of Galaxy Note 7 and the replaced smartphones [1,2]. This incident is a reminder of the explosive nature of commonly used lithium ion batteries; one key component of the device that contributes to this issue is the flammable [3], organic electrolyte – other factors include poor configuration of internal components and incomplete testing of the new batteries. In an electrochemical cell, electrolyte is responsible for providing ionic conduction between the positive and negative electrodes. The safety issue associated with flammable electrolytes is not unique to batteries since similar formulations are commonly utilised for supercapacitors [4,5]. Supercapacitors are energy storage devices that possess higher power density and lower energy density compared to batteries [6,7].
One potential way to overcome the safety hazard associated with organic electrolytes is to replace them with a relatively new class of non-flammable electrolytes called ionic liquids, which are simply salts with low melting points (typically below room temperature), and free of any solvents [8]. Since the discovery of air and water stable ionic liquids in 1992 [9], there has been an increasing focus into these new materials in the field of electrochemistry, as they are able to operate within a larger potential window than organic electrolytes while reducing the risk of flammability [8,10–12].

A second major concern for electrolytes which is not limited to the conventional type is the possibility of leakage, which can cause damage to the surrounding circuitry as well as being a potential health hazard to the consumer. This issue was briefly addressed by Chiu and Moore in a 2003 publication [13].

To effectively resolve the latter issue, the electrolyte may be encapsulated within a solid membrane to prevent electrolyte leakage. Gel networks derived by sol-gel chemistry confining ionic liquids have been suggested as a potential candidate to address issues associated with flammability and leakage of electrolytes [14–18]. These gel networks are referred to as ‘ionogels’. Studies dedicated to ionogels (and ionic liquids) in the past decade have been mainly focused on suitable formulations for a desired mechanical structure [17,19,20], high ionic conductivity [21,22], and enhanced performance at high temperatures [15,23–25]. There are a number of areas regarding sol-gel derived ionogels that require further investigation in order to improve these materials to an industrially scalable level with a desirable electrochemical performance. Some examples of the remaining questions are:

1) What influence does the silica precursor have on the resultant ionogel?
2) Does the presence of ionic liquid influence the kinetics of the sol-gel process?
3) Can a one-step heat-treatment be used as an effective method to reduce gelation time for ionogels?
4) How does the long-term stability of the ionogel-based supercapacitors compare to that of cells without the encapsulating gel network?
The present work was designed to address the above questions or at the very least provide the baseline for the next generation of studies on ionogel electrolytes in energy storage devices.

1.2 Thesis outline

The outline of this thesis is provided below:

Chapter 2 – This chapter provides a review of the most relevant literature in relation to supercapacitors and their main components, sol-gel chemistry and finally an overview of relevant studies in relation to ionogels.

Chapter 3 – This chapter describes the key supercapacitor fabrication tools and characterisation techniques utilised in this work. For all the instrumentation used in this project a brief overview of the method and a description of the collection parameters are discussed at the level and detail commensurate with their use in the thesis.

Chapter 4 – This chapter showcases a comparative investigation on the sol-gel process kinetics of four different silicon alkoxide precursors namely, tetramethoxysilane (TMOS), tetraethoxysilane (TEOS), methyltrimethoxysilane (MTMS) and methyltriethoxysilane (MTES). The purpose of this chapter is to provide an understanding of the sol-gel process kinetics and the topography of the resultant gels as a function of the precursor (under ambient conditions) and in the absence of ionic liquid for benchmarking in the future chapters. This was executed using a combination of Raman spectroscopy (in situ) and scanning electron microscopy (SEM).

Chapter 5 – This chapter is a combination of a number of studies. Firstly, the influence of the ionic liquid (1-ethyl-3-methylimidazolium trifluoromethanesulphonate) on sol-gel process kinetics is understood using in situ and ex situ Raman analyses together with the complementary information gathered from Chapter 4. Secondly, the thermal stability of the ionogels and the topography of the solid scaffolds are characterised. Finally, the influence of the ionogel pr-
cursor on the electrochemical performance of the ionogel electrolytes were eluci-
dated using a series of electrochemical characterisations.

Chapter 6 – Based on the conclusions of the previous chapters, two of the most suitable precursors were chosen in this chapter to create a hybrid solid scaffold for the ionogel electrolytes and to examine the applicability of a thermal curing process as a measure to reduce the gelation time of the ionogels. This chapter further characterises the influence of four different curing temperatures (125, 150, 175, and 200°C) on the electrochemical properties of the ionogels as electrolyte for EDLCs.

Chapter 7 – A key aspect of supercapacitors is their long-term stability which was characterised in this chapter in an exploratory investigation. This part of the thesis explores the long-term stability of cells containing 'dried' and 'as-received' [Emim][TfO] ionic liquids to understand the extent to which ionic liquid water content can degrade the capacitance of the supercapacitors over time and to further examine the influence of the curing process discussed in Chapter 6 on the degradation rate of the cells. Lastly, this chapter seeks to determine the operational limit of the supercapacitors with thermally-cured ionogels by exposing the cells to potential windows above 2.5 V. The long-term stability tests listed in this chapter have been conducted at Warwick University.

Chapter 8 – Provides a summary of the key findings of the thesis together with suggested future work to complement the current findings.
1.3 References


2. Literature Review

2.1 From capacitors to supercapacitors

Supercapacitors are the third generation of electric capacitors (ECs). The history of ECs goes back to 1745 and to the invention of Leyden (or Leiden) jar by Ewald Georg von Kleist [1]. During an experiment with electricity, he connected an electric generator to a nail stuck into the cork of a glass medicine jar. He later received an electric shock by holding the jar in one hand and touching the nail with the other hand. Although he didn’t fully understand the phenomenon, he realised that electric charges can be stored temporarily in such a setting. In fact, the earliest version of Leyden jar was capable of storing 1 nF of capacitance [2]. Pieter van Musschenbroek discovered and explained the same phenomenon a year later and claimed credit for the Leyden jar invention. As shown in Figure 2.1a, a Leyden jar consists of a glass vessel (a dielectric material) with its interior and exterior covered with metal foil (electrodes). They were first put to use in the beginning of the 20th century in radio telegraphy transmitters as a high-voltage capacitor [3]. At this time, the German government capitalised the Leyden jar industry, but this only lasted till the end of World War I. In addition, these devices suffered from being bulky, fragile, and having limited life time and, as capacitors became more prevalent, their structural designs became more practical and economical. These first-generation capacitors are grouped as electrostatic capacitors which consist of two metallic plates separated by a dielectric material and their yield capacitance ranges between 0.1 to 1 μF [4]. Through polarisation of dipoles in the dielectric medium, electric charge can be accumulated at the electrode-dielectric material interface [5].

Second-generation ECs are electrolytic capacitors, in which positive and negative ions can freely move inside a solid or liquid ion conducting medium i.e. the electrolyte. A typical electrolytic capacitor consists of two metallic plates (most commonly aluminium), one of which is coated with an insulating layer (e.g. a metal oxide layer), which acts as a thin layer of electrically insulating material (separator) to remove the possibility of short circuit [6], and finally the electrolyte which fills up the space between the two metallic plates. The electrolyte and the
non-oxidised metal plate act as the cathode and the current collector (ensures uniform distribution of electric current), respectively [7]. Figure 2.1b illustrates the internal structure of a typical electrolytic capacitor. In these devices, electrical charge can be stored by accumulation of ions at the electrode-electrolyte interface. When charge density on the electrode is increased, more oppositely charged ions are attracted (from the electrolyte) and packed onto the electrode surface, and for this reason higher capacitance (in mF range) is achievable in electrolytic capacitors compared to dielectric capacitors [5]. The principle of electrolytic capacitors was discovered by Charles Pollak in 1886 during his research on anodising metals, but it wasn’t until World War II that more research and resources were dedicated on the ECs industry and as a result of which electrolytic capacitors became more efficient and reliable [7].

![Figure 2.1 (a) An early version of Leyden jar dated back to 1755-1799 (available at Teylers museum, Haarlem, Netherlands) [8] and an illustration of electrostatic charges accumulated on the glass jar. (b) Internal structure of an electrolytic capacitor.](image)

The first and second generations of ECs are conventionally utilised as primary circuit elements to store small amount of electric charges and/or for frequency filtration in alternating current circuits [7]. Fast development of materials and electronic devices led into the invention of supercapacitors or electrochemical capacitors (in late 1950s) that are energy storage devices with high power density (from <10 kW kg⁻¹ to 10-50 kW kg⁻¹ depending on the type of supercapacitor [6]) and long cycling life. Double-layer theory proposed by Hermann von Helmholtz in 1879 was the underlying concept behind the invention of supercapacitors and it predicts the presence of a double-layer at the interface between a conductive material and an electrolyte [9]. The first supercapacitor was invented by H. I. Becker from General Electric in 1957 [10]. In 1966 a more ad-
vanced patent was awarded to R. A. Rightmire who was a chemist at Standard Oil Company of Ohio (SOHIO) [11]. In 1971, SOHIO licenced the double-layer capacitor technology to Nippon Electric Company (NEC) and by 1978, NEC's supercapacitor was commercialised. Rapid development of electric vehicles and mobile electronics called for more advancements in the battery and supercapacitor industry, and in 1990s more research funding was advocated by United States Department of Energy (DOE) due to an increasing awareness of the extensive applications of battery and supercapacitors [7]. Today, the application of supercapacitors in the fields of electronics and electrochemistry are diverse. They can be used to generate power and be a peak assist in industry or for automotive applications [4]. They can also replace or supplement batteries in consumer electronics. In addition, micro-sized supercapacitors are widely utilized in biosensors and microelectromechanical systems as an on-chip element [6]. Depending on the type of application, the requirements and thus, supercapacitor cell design may vary. Based on the mechanism of charge storage, supercapacitors are divided into three major types, namely electric double-layer capacitors, pseudocapacitors and hybrid cells. The following sections (2.2-2.4) provide an overview of their working principles.

2.2 Electric double-layer capacitors (EDLCs)

2.2.1 Electric double-layer models
An EDLC consists of two electrodes separated by an ion permeable separator. The space between the electrodes is filled with a liquid or quasi-solid electrolyte and it usually consists of solvated positive and negative ions suspended in solvent(s), or moving inside the quasi-solid backbone. When an EDLC is charged, two layers with opposite charges form at each electrode-electrolyte interface; these layers are commonly described as electric double-layers and they resemble two capacitors in series (Figure 2.2).
Hermann von Helmholtz proposed the electric double-layer capacitor model in 1879 [9] and since then it has been further developed and improved by many including Gouy (1910) [12], Chapman (1913) [13], Stern (1924) [14] and Grahame (1943) [15]. Figure 2.3 compares the most significant molecular models proposed for EDLCs. H. Helmholtz stated that in an EDLC, the charged electrode and the oppositely charged ions adsorbed on the electrode surface can be assumed as parallel plates separated by a small distance (Helmholtz layer) at the electrode-electrolyte interface (displayed in Figure 2.3a). This model is analogous to that of dielectric capacitors and ignores the mobile nature of ions inside the electrolyte. This model was later modified by Gouy and Chapman with the consideration that ions are free to move and thus, their concentration must be continuous in the electrolyte solution [12,13]. This meant that ions are distributed in a region (diffuse layer) with a thickness larger than that of Helmholtz layer. Stern combined these two models to account for the adsorbed ions (Stern layer) as well as the continuous concentration of ions (shown in Figure 2.3b). Grahame further improved this model by dividing the Stern layer into inner and outer Helmholtz planes (IHP and OHP respectively) to distinguish between layers of ions adsorbed by covalent forces and the ones attracted by electrostatic forces (Figure 2.3c) [16,17].
2.2.2 Operating principle

As mentioned in section 2.2.1, a double-layer capacitor is generated at the electrode-electrolyte interface where electric charges are accumulated at the electrode surface whilst ions of opposite charge are built up close to the electrode surface in the electrolyte to meet electroneutrality. In an EDLC, the charge storage mechanism is purely electrostatic with no faradaic current (generated by reversible oxidation and reduction reactions) passing through the electrode-electrolyte interface and the electrode material is electrochemically inactive (mainly carbon-based) [4]. The electrochemical processes taking place at the electrode-electrolyte interface of an EDLC were expressed as follows by Zheng et al. in 1997 [18]:

\[
\begin{align*}
E_1 + \text{Anions} & \xrightarrow{\text{Charge}} E_1^+ // \text{Anions} + e^- \\
E_2 + \text{Cations} + e^- & \xrightarrow{\text{Discharge}} E_2^- // \text{Cations}
\end{align*}
\]  

(Eq. 2.1)

(Eq. 2.2)

where \(E_1\) and \(E_2\) represent the positive and negative electrodes of an EDLC cell, respectively and // expresses the electrode-electrolyte interface. As it is shown, the charge and discharge processes are in principle fully reversible.
2.3 Pseudocapacitors

2.3.1 Operating principle
In contrast to EDLCs, a series of redox reactions takes place within a pseudocapacitive electrode material. Transfer of charges across the double-layer results in a faradaic current passing through the cell. Conductive polymers and a number of metal oxides such as RuO$_2$ [19,20] and MnO$_2$ [21] (which undergo fast surface redox reactions) are good electrode material candidates for pseudocapacitors. It should be noted that the redox reactions take place together with the electrostatic charge adsorption on the electrode surface. Due to this additional charge storage mechanism, pseudocapacitors possess a higher specific capacitance and energy density compared to that of EDLCs [22,23]. Generally, faradaic (or redox) reactions take place at a slower rate compared to non-faradaic (or electrostatic) processes resulting in lower power density than that of EDLCs [24]. Figure 2.4 demonstrates the faradaic reaction taking place at the double-layer of a pseudocapacitor.

![Figure 2.4 Schematic diagram of a pseudocapacitor in which the cations from the electrolyte participate in the redox reaction, M represents the metal atoms in the electrode active material.](image)

2.3.2 Difference between rechargeable batteries and pseudocapacitors
It is important to elaborate on the difference between the operating mechanisms of rechargeable batteries and pseudocapacitors to provide a better understanding of what differentiates these energy storage devices.
In rechargeable batteries, charge is stored via intercalation/insertion of ions into and out of the crystalline electrode material coupled with oxidation and reduction of metal ions available in the electrode material. The capacitance of batteries is dependent on the diffusion of ions in the crystalline electrode material [22]. During a charge and discharge cycle, the electrode material goes through a phase transformation which is characterised by sharp peaks in the current-vs-potential plot (also known as cyclic voltammetry profile, explained in detail in Chapter 3). Basically, ion insertion causes strain in the crystalline framework, which results in phase transformation to overcome the strain. This may result in some volume changes in the electrode which impacts the integrity of the crystalline material [25]. This phenomenon results in the poor cycling stability and short life-time of batteries compared to supercapacitors.

The electrochemical reactions taking place in a pseudocapacitor are very similar to those of rechargeable batteries. In terms of operating mechanism, a pseudocapacitor is in between a rechargeable battery and an EDLC; this means the charge storage takes place via both chemical and electrostatic means. The chemical means of charge transfer involves transfer of charge via reduction and oxidation reactions [7]. The charge storage in pseudocapacitors arises from adsorption and desorption of ions at the electrode-electrolyte interface as well as surface redox reactions which makes capacitance independent of diffusion process. There are no phase transformation taking place in the electrode material during charge/discharge cycles in pseudocapacitors and thus, a higher charge transfer rate is exhibited. In pseudocapacitors the capacitance is a function of the applied potential [25,26].

2.4 Hybrid cells

Hybrid cells are a combination of an EDLC and a pseudocapacitor or a battery (typically a lithium ion battery) where the electrodes have different charge storage mechanisms from each other [24]. This combination takes advantage of the higher energy density in batteries and high power density and durability of supercapacitors [25]. A comprehensive review on different types of battery-supercapacitor hybrid (BSH) devices was done recently by Zuo et al. [27]. They described the operating mechanism of BSH with the aid of the schematic shown in Figure 2.5 as follows: during charge/discharge cycles positive and negative
ions move toward one of the two electrodes, and redox reactions take place in the bulk of the battery-like electrode while ion accumulation and/or rapid charge transfer takes place at the interface of the opposite electrode.

Figure 2.5 General structure and working mechanism of battery-supercapacitor hybrid cell (retrieved from [27]).

2.5 Fundamental characteristics of supercapacitors

2.5.1 Capacitance

Generally, within the operational range of the device, the amount of charge \( Q \) stored within a capacitor (ranging from dielectric capacitors to supercapacitors) is proportional to the voltage \( V \) built up across the two electrodes i.e. the strength of the electric field at the electrode-electrolyte interface. This proportion is called capacitance \( C \) [5,28]:

\[
C = \frac{Q}{V} = \frac{\varepsilon_r \varepsilon_0 A}{d} \quad \text{(Eq. 2.3)}
\]

where \( \varepsilon_r \) is the relative permittivity of the dielectric material, \( \varepsilon_0 \) is the vacuum permittivity, \( A \) is the area of electrode-electrolyte interface and \( d \) is the thickness of the double layer. This thickness, \( d \), is in the order of angstroms in supercapacitors with concentrated electrolytes and, due to porous nature of electrode materials used in these devices (\( A \sim 1000 \, \text{m}^2 \, \text{g}^{-1} \)) [29], the capacitance of the cell becomes considerably larger than that of dielectric and electrolytic capacitors (between \( 10^2 \) - \( 10^4 \) F for commercial capacitors [5]).

The internal structure of a supercapacitor is equivalent to two capacitors \( C_1 \) and \( C_2 \) connected in series (as shown in Figure 2.2). Each electrode-electrolyte
interface represents a single capacitor. Therefore, the total capacitance of the cell \((C_T)\) can be expressed as:

\[
C_T = \frac{C_1 C_2}{C_1 + C_2}
\]  
(Eq. 2.4)

where \(C_1\) and \(C_2\) are the capacitances of the two electrode-electrolyte interfaces. In the case of a symmetrical cell (where both electrodes are identical), \(C_T\) will be equal to half of the capacitance of either electrode, while in an asymmetric design, this value is dominated by the electrode material with smaller capacitance. Although capacitance is a key characteristic parameter for energy storage devices, it is not sufficiently informative with regards to supercapacitors, in which case this parameter is expressed as a gravimetric (mass-based) or a geometric (area or volume-based) value and is referred to as specific capacitance \((C_{sp})\).

The areal capacitance has a unit of Farads per square centimetre \((F \text{ cm}^{-2})\) in the context of the planar surface area of the electrode active material \((A_{planar})\). Gravimetric \(C_{sp}\) has a unit of Farads per gram \((F \text{ g}^{-1})\) and it incorporates the total mass of the active material on the electrodes. [7,30]. Two ways have been proposed to calculate the gravimetric \(C_{sp}\) [7,29,31,32]:

\[
C_{sp} = \frac{C_T}{A_{planar}} \times A_{BET}  
\]  
(Eq. 2.5)

\[
C_{sp} = \frac{C_T}{m_T}
\]  
(Eq. 2.6)

where \(A_{BET}\) is the total non-planar surface area of the porous electrode measured using Brunauer–Emmett–Teller (BET) surface area analysis technique (explained in Chapter 3) and \(m_T\) represents the total mass of the active material on the electrodes (typically in grams). The first route described in Eq. 2.5 assumes that the total BET surface area is accessible to the ions, which can be an overestimation since there may be some pores within the porous electrode that are inaccessible [7,32]. Gravimetric capacitance is the most often cited parameter in describing the performance of experimental supercapacitor [31], despite some researchers’ belief that gravimetric value can be an inaccurate representation of cell performance when the mass of active material is negligible compared to other components of a cell [33,34]. For this reason, the specific capaci-
tance of commercial devices are usually normalised by the mass/size of the packaged device [31].

Due to the lack of a standard or an agreed method in describing supercapacitor performance, providing a clear and meaningful comparison between experimental work and reported works can be challenging. In addition, it is crucial to clarify whether the reported $C_{sp}$ is associated with the full cell capacitance ($C_{sp \text{ total}}$) or a single electrode ($C_{sp1}$). This is important as the difference between the two is a factor of 4 [29]. Assuming $m_1 = m_2$ and $C_1 = C_2$:

$$C_{sp1} = C_{sp2} = \frac{C_1}{m_1} \quad \text{(Eq. 2.7)}$$

$$C_{sp \text{ total}} = \frac{C_T}{m_1 + m_2} = \frac{C_1}{2m_1} = \frac{C_{sp1}}{4} \quad \text{(Eq. 2.8)}$$

### 2.5.2 Equivalent series resistance

The equivalent series resistance ($R_{ESR}$) is the sum of various types of resistances present in a cell including contact resistance between the electrode active material and the current collector, intrinsic resistance of the active material, bulk resistance of the electrolyte and mass transfer resistance at the electrode-electrolyte interface [6,35].

### 2.5.3 Energy density and Power density

When a potential, $V$, is applied to a capacitor, a certain amount of work ($dw$) is done to move an equivalent quantity of charges ($dQ$) and accumulate at the electrode-electrolyte (or electrode-dielectric material) interface. If no heat is dissipated during this process, the amount of work done would be equivalent to the amount of energy stored in the capacitor [5,7] and can be expressed as:

$$\frac{dw}{dQ} = V = \frac{Q}{C} \quad \text{(Eq. 2.9)}$$

$$W = \int_0^Q \frac{Q}{C} dQ = \frac{1}{C} \times \frac{Q^2}{2} = \frac{1}{C} \times \frac{(CV)^2}{2} = \frac{1}{2} CV^2 \quad \text{(Eq. 2.10)}$$

$$E = \frac{1}{2} C_{sp} V^2 \quad \text{(Eq. 2.11)}$$

where $E$ is the specific energy and has a unit of Wh kg$^{-1}$. Another key indicator of the performance of a capacitor is its specific power ($P$) which describes how
fast the stored energy can be delivered to the external load \( R_L \) per mass of the active material [5,36]:

\[
P = \frac{E}{t} = \frac{i^2 \times R_L}{m_T} = \left( \frac{V}{R_{ESR} + R_L} \right)^2 \times \frac{R_L}{m_T}
\]

(Eq. 2.12)

Maximum specific power \( P_{max} \) is achieved when \( R_L = R_{ESR} \),

\[
P_{max} = \left( \frac{V}{2 \times R_{ESR}} \right)^2 \times \frac{R_{ESR}}{m_T} = \frac{V^2}{4 \times R_{ESR} \times m_T}
\]

(Eq. 2.13)

where \( i \) is the current going through the circuit, \( t \) is the full discharge time of the capacitor [5].

2.5.4 Long-term stability

Application life-time is another performance indicator of an energy storage device. The end-life of supercapacitors has been defined as a 20-30% capacitance loss or doubling of \( R_{ESR} \) resistance by some researchers [29,37]. Different techniques have been used to evaluate the life-time of supercapacitors.

Cycle-life or cycling stability refers to the stability of a system after many charge-discharge cycles and it can reflect the duty cycle of the cell [37]. The analysis test procedure involves a single electrode or a complete cell undergoing continuous charge and discharge cycles whilst comparing the value of capacitance throughout the cycling process. Carbon-based EDLCs have shown very high cycling stability (\( \geq 10,000 \) for activated carbon-based EDLCs [38]). However, pseudocapacitors possess a shorter cycle-life compared to that of double layer capacitors. This is due to the fact that pseudocapacitive electrode materials degrade over time by interacting with electrolyte ions and going through many redox reactions [25,39]. Cycling stability is also dependent on charge-discharge rate (also known as scan rate), electrolyte, potential window and operating temperature [6].

The cycling stability test can be highly time consuming and according to Weingarth et al., it is not sufficient as an indicator of long-term stability of a double-layer capacitor [37]. For instance, in applications where the cell is being utilised in an emergency or back-up system and is continuously kept at the charged state until an emergency event takes place, cycling stability would not
be meaningful. Okamura et al. [40] argued that during the cycling stability test only a “derated” voltage is applied to the capacitor which means that for the majority of the cycling test, the capacitor is exposed to potentials below the assumed potential limit or stability limit, and thus, the measured life-time of the cell becomes larger than the real value [37]. Another method utilised for long-term stability characterisation is the ‘constant voltage load’ or ‘float test’ [37,41,42] during which the capacitor is held at the nominal potential and the change in capacitance is recorded as a function of time by occasional charge-discharge cycles. Figure 2.6 represents the results reported by Weingarth’s team comparing the percentage of capacitance variation with time realised via both of the mentioned techniques [37]. Based on their results using float test, it only took 30 hours for the supercapacitor cell to reach a 30% capacitance drop while a total of ~350 hours of cycling test resulted in 30% drop of the initial capacitance value. Therefore, meaningful information about the long-term stability of supercapacitors can be achieved using the ‘float test’ technique in a less time-consuming manner compared to continuous cycling test.

![Figure 2.6 Float (or voltage hold) test and cycling test results as a function of real test time of a full supercapacitor cell using YP17 activated carbon and 1 M tetraethylammonium tetrafluoroborate (TEABF₄) in acetonitrile. The hold voltage was set to 3.5 V while the lower and upper voltage limit for cycling test was set to 0.0 and 3.5 V, respectively [37].](image)

2.6 Activated carbon as electrode material for EDLCs
Activated carbon (AC) is an assembly of defective graphene and graphite sheets resulting in a carbon material with high porosity and thus, high surface area [43,44]. H. Fritz Stoeckli described the structure of AC as a disorganised
microporous network and proposed the schematic displayed in Figure 2.7 for its structure which resembles a mixture of crumpled papers and wood shavings with gaps of various sizes and shapes in between [45]. Generally, any inexpensive material with high carbon and low inorganic content can be a suitable raw material for AC production. Activated carbon is manufactured by either thermal (or physical) or chemical activation process [44,46,47]. In the former method, the raw material is first carbonised by being heated (400-900°C) in the absence of oxygen. The product of this stage is referred to as char. The char is then heated between 350-1000°C in the presence of oxidising gases (CO₂, steam, air, or a mixture of them). In the chemical route, the process of carbonisation and activation (at 450-900°C) is combined into one step by introducing activating agents to the raw material. Examples of these activating agents are ZnCl₂, KOH and H₃PO₄.

![Figure 2.7 schematic representation of activated carbon by H. F. Stoeckli [45].](image)

As expressed in equation 2.3, capacitance is directly related to the area of the interface between active electrode material and the electrolyte. However, numerous studies have reported otherwise. For instance, Shi reported the specific surface area of 34 different activated carbons and their corresponding specific capacitances [48]. Table 2.1 provides examples of his work where the relation between \( C_{sp} \) and \( A_{BET} \) does not follow the theoretical trend. Another study was conducted a few years later by Qu and Shi and a similar observation was made, i.e. some ACs with larger \( A_{BET} \) had a smaller specific capacitance than those with smaller \( A_{BET} \) [43]. This phenomenon is thought to have two primary reasons; firstly, the specific surface area measured by the BET technique may not be fully accessible to the electrolyte charge carriers which creates a degree of
mismatch between experimental and theoretical values. This is very likely to be the case when large organic ions are present in the electrolyte. Secondly, the effect of pore size distribution and functional groups on the AC surface need to be taken into consideration as many publications have reported on their relation to specific capacitance [49–51].

Table 2.1 Examples of different activated carbon electrodes and their corresponding EDLC specific capacitance (in aqueous electrolyte) and BET specific surface area. Retrieved from [48]. The M groups refer to activated carbon microbeads and the FD, FT and FU groups are activated carbon fibres.

<table>
<thead>
<tr>
<th>Activated carbon</th>
<th>$C_{sp}$ of single electrode / Fg$^{-1}$</th>
<th>$A_{BET}$ / m$^{2}$g$^{-1}$</th>
<th>Pore volume / cm$^{3}$g$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M20</td>
<td>378.8</td>
<td>2129.0</td>
<td>1.0</td>
</tr>
<tr>
<td>M30</td>
<td>272.5</td>
<td>2571.2</td>
<td>1.2</td>
</tr>
<tr>
<td>FD1</td>
<td>135.1</td>
<td>1851.0</td>
<td>1.0</td>
</tr>
<tr>
<td>FD2</td>
<td>160.0</td>
<td>1560.0</td>
<td>0.7</td>
</tr>
<tr>
<td>FT2A</td>
<td>140.0</td>
<td>1330.6</td>
<td>0.5</td>
</tr>
<tr>
<td>FT7A</td>
<td>140.0</td>
<td>2137.5</td>
<td>0.9</td>
</tr>
<tr>
<td>FU11B</td>
<td>147.4</td>
<td>2441.7</td>
<td>1.0</td>
</tr>
<tr>
<td>FU11C</td>
<td>249.2</td>
<td>2015.0</td>
<td>0.9</td>
</tr>
</tbody>
</table>

An interesting study was performed by Gryglewicz and co-workers on the influence of pore size distribution on the double-layer capacitance [50]. After investigating a series of activated carbons as the electrode active material for EDLC with $A_{BET}$ ranging between 340-1270 m$^{2}$g$^{-1}$ and a wide range of mesopore content (16.7% to 86.9% of total pore volume) in both acidic and alkaline electrolytes, they concluded that sufficient specific surface area is equally as important as pore size distribution. This argument seems logical when looking at the main goal which is to increase ion accessibility to the electrode surface. Logically, due to its great sensitivity, an increase in $A_{BET}$ can be associated with a rise in micropore (d<2 nm), mesopore (2<d<50 nm) or macropore (>50 nm) volume or a combination of them. Depending on the size of the charge carriers, one of these cases is more favourable. Regarding Table 2.1 (results reported by Shi [48]), cells made with FT activated carbon, possess the same specific capacitance value (140.0 Fg$^{-1}$) while FT7A possesses a larger $A_{BET}$ and pore volume.
compared to FT2A. This could be attributed to pore size distribution of the FT7A not agreeing with the size of the ionic species in the aqueous electrolyte.

Furthermore, several publications have shown an improvement in the capacitive performance of activated carbon-based EDLCs by modifying the surface function of the activated carbon electrode. Fang and Binder showed that the presence of the organic functional group \(-(\text{CH}_3\text{O})_2\text{SiCH}≡\text{CH}_2\), can increase the hydrophobicity of AC and thus increase its affinity to non-polar organic electrolytes such as propylene carbonate (PC) i.e. improving the wettability of the electrode by such electrolytes [51]. Another noteworthy example is the work done by Hsieh and Teng on the influence of oxygen treatment on the properties of AC supercapacitors [49]. As a result of the treatment, carbonyl and quinone-type groups were introduced to the surface of the AC causing Faradaic current to pass through the system during the charge and discharge cycles and increasing the capacitance by 25%.

Activated carbon is an attractive material for energy storage applications, specifically supercapacitors, due to their high surface area, low cost, abundancy of its sources and well-established electrochemical properties. Some examples of carbon-rich precursors used to derive AC includes agricultural residue [46], coconut shell [52], Paulownia flower [53] and waste tea [54]. More details on the preparation of activated carbon-based electrodes are given in Chapter 3.

2.7 Ionic liquids

Ionic liquids (ILs) are salts with melting points below 100°C and are exclusively made of cation and anions; meaning this class of salts does not require a solvent in order to be dissociated [55]. Room temperature ionic liquids (RTILs) are salts with melting points below room temperature. Ionic liquids consist mostly of large organic cations and small (organic/inorganic) anions.

The first ionic liquid is believed to have been synthesised in 1914 by Walden [56]. He reported the synthesis of ethylammonium nitrate \((\text{C}_2\text{NH}_3\text{NO}_3)\) IL with a melting point of 12°C via the reaction between ethylamine and concentrated nitric acid. This was followed by Hurley and Weir’s work in which they reported a room temperature synthesis route of an IL by mixing and heating 1-ethylpyridinium chloride with chloroaluminate \((\text{AlCl}_3)\) [57]. Subsequently, differ-
ent researchers extensively investigated the application of AlCl$_3$ in IL fabrication [58–60]. However, the hygroscopic nature of fabricated ILs (including AlCl$_3$-based ILs) was the major influencer of a lack of scientific and industrial interest and progress in these materials. In 1992 the first air and water stable ILs were reported by Wilkes and Zaworotko, based on an organic cation (imidazolium) and two different inorganic anions (tetrafluoroborate and hexafluorophosphate) [61]. It was reported later that the application of more hydrophobic anions made the IL more stable towards moisture for a longer duration [62,63]. Figure 2.8a and 2.8b present the number of published documents relating to ionic liquids in terms of year of publication and subject area since 1914. As shown in Figure 2.8a, a limited number of publications per year in the early and mid-20th century has transformed into more than 6600 publications in 2017, and a multidisciplinary field of ILs. Around 7.5% of the publications (a total of ~5800 publications since 1914) in this field are reportedly dedicated to the application of ILs within the discipline of energy. Numerous publications have investigated the application of ionic liquids as the electrolyte for batteries and supercapacitors [64–67].

Electrolytes are a key component of an electrochemical system and they can greatly influence the properties and performance of a cell. An electrolyte resides inside the active material and the separator and provides ionic conductivity between the two electrodes. The most suitable electrolyte must ideally satisfy the following criteria [6]:

Figure 2.8 (a) Publications containing the phrase "ionic liquid" in the title, abstract and key words as a function of time and (b) subject area. The bar chart represents a total of 77307 publications between 1914 and 2017 (Determined by Scopus).
Liquid electrolytes used for supercapacitors are categorised into three major groups, namely (i) aqueous, (ii) organic and (iii) ionic liquids. Table 2.2 provides a comparison between the key physiochemical properties of the three major electrolyte groups. The physiochemical properties of ILs are highly temperature dependant. Generally, ILs have higher viscosity at room temperature (ranging between 10 and 500 mPa s) compared to other molecular solvents [68]. The viscosity is determined by the Van der Waals forces, hydrogen bonds and electrostatic forces present in the ionic system. For instance, it has been shown that ILs with fluorinated anions possess high viscosities due to the increased tendency of H-bond formation [68,69]. In addition, the presence of lengthy alkyl chains in the cation results in higher viscosity as stronger Van der Waals forces exists between cations [62].

Being made exclusively of positive and negative ions, ILs are expected to have high ionic conductivity. Generally, conductivity of a solution is dependent on the number of charge carriers and their mobility [68]. At room temperature, the ionic conductivity of ILs is lower than those of concentrated aqueous electrolytes which is mainly associated to large constituent ions, high viscosity and ion aggregation [68,70]. As the temperature of ILs is raised beyond room temperature, the overall viscosity is reduced and thus, the ionic conductivity increases [71].

Ionic liquids are mostly non-flammable (depending on the cation and anion combination) and possess low vapour pressure [70]. This property makes IL a safer candidate for the electrolyte in energy storage systems including batteries and supercapacitors [65]. In addition, ILs have a wide electrochemical potential window, defined as the potential range within which the electrolyte is not oxidised or reduced at the electrode surface [68]. As it is shown in equation 2.11 (section 2.5.3), the energy density is proportional to the capacitance and square of the potential window. Therefore, widening the potential window is more beneficial in terms of the amount of energy stored in the device compared to the influence of the specific capacitance.
<table>
<thead>
<tr>
<th>Electrolyte category</th>
<th>Operation temperature limit(s)</th>
<th>Viscosity at room temperature / mPa s</th>
<th>Ionic conductivity (at room temperature) / mS cm$^{-1}$</th>
<th>Potential window with carbon-based electrodes</th>
<th>Comments</th>
</tr>
</thead>
</table>
| Ionic liquid [6,65,68,72] | i) Aprotic
  ii) Protic
  (Cheaper and easier to synthesise than aprotic ILs) | Up to 450°C | 10-500 | 14 | 11
  i) >3 V
  ii) 3.4-3.5 V | Non-flammable, non-volatile, costly |
| Organic [6,73] | Typically, Conductive salts dissolved in AN or PC | Example:
  0.65 M TEABF$_4$ in:
  i) PC $\rightarrow$ 242°C
  ii) AN $\rightarrow$ 82°C | 0.65 M TEABF$_4$ in:
  i) PC $\rightarrow$ 2.5
  ii) AN $\rightarrow$ 0.3 | 0.65 M TESBF$_4$ in:
  i) PC $\rightarrow$ 10.6
  ii) AN $\rightarrow$ 49.6 | Typically: 2.5-2.8 V | i) PC $\rightarrow$ low conductivity compared to AN
  ii) AN $\rightarrow$ Flammable and volatile.
  More expensive compared to aqueous electrolytes |
<table>
<thead>
<tr>
<th>Electrolyte category</th>
<th>Operation temperature limit(s)</th>
<th>Viscosity at room temperature / mPa s</th>
<th>Ionic conductivity (at room temperature) / mS cm⁻¹</th>
<th>Potential Window With carbon-based electrodes</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aqueous [6,73,74]</td>
<td>Acidic e.g. H₂SO₄ Alkaline e.g. KOH</td>
<td>between 0-100°C</td>
<td>Less than that of ionic liquid and organic electrolytes</td>
<td>Example: i) 1 M H₂SO₄ → 800 ii) 6 M KOH → 600</td>
<td>Typically: &lt;1.2 V</td>
</tr>
</tbody>
</table>
Ionic liquids mostly consist of a large irregular inorganic heterocyclic cation, such as imidazolium and pyrrolidinium, and an organic or inorganic anion including tetrafluoroborate, nitrate and trifluoromethanesulfonate. Figure 2.9 shows examples of some of the most commonly utilised cations and anions for electrochemical applications and their molecular structures. It is this large and antisymmetric ion structure that does not allow easy crystallisation (as occurs easily in inorganic salts like NaCl) that results in low melting points (<100°C) [75].

![Figure 2.9 Examples of some common ionic liquid cations and anions.](image)

High viscosity at room temperature is one of the major issues for ionic liquids as electrolytes in electrochemical devices. For this reason, some attempts have been made to resolve this issue. One commonly suggested method to overcome this problem is to use organic solvents such as propylene carbonate (boiling point of 242°C) [76,77], acetonitrile (boiling point of 82°C) [78,79], butyronitrile (boiling point of 117°C) [80] or 1,2-dichloethane (DCE, boiling point of 83.5°C) [76] as a co-solvent. However, due to the flammable nature of organic solvents, their mixture with ionic liquids seems to be a counterproductive solution considering that the key purpose of IL application is the maintenance of safety.
Increasing the operating temperature is another suggested method to reduce IL electrolyte viscosity and thus, improve ionic conductivity. Operating temperature-dependency of the performance of electrochemical systems containing IL has been widely investigated [81–83]. Zheng et al. reported a ~90% drop in the electrode-electrolyte interface resistance (also known as charge transfer resistance, $R_{ct}$) of a system containing a spinel LiMn$_2$O$_4$ electrode and [TMHA][TFSI] (trimethylhexylammonium bis(trifluoromethane)sulfonylimide) ionic liquid electrolyte (containing 1M LiTFSI salt) when the temperature was increased from 20°C to 50°C [81]. This was attributed to the reduction of IL viscosity as a result of temperature increase. Similarly, Rodrigues et al. demonstrated a 50-fold decrease in the $R_{ct}$ of a methoxymethyltriethylphosphonium bis(trifluoromethylsulfonyl)imide-based lithium ion half cell (lithium titanate electrode) when the operating temperature was increased from 25 to 60°C [82]. Negre et al. reported that the ionic conductivity of an electrolyte containing a mixture of two bis(fluorosulfonyl)imide-based ionic liquids rises from ~5 mS cm$^{-1}$ at 20°C to ~11 mS cm$^{-1}$ at 80°C [83]. However, the application of supercapacitors and batteries are not limited to high operating temperatures. Thus, it is fair to conclude that high viscosity (and as a result, low ionic conductivity) of ILs at room temperature is an issue that remains problematic to this date.

2.8 Immobilisation of ionic liquids for electrochemical applications

Although ionic liquids can overcome the major safety issues associated with the commercial electrolytes for energy storage devices (i.e. flammability and high vapour pressure), the problem of electrolyte leakage remains unresolved. Recently, ionogels have attracted the attention of many researchers as a unique and versatile type of electrolyte for batteries and supercapacitors. Ionogels are ionic liquids confined in a solid/quasi solid structure. Depending on the type and chemical composition of the ionogel, the physical appearance can vary from rigid and brittle to soft and compliant [84,85]. Being confined in a solid/quasi solid matrix helps prevent any problem associated with ionic liquid leakage while preserving its high ionic conductivity [86]. In addition, application of ionogels removes the need for the conventionally used rigid metal casings for safe containment of electrolyte and thus, can result in lighter, safer and more flexible
electronics [84]. This is very attractive to the wearable, printable and portable electronic industries [6]. In addition, other than a physical confinement for ionic liquids, ionogels act as separator inside electrical systems preventing short circuits. This eliminates the need for separators all together [87].

The properties of an ionogel are dependent on the nature of the utilised ionic liquid, the solid backbone and the interaction between them. The following sections aim to describe different types of ionogels and to provide an overview of the most recent literature, mainly in supercapacitor applications.

2.8.1 Different methods of ionic liquid confinement

Depending on the type of the IL-encapsulating network, ionogels are classified into two main categories; organic and inorganic. Organic ionogels are synthesised using low molecular weight gelators (LMWGs) or polymers. The LMWGs are organic molecules that are added to ionic liquids at elevated temperatures and gelation takes place upon cooling of the system. In such ionogels, the gel network interacts with IL through H-bonding, π-π and electrostatic interactions [70]. Polymer ionogels are fabricated through either swelling (or mixing) a polymer inside or (with) IL in the presence of a co-solvent, or by polymerising monomers while using IL as the solvent [88]. This type of ionogel combines the mechanical properties of polymers with the ionic conductivity of ILs. However, polymer-based systems have been shown to negatively impact the thermal stability of the gel electrolyte to the point of polymer degradation when compared to that of pristine IL [89].

Inorganic ionogels are classified into three groups; oxide networks based on sol-gel processing, gels arising from the dispersion of silica nanoparticles and carbon nanotube-based gels. In the latter, the gelation takes place through physical crosslinking of the nanotubes mediated by IL [70]. Similarly, the silica nanoparticles in the presence of an IL form a gel via weak intermolecular forces (Van der Waals and/or H-bonding) while sol-gel based ionogels are covalently bound [90]. Wang et al. published an interesting comparative study between ionogels derived from the last two named techniques. They fabricated EDLCs based on each of the ionogels with similar IL content sandwiched between acti-
vated carbon electrodes and both systems showed comparable thermal and electrochemical characteristics [90].

Unlike organic polymer-based ionogels, sol-gel derived gels have been shown to not impact the thermal stability of the resultant ionogels [89] and depending on the formulation, they can possess comparative ionic conductivity to that of pristine ILs [84,86]. For these reasons, this thesis is focused on this group of ionogels and to further explore this category of electrolytes for supercapacitor applications. Although sol-gel is a well-established field of chemistry, given the big family of ionic liquids and the recent growth of interest in ionogels, specifically in the world of electronics, many knowledge gaps still exist to this date. The following sections aim to highlight different areas that have been studied to this date to provide a clearer vision on where ionogels stand today and which areas require further investigation.

2.8.2 Ionogels through sol-gel processing

Sol-gel is a convenient method for ionogel fabrication in which the ionic liquid is confined in a solid network. The essence of sol-gel chemistry can be simply described as the transformation of (most commonly) a metal alkoxide precursor ([M]OR) into a metal oxide ([M]O[M]) network through a series of hydrolysis and condensation reactions. The hydrolysis reaction refers to the chemical reaction in which a hydroxyl group is linked to the metal atom [91]:

\[
[M]OR + H_2O \rightarrow [M]OH + ROH \quad (2.1)
\]

where \([M]OR\), \(R\) and \(ROH\) represent the metal alkoxide (typically Si(OR)_4), an organic functional group (typically alkyl groups) and an alcohol, respectively. Depending on the catalyst (if present) or the amount of water present in the reaction environment, the process of hydrolysis continues until partial or full hydrolysis of the precursor has taken place. The process of condensation involves (by definition) liberating a water and/or alcohol molecule [91]:

\[
[M]OH + HO[M] \rightarrow [M]O[M] + H_2O \quad (2.2)
\]
\[
\]
The product of the condensation reaction is called the ‘sol’ which is a dispersion of colloidal particles that connect together as the condensation proceeds further to create a three-dimensional structure called the ‘gel’. This is followed by the drying and aging processes (prior to the formation of a stable solid network) where the volatile by-products and solvent(s) are extracted from the structure of the gel and may result in shrinkage. The resultant dried gels are referred to as xerogels (dried via evaporation) or aerogels (typically dried via supercritical extraction of the volatiles) [91,92]. For a gel network to be ‘stable’ (fully gelled), the number of [M]O[M] or metal oxide groups must be maximised while the number of [M]OH (metal hydroxides) and [M]OR groups must be minimised [92]. In the case of ionogel synthesis, although ionic liquid usually does not participate in the formation of the three-dimensional structure (as opposed to cases such as [93,94]), its low vapour pressure prevents solvent evaporation and thus inhibits collapsing of the sol-gel matrix while the gel prevents IL leakage [55]. Typically, no covalent bond is created between IL and silica [95]. The application of ILs as the solvent in a sol-gel process was first reported by Dai et al. in 2000 [96]. 1-ethyl-3-methylimidazolium bis((trifluoromethyl)sulfonyl) imide, [Emim][TFSI], ionic liquid was used in an acid-catalysed sol-gel process to stabilise the gel network during the aging process, after which the ionic liquid was removed from the gel (using acetonitrile, a polar solvent) to create a solid network. This innovative work initiated extensive investigations on the effects of IL on the sol-gel synthesis process and its possible applications in different disciplines. However, the application of sol-gels within this thesis is solely related to solid electrolytes for supercapacitors.

Ionogel preparation can be performed through either a hydrolytic [95,97,98] or a non-hydrolytic [84,85,99,100] (also known as acid solvolysis) sol-gel processing route. In the former technique, the hydrolysis reaction takes place in the presence of water or alcohol and in some cases a small volume of catalyst (e.g. 0.1 M HCl, [95]) is added to initiate the hydrolysis reaction. In the non-hydrolytic method, an acid is utilised both as the reactant and the solvent in the absence of water. The non-hydrolytic sol-gel route is more commonly reported in the literature for the fabrication of ionogel electrolytes which could be ascribed to the minimised volume of water in the electrolyte system. Another key difference be-
tween the two techniques is the rate of hydrolysis and condensation processes which are attributed to the pH dependency of these reactions. It has been shown that acidic conditions favour the hydrolysis of silicon alkoxides while the opposite is true for the condensation of silanol groups, Si–OH (as shown in Figure 2.10) [101]. Therefore, it is expected that under acidic conditions, the hydrolysis process takes place rapidly at first and slows down over time as more alcohol and water is produced [84].

Figure 2.10 Schematic of relative hydrolysis and condensation kinetics of silicon alkoxide as a function of pH. Retrieved from [101].

Furthermore, reactions taking place in a non-hydrolytic sol-gel processing are slightly more complex than the hydrolytic route. This synthesis route that was first introduced by K. Sharp [102] using formic acid (FA) as solvent, involves carboxylation, esterification, hydrolysis and condensation reactions [103]:

Carboxylation  \[ \text{[Si]OR + HOCOH} \rightarrow \text{[Si]OCOH + ROH} \] (2.4)
Esterification  \[ \text{HOCOH + ROH} \rightarrow \text{ROCOH + H}_2\text{O} \] (2.5)
Hydrolysis    \[ \text{[Si]OCOH + H}_2\text{O} \rightarrow \text{[Si]OH + HOCOH} \] (2.6)
Condensation  \[ \text{[Si]OH + [Si]OCOH} \rightarrow \text{[Si]O[Si] + HOCOH} \] (2.8)

where HOCOH and ROCOH represent FA and alkyl-formate, respectively. As can be seen, alkyl-formate is an additional volatile by-product of the non-
hydrolytic synthesis route which is expected to escape the gel structure during aging and drying stages.

Viau et al. provided a systematic comparison between these two synthesis approaches in terms of morphology, pore size, surface area and pore volume of various porous silica encapsulating different imidazolium and pyridinium-based ILs [103]. They argued that due to the reduced formation and release of volatile by-products in the hydrolytic method, a smaller degree of capillary tension and shrinkage occurs compared to the non-hydrolytic counterpart.

2.8.3 Influence of formulation on ionogels

Generally, physical, chemical and electrical properties of the resultant ionogel produced via the sol-gel technique are dependent on the structure of the gel network, the ionic liquid itself and the interaction between the two.

As mentioned in the previous section, the application of a non-hydrolytic sol-gel route based on hydrolysis and condensation of silicon alkoxides is commonly employed for the synthesis of ionogels [84,87,104,105]. This is due to the simplicity, and versatile nature of this method. In addition, the presence of excess water in the ionogel produced via hydrolytic method can jeopardise the cathodic and anodic limits of the potential window (due to water splitting [106], explained in Chapter 7). The formulation of ionogels can determine the mechanical strength, degree of IL confinement, porous structure, surface functional groups and speed of gelation of the silica scaffold [84]. These characteristics are of paramount importance in the case of devices such as supercapacitors to ensure full encapsulation of the IL, to reduce IL diffusion resistance within the gel network, to increase the effective contact area at the electrode-electrolyte interface and finally to minimise the fabrication duration.

Horowitz et al. studied the influence of reactant formulation (precursor: acid catalyst: IL) on the mechanical characteristics, morphology and gelation time of [Emim][TFSI]-based ionogels [85]. Their work demonstrated that the reduction of FA: TMOS (tetramethyloethersilicate) molar ratio as well as increase in the percentage volume of IL, results in an increase in the gelation time. They reported gelation times ranging between 15 minutes (51% IL) to more than 12 hours (>70% IL) at ambient conditions. With the use of scanning electron mi-
croscopy (SEM), they showed that rapid gelation results in the formation of large voids (<5 μm in diameter) in the silica scaffold while in a system with a slower gelation time, a denser silica structure was observed. Furthermore, they demonstrated that by reducing the silica content (or increasing the IL content), a more compliant/soft gel is produced rather than a brittle gel. The physical integrity of ionogels comes with great importance as very soft ionogels (usually with high IL loading) can easily deform in response to low mechanical forces while brittle ionogels as well as ionogels with significant shrinkage are unsuitable for electrolyte-based applications due to their possible loss of contact with the electrode. In a similar work published in 2012, Horowitz and Panzer approximated a 8-9% silica content (relative to the mass of the ionogel) to be the threshold between compliant and brittle ionogels [84].

Another interesting study on ionogels was conducted by Gupta et al. who reported extremely fast (~1 minute) gelation of 1-ethyl-3-methyl tetrafluoroborate-based ionogel using tetraethylorthosilicate (TEOS) and FA with a reactant molar ratio (TEOS:FA) of 1:8 and low ionic liquid content (0.25 to 0.35 mol%) [100]. However, this formulation may not be viable for electrochemical applications due to the low ionic liquid content which results in low ionic conductivity. Based on the results of a series of BET, thermogravimetric analysis (TGA) and transmission electron microscopy (TEM) characterisations, fast gelation resulted in 35-45% blind pores inside the silica scaffold which was mainly associated with the entrapment of the volatile by-products in the scaffold in the presence of the ionic liquid (compared to only 6% blind pores in the absence of the ionic liquid). Interestingly, by removing IL from the formulation, the gelation time increased to 5-6 days. Even though no explanation was given for this observation, it is clear that the presence of IL and the type of the IL can influence the gelation rate.

Sol-gel materials derived from alkoxysilane precursors can form various inorganic-organic hybrid structures via different combinations of precursors. A common formulation is to combine different silicon alkoxides to modify the mechanical characteristics and surface functional groups of the ionogels. One commonly reported combination is the mixture of a tetraalkoxysilane (typically TMOS or TEOS) and an alkyltrialkoxysilane (e.g. trimethoxymethylsilane, MTMS) [86,107,108]. The presence of [Si]-R bonds (where R represents a func-
tional alkyl group) in the sol mixture, results in a delay in gelation and a lower degree of shrinkage due to fewer crosslinks across the gel. In addition, depending on the alkyl group, its chain length, and the number of R groups available, the hydrophobicity of the gel scaffold can also vary. Neouze et al. reported a maximum gelation period of 36 hours for an ionogel synthesised via a non-hydrolytic sol-gel route using TMOS, MTMS and 1-butyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide ionic liquid at a 1:1:x molar ratio (TMOS:MTMS:IL, x=0.5, 1.0) [86]. By removing MTMS from the formulation the gelation period dropped to 1 hour. It has also been shown that gel scaffolds containing higher molar ratio of MTMS to TMOS, possess higher BET surface area [108]. This shows that the slight variations in the formulation can induce significant changes in the structure of the gel network. Furthermore, the presence of methyl groups can make the ionogel stable towards water [86,103] which is beneficial for electrochemical applications. It was also shown that the thermal stability of ionogels remained unaltered when a large number of methyl groups were incorporated in the gel network [86]. Therefore, in addition to the processing of ionogels, it is crucial to know whether the silica network can influence the electrochemical behaviour of the ionogels. However, this has not been explored extensively in the literature.

2.8.4 Influence of ionic liquid on the structure of the solid network
The presence of ionic liquid has been shown to influence the structure of the solid network [103,109,110]. Ionic liquids have been used as a 'drying control additive' to assist the silica network to relax the interface strain caused by the evaporation of volatiles and minimise the subsequent shrinkage of the solid network [109,111]. It has also been shown that the IL cation and anion combination, as well as the synthesis route (hydrolytic or non-hydrolytic), can greatly influence the porosity of the gel network and its gelation rate [103]. Furthermore, the type and degree of interaction between IL and the confining structure has been shown to be material dependent and it can influence the mobility of ions inside the gel network resulting in changes in ionic conductivity of the ionogel [98,101].

Table 2.3 highlights some additional studies performed on ionogels via the sol-gel technique. It is this wide range of possibilities and diversity of ionogels that
demands further investigation and research in this field to be able to create application specific systems. For these reasons, the work of this thesis is designed to further explore and study around (a) the influence of silica precursor on the physical properties and electrochemical performance of ionogels as electrolyte for EDLCs, (b) the strength of interactions between the chosen IL and pore walls of the confining silica matrix, and lastly, (c) the effect of curing process on the physical properties, electrochemical performance and degradation rate of the EDLCs. The latter objective is designed to address two of the key issues associated with sol-gel based ionogels which are slow gelation and poor performance at room temperature. The role of each chapter towards achieving the outlined objectives of this

| Precursor(s) | Synthesis route and catalyst (if any)
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>TMOS</td>
<td>Non-hydrolytic-FA in-situ</td>
</tr>
<tr>
<td>Ionic liquid</td>
<td>[Emim][TFSI]</td>
</tr>
<tr>
<td>Reactant molar ratio</td>
<td>a: b: c</td>
</tr>
<tr>
<td>Gelation duration</td>
<td>21 hours</td>
</tr>
<tr>
<td>Aging duration and condition</td>
<td>3 hours Under N2 humidity &lt;1%</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>TMOS</td>
<td>Non-hydrolytic-FA in-situ</td>
</tr>
<tr>
<td>Ionic liquid</td>
<td>[Emim][TFSI]</td>
</tr>
<tr>
<td>Reactant molar ratio</td>
<td>i) 1:6:6 (compliant) ii) 1:7.8:1 (brittle)</td>
</tr>
<tr>
<td>Gelation duration</td>
<td>i) Within 24 hours ii) Within 2 hours</td>
</tr>
<tr>
<td>Aging duration and condition</td>
<td>i) 12 days ii) 15 days (ambient conditions)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>TMOS:TEOS 1:1</td>
<td>Non-hydrolytic-Methanolic acid in-situ</td>
</tr>
<tr>
<td>Ionic liquid</td>
<td>(PIP13-FSI): (PYR14-FSI) 50:50 (weight)</td>
</tr>
<tr>
<td>Reactant molar ratio</td>
<td>2:5:c</td>
</tr>
<tr>
<td>Gelation duration</td>
<td>Within 24 hours (reactants were mixed for over 18 minutes at 40°C)</td>
</tr>
<tr>
<td>Aging duration and condition</td>
<td>4 days at 50°C (argon atmosphere)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>VTES:TMOS 1:1</td>
<td>Non-hydrolytic-FA ex-situ</td>
</tr>
<tr>
<td>Ionic liquid</td>
<td>[Bmim][BF4]</td>
</tr>
<tr>
<td>Reactant molar ratio</td>
<td>2:5:c</td>
</tr>
<tr>
<td>Gelation duration</td>
<td>3 hours (at 50°C)</td>
</tr>
<tr>
<td>Aging duration and condition</td>
<td>50°C for 3 hours+100°C for 2 days</td>
</tr>
<tr>
<td>Precursor(s)</td>
<td>Synthesis route and catalyst (if any)</td>
</tr>
<tr>
<td>-------------</td>
<td>--------------------------------------</td>
</tr>
<tr>
<td>TMOS</td>
<td>Hydrolytic-CA in-situ</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>TMOS</td>
<td>Non-hydrolytic-FA in-situ</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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3. Methodology and characterisation techniques

3.1 Electrode fabrication
The activated carbon (AC) electrodes were manufactured and supplied by WMG innovation centre at university of Warwick. Activated carbon ink was prepared by mixing YP50-F (Kuraray Chemical Co.), 8 wt% polyvinylidene fluoride binder (PVDF, Solvay) in n-methyl pyrrolidinone (NMP, Fisher Scientific) and carbon black (Imerys) as a conductivity enhancer, in the ratio 87:8:5 in NMP, in a high torque mixer (Buhler, Switzerland) for less than 4 hours. The mixed ink was then coated onto aluminium foil (current collector) using a reel to reel coater (Magtec, UK) with a three-stage dryer. The resultant electrode was further dried overnight under vacuum at 120°C before light calendaring. Electrode calendaring is a process in which the electrode sheets are passed under a series of high-pressure rollers to give a smooth finish and high coating density to the electrodes [1]. Two different sets of AC electrode sheets with different mass loadings (1.8 and 5.4 mg cm\(^{-2}\)) were supplied by WMG for the duration of this project. The utilised AC electrode for different studies is indicated in each chapter.

3.2 Coin cell assembly tools
The received activated carbon electrode sheets had dimensions of 200 x 297 mm. Electrode disks of 15 mm diameter were cut using a compact precision disc cutter (MTI Corporation, USA). Separators (when applicable) were also cut using the same tool with a 20 mm die set. Separator sheets were cut slightly larger than the electrodes to prevent short circuit while assembling the cell. The electric double-layer capacitors (EDLCs) were assembled inside CR2032 coin cells using a digital pressure controlled electric crimper (MTI Corporation, USA). The CR2032 coin cell components (displayed in Figure 3.1) were purchased from PI-KEM, UK.

The CR2032 coin cell was 20 mm in diameter and 3.2 mm in thickness (when crimped). It was crucial that the pressure across various components was uniform from one cell to another in order to ensure good reproducibility in coin cell construction. In addition, one must ensure that enough pressure was applied
within the cell so that components stay in place after being crimped. For such coin cells, the thickness had to be less than 3.2 mm. Considering that the wavy spring had a thickness ranging between 0.35-2.50 mm depending on its compression level, the total thickness of the remaining components within each cell must range between 0.70-2.85 mm. Table 3.1 summarises the thickness of various components present in each cell and it can be observed that the total in cases with and without ionogel electrolyte was within the acceptable range. For the assembly reported here, two spacers were utilised.

![Figure 3.1 Different coin cell CR2032 components utilised for the EDLCs fabrication together with a Celgard separator. Application of this separator is discussed in Chapters 5 & 6.](image)

Table 3.1 Thickness of various components inside each coin cell with and without ionogel electrolyte. Thickness of components marked with * were measure using scanning electron microscopy. The total thickness of each cell without the spring must stay in 0.70-2.85 mm range.

<table>
<thead>
<tr>
<th>Full Cell components</th>
<th>Thickness / mm With Ionogel</th>
<th>With Celgard separator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top case</td>
<td>(0.28) x 1</td>
<td>(0.28) x 1</td>
</tr>
<tr>
<td>Spring (minimum-maximum)</td>
<td>(0.35-2.50) x 1</td>
<td>(0.35-2.50) x 1</td>
</tr>
<tr>
<td>Spacer</td>
<td>(0.50) x 2</td>
<td>(0.50) x 2</td>
</tr>
<tr>
<td>Electrode disk (Al + AC)*</td>
<td>(0.05-0.10) x 2</td>
<td>(0.05-0.10) x 2</td>
</tr>
<tr>
<td>Separator*</td>
<td>(0.04-0.20) x 2</td>
<td>(0.03) x 1</td>
</tr>
<tr>
<td>Bottom case</td>
<td>(0.25) x 1</td>
<td>(0.25) x 1</td>
</tr>
<tr>
<td><strong>Total (without spring) / mm</strong></td>
<td>1.71-2.13</td>
<td>1.66-1.76</td>
</tr>
</tbody>
</table>
3.3 Physical and chemical characterisation techniques

3.3.1 Raman spectroscopy and multivariate curve resolution

Raman spectroscopy is a powerful technique that combines the spatial resolution of an optical microscope with spectroscopic analysis to obtain molecular information from micro-scaled space within a substance. Raman spectroscopy provides information about the vibrational frequencies of covalent bonds within a sample, which can be used to determine its composition and structure.

When a sample is illuminated with a monochromatic beam of light, molecules can be excited to a virtual energy state upon interacting with photons which are scattered elastically (Rayleigh scattering) and inelastically (Raman scattering). Figure 3.2 depicts the origin of Rayleigh and Raman scattering. The arrows demonstrate the change in the molecule energy level as it interacts with the excitation photon. When a photon is scattered to lower energy than that of the excitation photon, it is referred to as Stokes scattering and conversely, when the excitation photon gains energy upon collision/interaction with the molecule, it is referred to as anti-Stokes scattering. The latter is of lower intensity compared to Stokes scattering since it requires the molecule to be in an excited state (i.e. unstable state) prior to collision with the photon and most molecules reside in the ground state at standard temperature and pressure.

The energy difference between the excitation photon \( E_{ex} \) and the scattered photon \( E_{sc} \) must be equal to the energy difference between the two allowed vibrational states of the molecule [2]. Based on Planck’s law, the change in the vibrational energy of the molecule \( \Delta E \) can be calculated according to:

\[
\Delta E = |E_{ex} - E_{sc}| = h\nu_v \quad \text{(Eq. 3.1)}
\]

where \( h \) is the Planck’s constant \((6.63 \times 10^{-34} \text{ m}^2\text{kg s}^{-1})\) and \( \nu_v \) is the vibrational frequency of the molecule. In cases where the excitation photon has the appropriate energy, it can cause excitation of the molecule to a higher electronic state rather than a virtual energy state. The molecule then relaxes back to the ground state emitting photons which can mask Raman scattering and for this reason it should be avoided. This phenomenon is called fluorescence and the most effective way to eliminate/reduce this defect is to utilise a suitable laser source with longer wavelength (i.e. lower excitation energy) [2].
Figure 3.2 Modified Jablonski diagram illustrating molecular transition between energy levels via Rayleigh and Raman scattering. If the exciting photon has sufficient energy, fluorescence can take place which involves transition of the molecule to an excited electronic state (represented here by $E_1$) which then decays back to the ground energy state ($E_0$) emitting a strong radiation.

A Raman spectrum is a plot of Raman intensity of the scattered radiation versus vibrational frequency ($\bar{v}_v$) or Raman shift which refers to the difference between Raman scattering frequency and the excitation frequency traditionally expressed in wavenumbers (waves per unit length, cm$^{-1}$):

$$\bar{v}_v (\text{cm}^{-1}) = \frac{10^{-7}}{\lambda_{ex} (nm)} - \frac{10^{-7}}{\lambda_{sc} (nm)}$$  \hspace{1cm} (Eq. 3.2)

$$\bar{v}_v (\text{cm}^{-1}) = \frac{v_v (\text{Hz})}{c} = \frac{1}{\lambda}$$  \hspace{1cm} (Eq. 3.3)

where $\lambda_{ex}$ and $\lambda_{sc}$ represent excitation and scattered wavelengths, respectively and c represents the speed of light (3x10$^8$ m s$^{-1}$). In order for a vibration of a molecule to be Raman active, there must be a change in its polarizability during the vibration [2,3]. Polarizability is defined as the ease at which the electron cloud of a molecule is distorted when placed in an electric field. The number of vibrational modes of a molecule is dependent on its linearity and number of atoms in the molecule (n) where a linear molecule has 3n-5 and a nonlinear mol-
ecule has 3n-6 vibrational modes [4]. Some examples of the molecular vibrational modes are provided in Table 3.2.

<table>
<thead>
<tr>
<th>Mode of vibration</th>
<th>Symbol</th>
<th>Schematic illustration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stretching (in-plane)</td>
<td>( \nu )</td>
<td><img src="image" alt="Schematic" /></td>
</tr>
<tr>
<td>Rocking (in-plane)</td>
<td>( \rho )</td>
<td><img src="image" alt="Schematic" /></td>
</tr>
<tr>
<td>Scissoring (in-plane)</td>
<td>( \delta_s )</td>
<td><img src="image" alt="Schematic" /></td>
</tr>
<tr>
<td>Wagging (out-of-plane)</td>
<td>( \omega )</td>
<td><img src="image" alt="Schematic" /></td>
</tr>
<tr>
<td>Twisting (out-of-plane)</td>
<td>( \tau )</td>
<td><img src="image" alt="Schematic" /></td>
</tr>
</tbody>
</table>

The position of each band in the Raman spectrum is governed by Hooke’s law principle where a covalent bond can be represented by a spring as shown in Figure 3.3.

![Figure 3.3](image)  

**Figure 3.3** A diatomic molecule with masses \( m_1 \) and \( m_2 \) connected by a spring. The term \( K \) represents strength of the spring (spring constant) i.e. strength of the covalent bond.

The vibrational frequency (\( \bar{\nu} \)) of a diatomic molecule is expressed as [4]:

\[
\bar{\nu} = \frac{1}{2\pi c} \sqrt{\frac{K}{m_1 + \frac{1}{m_2}}} \quad \text{(Eq. 3.4)}
\]
where \( m_1 \) and \( m_2 \) are the masses of atoms involved in the covalent bond. Based on the equation 3.4, the position of a Raman band or the frequency of vibration of a band is influenced by the strength of the covalent bond and the mass of the atoms involved in the bond.

The design of the Raman instrumentation is shown in Figure 3.4. A laser source capable of emitting radiations at the desired wavelength is used. The radiation is first passed through a collimator which ensures uniform intensity of the laser beam. The uniform radiation is then focussed on the sample using a microscope. The scattered light is then collected by the microscope optics and directed by mirrors onto an edge filter which is responsible for blocking Rayleigh and anti-Stokes scattering. The Stokes scattering is then passed through a slit onto a grating that separates the radiation into its constituent frequencies, which are collected using a charged-couple device (CCD) detector connected to a computer with appropriate operating software generating a Raman spectrum in the pre-set spectral range.

![Figure 3.4 A schematic illustration of the key components of Raman instrumentation superimposed on an image of the inVia Raman instrument (Renishaw, UK) utilised in this work. The red and blue arrows represent the incoming and scattered beams, respectively.](image)

Depending on the study, Raman mapping can be used to acquire spectral information in 1 to 2 physical dimensions. For this, laser is focused on one spot...
and the sample is moved (automatically or manually) using a motorised stage at the desired or pre-set step size. A series of spectra is then generated for each sampling point which contains information about each and every component/material present in the scanned region. The Raman technique does not facilitate separation of spectral information, so if there is more than one component/material within the sampled region, then the spectrum produced will show features for all components, leading to ambiguity of signal and making the determination of the distribution of each material at each sampling point challenging. One of the strategies that can be applied to extract discrete information from mixed signals is multivariate curve resolution (MCR), which uses a number of algorithms including non-linear iterative partial least squares (NIPALS) and alternating least squares (ALS) to decompose mixed spectroscopic matrices into pure component (factors) and pure concentration (loadings) matrices. The concentration of each of the pure components can then easily be determined by solving the following equation [7–9].

\[ D = CS^T + E \]  

(Eq. 3.5)

where \( D \) is the data matrix containing data acquired from the spectroscopic monitoring (e.g. Raman mapping spectra), \( S^T \) and \( C \) are matrices representing pure components and contribution/concentration of each component, respectively. Matrix \( E \) represents the residual data that the mathematical model does not explain and ideally should be close to experimental error [7]. As can be seen from the above equation, MCR is capable of solving the complex equation described when raw data is presented as a matrix. Thus, it is necessary to convert the raw data into a data matrix prior to the MCR analysis. In cases where a number of data sets containing the same components/factors are being investigated and/or compared, a data matrix can be generated that combines different sets of data. By generating a single matrix of all of the samples, a single model will be used for the whole data set resulting in a reliable and comparable output. This can be facilitated by ISys® software which requires the user to input the dimensions of the required matrix depending on the number of data sets and data points. A summary of this process is displayed in Figure 3.5.
In this work, Raman spectra were collected using an inVia Raman spectrometer equipped with an automated stage (Renishaw, UK) using 785 nm diode laser excitation (10% laser power, unless stated otherwise) and x5 objective (spot size ~8 μm). Spectra were collected between 200 and 3200 cm\(^{-1}\) (unless stated otherwise) utilising the WiRE software (version 3.4) with exposure time and number of accumulations set to 10 seconds and 1, respectively. Prior to the collection of data set, the device was calibrated using a silicon wafer (provided by Renishaw) in order to ensure accuracy of the spectral data. Deconvolution of the Raman line-map data was executed using ISys® (version 5.0.0.14) and MCR (version 1.6) analysis software.

### 3.3.2 Scanning electron microscopy and energy dispersive X-ray analysis

Scanning electron microscope (SEM) is an instrument that utilises a finely focused beam of electrons to observe and analyse the surface microstructure of samples. Electron microscopes are capable of providing a higher resolution and depth of field compared to optical microscopes [10]. A schematic illustration of a typical SEM instrumentation is provided in Figure 3.6. The main components of an SEM are: an electron source, a series of electromagnetic lenses, sample chamber, detectors, vacuum system and a control and display system. The electron source generates a beam of electrons via heat (thermionic source), an electric field (field-emitter source) or a combination of both (hybrid source). The generated electrons are attracted to the anode away from the electron source and then directed onto the sample using electromagnetic condenser and objective lenses. Accumulation of electrons on the sample or charging effect will result in a number of imaging defects as well as deflection of the incoming electron beam and thus it must be avoided. Good electrical contact between the sample and the stage is a key requirement for SEM imaging. For non-conductive samples a thin layer (a few nanometers) of conductive material (typically gold or carbon) must be coated to ensure an electrical path is provided for
electron beam. There are a number of mechanisms with which the electron beam interacts with the sample. Loosely bound electrons from the outer shell of the sample molecule/atom can be ejected upon interacting with the primary electron beam. They are labelled as secondary electrons (SEs) and possess low levels of energy (0-50 eV). Due to their low energy, only the SE produced at the very top surface can escape and reach the positively charged grid in front of an SE detector (typically an Everhart-Thornley detector or ETD). Therefore, the secondary electrons can provide information about the surface topography of the sample. The primary electron beam can also be deflected as back-scattered electrons (BSEs) upon interacting with a sample. A back-scattered detector is typically placed above the sample which means it is capable of collecting BSEs, scattered at 180°. The BSEs are more energetic than SEs and thus they can travel and be emitted from a deeper volume within the sample providing compositional information (the higher the atomic number, the more BSEs can escape) [10].

![Figure 3.6 Schematic diagram of basic components of an SEM, retrieved from [11].](image)
Finally, when the primary beam knocks an electron out of the inner shell in an atom, and a subsequent electron from a higher energy level fills the created vacancy, a characteristic X-ray is emitted which is equivalent to the energy difference between the two energy levels and is unique to the atom. Energy dispersive x-ray analysis or EDX relies on this phenomenon. An EDX detector converts the energy of an individual X-ray to a characteristic electrical voltage signal. Figure 3.7 demonstrates the three main radiation types emitted upon primary beam-sample interactions on the surface and volume of the sample.

In this work, a Quanta 650 (FEI, USA) with a tungsten thermionic electron source was utilised for EDX characterisations and a combination of NOVA NanoSEM 200 (FEI, USA) and a Quanta 3D FEG (FEI, USA) with the same hybrid electron source (thermally assisted Schottky Emitter, single crystal tungsten) were used for electron imaging. All samples were coated with 20 nm of gold (unless stated otherwise) using a Q300T T Quorum sputter coater at 60 mA sputtering current (Quorum Technologies, UK) prior to SEM imaging.

3.3.3 Thermogravimetric analysis
Thermogravimetric analysis (TGA) enables monitoring of the mass of a sample as a function of temperature and/or time in a controlled atmosphere [3]. A commercial TGA instrument consists of a sensitive balance, a furnace, a purge gas
system and computer system for instrumentation control. The acquired data are typically presented in mass or percentage mass of the sample as a function of temperature or time.

The thermogravimetric measurements in this work were collected using a METTLER TOLEDO TGA/DSC 1 STAR® system (USA) in air between 35 to 800°C at a ramping rate of 20°C min⁻¹. Solid samples of 30-35 mg and liquid samples of 25 µL were heated in alumina crucibles.

### 3.3.4 Contact angle measurements

Contact angle (θ, also referred to as three-phase contact angle) of a liquid droplet resting on a solid surface is geometrically defined as the angle formed between the intersection of the solid-liquid interface and the liquid-vapour interface. Contact angle can give information about the degree of wetting when a solid and a liquid interact; a small contact angle (θ < 90°) represents high wettability while a contact angle above 90° represents low wettability [12]. Figure 3.8 represents a static contact angle where the liquid droplet is resting on the solid surface and the three-phase boundary does not move. Young’s equation describes the relationship between contact angle and surface tension of the liquid (σ₁v), surface energy of the solid (σₛ𝑣) and the interfacial tension between liquid and solid (σ₁s) [13]:

\[
σ_{sv} = σ_{ls} + σ_{lv} \cos θ
\]  

(Eq. 3.6)

![Figure 3.8 schematic representation of sessile drop technique where θ is the three phase contact angle and σ₁v, σₛ𝑣 and σ₁s represent the surface tension of the liquid, surface energy of the solid, and the interfacial tension between liquid and solid phases, respectively.](image)

In this work, static contact angles were measured with an OCA30 drop shape analyser (DataPhysics Instruments, Germany) using a standard 500 µL syringe (1750 Hamilton, USA) and a 25 µL syringe with polytetrafluoroethylene coated needle (80250 Hamilton, USA) for water and the ionic liquid, respectively. The
contact angle between the activated carbon surface and a 2-μL ionic liquid/water droplet was recorded at five different locations and the contact angles were analysed and calculated using the SCA 20 software (version 3.50.1) and the sessile drop technique.

3.3.5 Surface tension measurement
Surface tension is defined as the tendency of a liquid/fluid surface to acquire the least surface area possible and is determined by the interactions between its molecules [14]. Each molecule inside a liquid is equally pulled in every direction by its neighbouring molecules. This does not apply to the molecules at the surface of the liquid as they are not surrounded by molecules in every direction. This results in attractive forces acting on the molecules at the surface of the liquid pulling the surface molecules inward. One of the commonly utilised methods for surface tension measurements in Wilhelmy method, in which a platinum plate (an inert material with high free surface energy) connected to a precise balance, is vertically suspended and placed in contact with the surface of a liquid. In such case, a force \( F \) acts on the plate which correlates with the surface tension of the liquid (as shown in equation 3.7) [15].

\[
\sigma = \frac{F}{l \cos \theta} = \frac{mg}{l \cos \theta} \tag{Eq. 3.7}
\]

where \( m \) is the mass of the liquid sample measured by the balance, \( g \) is the acceleration of gravity (9.8 m s\(^{-2}\)), \( l \) is the wetted length of the plate and \( \theta \) is the contact angle between the plate and the liquid which is generally equal to 0° due to the high surface free energy of the platinum plate [15]. Figure 3.9 demonstrates the set-up for Wilhelmy plate technique. Based on this technique, surface tension of the selected ionic liquid was measured using a DCAT25 tensiometer equipped with TEC250 temperature control chamber (DataPhysics Instruments GmbH, Germany). The standard platinum plate PT8 was used as the probe. The surface tension measurements reported in this work were conducted by Dr. Matrin Grüßer.
3.3.6 Viscosity measurements

Viscosity is the measure of resistance of a fluid to flow caused by the internal frictional forces between fluid molecules [17]. In this work, the viscosity of the ionic liquid was measured using a MCR301 Rheometer (Anton Paar, UK) equipped with a 'bob and cup' setup as illustrated in Figure 3.10. In this setting, the bob is in motion at a pre-set rotational speed (shear rate) while the cup is stationary. Based on the input shear rate, the electronic controller applies the appropriate current to the motor to produce the necessary torque. Subsequently, a resistive torque caused by the fluid acts on the motor torque which results in a change in the rotational speed. This is detected by the position sensor and it sends a signal to the controller. The controller then calculates and applies the necessary current to the motor in order to maintain the pre-set rotational speed. The shear stress (the component of the torque acting parallel to the bob) and viscosity (\( \eta \)) can then be calculated based on the following equation [17]:

\[
\eta = \frac{\text{Shear Stress}}{\text{Shear rate}} = \frac{M/A}{\text{Shear rate}} \tag{Eq. 3.8}
\]

where \( M \) is the resultant torque and \( A \) is the contact area (area of the bob).
In this work, the variation of viscosity was measured against temperature. A shear rate of 10 s\(^{-1}\) was utilized while the temperature was nominally raised from 25-200°C at 2°C min\(^{-1}\) ramping rate (using a C-LTD 180 temperature control chamber). These measurements were repeated 3 times and the mean value was reported. Due to limitations of the instrumentation, the actual maximum temperature achieved during measurement was 188°C. Viscosity at 200°C was therefore estimated by extrapolating the viscosity vs. temperature curve.

### 3.3.7 Brunauer–Emmett–Teller

Naderi [18] described surface area of a solid as the external surface area of the object including that attributed to its pores. Brunauer–Emmett–Teller (BET) technique which was first introduced in 1938 [19], enables the determination of surface area of a sample by measuring the amount of the physically adsorbed gas molecules (typically nitrogen) on the solid surface. Physical adsorption is governed by weak Van der Waals attraction between the solid surface and the adsorbate [18]. The generalised BET equation is provided below [19]:

\[
\nu = \frac{\nu_m C_p}{(p_0 - p)[1 + (c - 1)\left(\frac{p}{p_0}\right)]}
\]  

(Eq. 3.9)
where \(v\) is the volume of adsorbed gas, \(v_m\) is the adsorbed monolayer volume, \(c\) is the BET constant, \(p\) is the equilibrium gas pressure and \(p_0\) is the saturation pressure. Rearranging the terms in the above equation gives:

\[
\frac{p}{v(p_0 - p)} = \frac{1}{v_m c} + \frac{c - 1}{v_m c} \frac{p}{p_0}
\]

(Eq. 3.10)

The equation above suggests that the plot of \(\frac{p}{v(p_0 - p)}\) versus \(\frac{p}{p_0}\) should form a straight line. The value of \(v_m\) can then be derived from the slope of the BET plot \((\frac{c - 1}{v_m c})\). The average pore size \(r_p\) can then be evaluated based on the \(v_m\) value [20,21]:

\[
r_p = \frac{2Mv_l}{v_m NA} = \frac{2v_l}{A_{BET}}
\]

(Eq. 3.11)

where \(N\) is the Avogadro's number \((6.023 \times 10^{23} \text{ mol}^{-1})\), \(M\) is the molar volume of the adsorbate at standard temperature and pressure, \(v_l\) is the volume of liquid nitrogen in the pores and \(A\) is the adsorbate cross sectional area.

Prior to the BET measurements, it is necessary to remove contaminants (mainly gasses) that may be chemically/physically adsorbed onto the surface of the sample. This can be achieved by applying a vacuum at an elevated temperature to remove the chemical/physical contaminants [18]. This is referred to as the outgassing or degassing process. In this work the BET measurements (using \(N_2\), \(-196^\circ\text{C}\)) were conducted by Dr. Alexander Kulak at Leeds University using a volumetric adsorption analyser (Micrometrics ASAP2020, USA). The degassing process was done under high vacuum at 120°C for 3 hours.

### 3.3.8 Karl Fischer titration

This characterisation technique is a quantitative method for water determination which was first introduced in 1935 by a German chemist Karl Fischer [22]. This technique is based on Bunsen reaction between iodine and sulfur dioxide in aqueous media [22]:

\[
I_2 + 2H_2O + SO_2 \rightarrow H_2SO_4 + 2HI
\]

Fischer discovered that by modifying the above reaction, it can be used to determine the amount of water present in a non-aqueous system in the presence of excess sulfur dioxide. In coulombic Karl Fischer, iodine is generated at the
anode of the titration cell to stoichiometrically react with water [23]. When water content in the system is consumed, an excess of iodine is generated which is detected by a double platinum pin indicator electrode, and subsequently, the reaction is stopped by the control system. Water content is then determined based on the amount of current passed through the anode to produce the required iodine [22]:

\[
Q (C) = i(A) \times t(s) \quad \text{(Eq. 3.12)}
\]

where \( Q \) is the total charge, \( i \) is the current and \( t \) is time. Generally, 1 mg of \( H_2O \) is equivalent to consumption of 10.71 C of electrical current [24]. In this work, measurement of ionic liquid water content was conducted at Warwick University using a Karl Fischer Coulometer (Mettler Toledo, UK).

3.4 Electrochemical characterisation techniques

The electrochemical characteristic of the EDLCs in this work were analysed using a combination of cyclic voltammetry (CV), galvanostatic charge-discharge (GCD) and electrochemical impedance spectroscopy (EIS) techniques. The CV and EIS measurements were collected using a PARSTAT 2273 potentiostat (Princeton Applied Research, USA) equipped with PowerSuite (version 2.58) software. The GCD measurements were executed using a MACCOR automated battery tester (series 4000, USA). All of the tests were performed at room temperature (22 ± 2°C). The potentiostat was set up in a two-electrode mode in which one terminal is connected to the working electrode (WE) and the opposite terminal is connected to the counter electrode (CE) and reference electrode (RE) as shown in Figure 3.11b. Alternatively a three-electrode setup can be used to study the performance of an electrochemical cell in the connection setting shown in Figure 3.11a. For EIS and CV measurements, the connections between the potentiostat and the coin cells were made using CR2032 cell holders, jumper wires and breadboards. Ideally, coin cell holders with thumbscrew terminal on one end and a spring-loaded terminal on the opposite end should be utilised for consistent electrical conductivity. The MACCOR instrumentation (in Warwick University) was equipped with such connections.
3.4.1 Cyclic voltammetry

Cyclic voltammetry is an electrochemical characterization technique in which a cell is charged and discharged within a fixed potential window at a pre-set scan rate ($v$) and the current response of the cell is recorded. The linear change in potential ($V$) can be represented by [25]:

$$V = V_{\text{min}} + vt - iR \ (0 \leq t \leq \frac{V_{\text{max}}}{v})$$

(Eq. 3.13)

$$V = V_{\text{max}} - vt - iR \ \left(\frac{V_{\text{max}}}{v} < t \leq \frac{2V_{\text{max}}}{v}\right)$$

(Eq. 3.14)

where $t$ represents time and $V_{\text{min}}$ and $V_{\text{max}}$ are the lower and upper potential limits, respectively. The term $IR$ reflects the potential drop across the electrochemical cell due to an internal resistance, $R$. For an ideal supercapacitor, $IR$ is equal to zero. In CV tests, the potentiostat applies and maintains a linear potential ramp between the RE and the WE while simultaneously the current flowing between WE and CE is measured. A CV scan consists of variation of current or current density (normalised to surface area or mass of the electrode(s)) as a function of the applied potential. In both capacitors and supercapacitors, the amount of charge ($Q$) stored in the cell is proportional to the strength of the electric field or the potential across the positive and negative electrodes [26].

Figure 3.11 A schematic illustration of the connections between the working, counter and reference electrodes in the (a) three-electrode and (b) two-electrode setups.
Rearranging Eq. 2.3 (given in Chapter 2) gives:

\[ Q = CV \]  
\[ \text{(Eq. 3.15)} \]

where \( C \) is the capacitance. This equation can be differentiated against time to give an understanding of the cyclic voltammetry output:

\[ \frac{dQ}{dt} = C \frac{dV}{dt} + V \frac{dC}{dt} \quad \text{\( c \) is a constant} \quad \frac{dQ}{dt} = C \frac{dV}{dt} \]  
\[ \text{(Eq. 3.16)} \]

The terms \( \frac{dQ}{dt} \) and \( \frac{dV}{dt} \) represent current and scan rate, respectively which gives [26]:

\[ i = Cv \]  
\[ \text{(Eq. 3.17)} \]

This equation shows that current is linearly proportional to the scan rate. Thus, upon changing the direction of the voltage scan, the direction of current changes. This results in a rectangular CV curve as shown in Figure 3.12. A quasi-rectangular shaped CV curve (for a double-layer supercapacitor) indicates fast charge propagation in the electrodes and good capacitive behaviour [27,28] and for this reason, CV is utilised as a qualitative measure of the capacitive nature of a cell/electrode [26]. On the other hand, when a cell has high internal resistance, the current response of the cell becomes dominated by the resistive component. This phenomena can result in an elliptical CV curve which reflects a poor current response and a high internal resistance of the cell [25,29,30].

The total specific capacitance of a supercapacitor can be calculated from the enclosed area in a CV curve using the following equation [31–33]:

\[ C_{sp \, total} = \frac{Q}{(V_{max} - V_{min})S} = \int_{V_{min}}^{V_{max}} I(V) dV / 2(V_{max} - V_{min})Sv \]  
\[ \text{(Eq. 3.18)} \]

where \( C_{sp \, total} \) is the total specific areal capacitance in mF cm\(^{-2}\), \( \int_{V_{min}}^{V_{max}} I(V) dV \) is the integral of the CV curve, \( (V_{max} - V_{min}) \) is the potential window and \( S \) is the total planar surface area of the electrode disks in cm\(^2\). The term \( S \) can be replaced by the total mass of the active material in the cell to determine the grav-
imetric specific capacitance value. In this work, all of the CV measurements were conducted between 0.0-2.5 V at a scan rate of 50 mV s\(^{-1}\).

3.4.2 Galvanostatic charge-discharge

Galvanostatic charge-discharge, also known as constant current charge-discharge, technique involves applying a constant current to charge and discharge an electrochemical cell and recording the potential-time response of the cell. Based on Eq. 3.17, once a constant current is applied to charge or discharge a supercapacitor, a constant rate of potential increase is expected. Thus, the potential versus time plot consists of linear charge and discharge regions as shown in Figure 3.13a. These regions are represented by [26,34]:

\[
V = \frac{it}{C} + iR \quad \text{(Charging, } t < t_{\text{max}}) \quad \text{(Eq. 3.19)}
\]

\[
V = V_{\text{max}} - \frac{i(t - t_{\text{max}})}{C} - iR \quad \text{(Discharging, } t > t_{\text{max}}) \quad \text{(Eq. 3.20)}
\]

where \(i\), \(t_{\text{max}}\) and \(V_{\text{max}}\) represent the constant charge/discharge current, current reversal time, and the pre-set potential limit, respectively. In the presence of resistive effects (\(IR > 0\)), the galvanostatic charge-discharge profile of an EDLC
becomes non-symmetrical about the $t_{\text{max}}$ [25]. This phenomenon is shown in Figure 3.13b. The resistance $R$, which is the internal resistance of the cell, is often referred to as the equivalent series resistance ($ESR$) and based on the drop of potential ($V_{\text{drop}}$) in GCD plot, it can be calculated as follows [34]:

$$ESR = \frac{V_{\text{drop}}}{i} \quad \text{(Eq. 3.21)}$$

The total specific capacitance can be evaluated from GCD plot via [35]:

$$C_{sp\ total} = \frac{i\Delta t}{S(\Delta V - V_{\text{drop}})} \quad \text{(Eq. 3.22)}$$

where $\Delta t$ and $\Delta V$ represent the discharge time $(t_1 - t_{\text{max}})$ and the change in potential, respectively.
3.4.3 Electrochemical impedance spectroscopy

Electrochemical impedance spectroscopy is an effective electrochemical characterisation technique that operates in frequency domain rather than time domain (as opposed to CV and GCD), which enables this technique to provide information about the contribution of different electrochemical processes towards the overall impedance of the electrochemical cell. In a potentiostatic EIS, an alternating-current (ac) potential with a small amplitude is applied to the supercapacitor over a wide range of frequencies while the current response of the system is recorded. The potential and current signals can be expressed as below [34]:

\[ V(\omega) = V_s + \delta V \sin(\omega t) \]  

(Eq. 3.23)

\[ i(\omega) = i_s + \delta i \sin(\omega t + \varphi) \]  

(Eq. 3.24)

where \( V_s, \delta V, i_s, \delta i, \omega \) and \( \varphi \) are steady state potential, ac potential amplitude, steady state current, ac current amplitude, angular frequency and phase angle, respectively. Phase angle represents the degree by which the current signal is out of phase with respect to the potential signal. Probing of an ac signal to an electrochemical cell, results in a complex impedance term represented by \( Z(\omega) \) which possesses a magnitude at each frequency. Based on Ohm’s law, the complex impedance can be expressed as [34,36]:

\[ Z(\omega) = \frac{V(\omega)}{i(\omega)} = Z' + jZ'' \]  

(Eq. 3.25)

\[ |Z(\omega)| = \sqrt{Z'^2 + Z''^2} \]  

(Eq. 3.26)

where \( Z', Z'' \) and \( |Z(\omega)| \) are the real component, imaginary component, and the magnitude of impedance, respectively. A Nyquist plot, generated from EIS measurements, shows the real and imaginary components of the cell impedance (x- and y-axis, respectively) as a function of frequency. Figure 3.14 shows the typical Nyquist plot of an EDLC with porous active material [37].

A Nyquist plot is divided into 3 main regions of high, mid-range and low frequency which carry valuable information about the electrochemical system being investigated. The high frequency x-axis intercept is referred to as intercept resistance (Ri). At this point in an EIS measurement, the frequency is too high
for any mass transfer to take place. Therefore, intercept resistance is a representation of the bulk electrolyte resistance [38,39] although in some cases this resistance has also been attributed to electrolyte-electrode-current collector contact resistance [40]. This is followed by the mid-range frequency semicircle which has been assigned to a number of ionic and electrical components inside an EDLC; Yoo et al. attributed the mid-range semicircle to the ion migration across the electrolyte-electrode interface. They showed that small increase in the solvated ionic diameter can result in an increase in the charge transfer resistance ($R_{ct}$, given by the diameter of the mid-range frequency semicircle) implying in an increase in the ionic transport resistance [39].

![Figure 3.14 A Schematic illustration of a typical Nyquist plot for EDLCs with a porous electrode (as explained in [37]), consisting of 3 main regions of high, mid-range and low frequency regions, respectively.](image)

Yang et al. investigated the effect of carbon aerogel pore size on $R_{ct}$ [41]. Based on their work, the EDLC cell with the largest electrode pore size (and surface area) showed the lowest $R_{ct}$. This suggests a close relation between $R_{ct}$ and the mobility of electrolyte ions inside the ‘textural’ pores of the electrode. It can be inferred that larger pore size imposes less resistance to the electrolyte ions. Subsequently, the same group reported a similar study that contradicted their previous conclusion [42]. They investigated another set of carbon aerogel based EDLCs containing an organic electrolyte (1 M tetraethylammonium tetrafluoroborate in acetonitrile). The EIS analysis showed that as the electrode average pore diameter raised from 2 to 10 nm (and the specific surface area
raised from ~163 to 847 m² g⁻¹), the corresponding R_{ct} increased by ~300%. They reported that the increase in R_{ct} is associated with high electronic resistance of the active material. These studies conclude that depending on the investigating system, electrical or ionic component of R_{ct} can have a dominating effect. An et al. demonstrated that the contact resistance between active material (single walled carbon nanotubes) and current collector (nickel foil) can influence the R_{ct} [43]. Pell et al. investigated the influence of tetraethylammonium trifluoroborate electrolyte concentration (ranging between 0.08 and 1.00 M) on the performance of EDLC containing porous carbon electrodes [44]. A depressed semicircle appeared at higher frequency ranges for cells with lowest electrolyte concentration and the diameter of this semicircle increased as the potential window was raised. They explained this observation by the 'electrolyte starvation' phenomena, which refers to the reduction of electrolyte conductance as the double-layer is formed, when the device is being charged. These studies demonstrate that the dominating components influencing the R_{ct} are dependent on the system being investigated. Systems containing ionic liquids are expected to have dominating ionic resistances influencing the mid-frequency semicircle due to high viscosity and relatively large size ions of ionic liquids. However, the influence of electrical resistances should not be neglected. It is important to note that the nature of R_{ct} in EDLCs with porous electrodes [38,42] is different from that in pseudocapacitors which is mainly associated with the Faradaic processes taking place in the cell [45].

Finally, the low frequency region (straight line) in a Nyquist plot is associated with the intra-particle diffusion of electrolyte ions and double-layer formation (Z_{dl}) [39,40]. When the frequency becomes low enough, the overall impedance of the cell increases linearly at an angle with x-axis of 45° to 90°. A large inclining angle (i.e. sharp increase in imaginary impedance, Z") or a nearly vertical line at low frequencies represents facile ion diffusion [40] and a capacitive behaviour [29]. For EIS measurements of the EDLCs, a 10 mV rms potential was applied oscillating around 0 V bias voltage over a frequency range of 10 m to 100 kHz.
3.5 References


4. Comparative studies of the gelation kinetics and structure of TEOS, TMOS, MTMS and MTES based silica gels synthesised through a non-hydrolytic sol-gel route

4.1 Introduction

Being one of the main fabrication routes for ionogels, sol-gel processing has provided researchers with diversity and simplicity. As indicated in Chapter 2, various formulations have been suggested for the encapsulating solid-skeleton of ionogels. In some cases, two or more precursors are combined to create the three dimensional structure, while the choice of the formulation is key in tuning the properties of the gel network (e.g. enhancing the mechanical strength) [1,2]. One must understand the possible effects that the metal alkoxide precursor can have on the properties of the resultant gel in order to gain the ability to design a task-specific formulation. This requires investigation of the sol-gel system with and without ionic liquids. Martinelli studied the non-hydrolytic sol-gel process pathway of a TMOS-based formulation in the presence and absence of ionic liquid [3]. Examples of such works are limited in the literature as most of the studies are focused on the physiochemical properties of the ionogels [1,4,5] after preparation and/or the effect of precursor-to-IL ratio on the electrochemical performance of ionogels [6–8]. This knowledge gap has left two key questions: (1) Can the alkoxide precursor influence the properties and performance of ionogels and (2) If so, how?

An in situ investigation of the initial stages of hydrolysis and polymerisation of various silica alkoxide precursors was conducted in the presence of formic acid (FA) using Raman spectroscopy. This powerful characterisation technique has been used in the past to monitor the time evolution of various systems. For example, Mulder and Damen employed Raman spectroscopy to monitor the time evolution of hydrolysis and condensation reactions of tetraethoxysilane (TEOS) in the presence of ethanol [9]. Lee and Jen investigated the influence of formamide (CH$_3$NO) concentration on the gelation kinetic of tetramethoxysilane (TMOS) via an acid-catalysed hydrolytic sol-gel route [10]. Marino et al. utilised Raman spectroscopy to monitor the reaction of TEOS in the presence of vari-
ous acids during a series of hydrolytic sol-gel processes [11]. However, there is limited information in the literature regarding the comparison of physical properties such as morphology and gelation mechanism of silica gels synthesised by different precursors.

In this regard, this chapter systematically investigates a series of silica alkoxides to determine the influence of different precursors (in terms of the number of alkoxy groups and the chain length of the functional groups) on the (a) process kinetics and (b) structure of the resultant silica gel, in the absence of ionic liquid.

The four precursors chosen in the present work are TMOS, TEOS, methyltrimethoxysilane (MTMS) and methyltriethoxysilane (MTES) which are commonly utilised precursors for the formation of ionogels. These chemicals share a very similar molecular structure as shown in Figure 4.1. MTMS and MTES molecules contain a non-hydrolysable methyl group attached to the silicon atom.

Figure 4.1 Molecular structures of the silica alkoxides investigated in the present work.
4.2 Materials
The four different silica gels were synthesised using a simple non-hydrolytic sol-gel route. Each precursor (as listed in Table 4.1) was mixed with formic acid in a glass vial at 600 rpm using a magnetic stirrer. The duration of mixing of the two reactants varied between 3 to 10 minutes as required depending on the subsequent characterisation (Raman and SEM imaging, respectively). The precursor: FA molar ratio was kept constant at 2:7 for all samples. All of the chemicals were used as received. The instrumentation settings for Raman and SEM techniques were as described in Chapter 3 sections 3.3.1 and 3.3.2.

Table 4.1 Detailed summary of the chemicals utilised for silica gels preparation.

<table>
<thead>
<tr>
<th>Material</th>
<th>Supplier</th>
<th>%Purity</th>
<th>Volume utilised</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 TMOS</td>
<td>Sigma Aldrich</td>
<td>≥98%</td>
<td>296 μL</td>
</tr>
<tr>
<td>2 TEOS</td>
<td>Aldrich</td>
<td>≥99%</td>
<td>446 μL</td>
</tr>
<tr>
<td>3 MTMS</td>
<td>Sigma Aldrich</td>
<td>≥98%</td>
<td>286 μL</td>
</tr>
<tr>
<td>4 MTES</td>
<td>Aldrich</td>
<td>≥99%</td>
<td>398 μL</td>
</tr>
<tr>
<td>5 FA</td>
<td>Aldrich</td>
<td>≥96%</td>
<td>264 μL</td>
</tr>
<tr>
<td>6 Methanol</td>
<td>Prime Chemicals</td>
<td>≥99.8%</td>
<td>1 mL</td>
</tr>
<tr>
<td>7 Ethanol</td>
<td>Fisher Scientific</td>
<td>≥99.5%</td>
<td>1 mL</td>
</tr>
</tbody>
</table>

4.3 *In situ* reaction monitoring

4.3.1 Experimental procedure
In order to monitor the chemical processes taking place in each sol-gel formulation, Raman spectra of each of the mixtures were collected at regular intervals. The first spectrum was collected after 3 minutes of mixing the precursor and formic acid. To do so, a 500 μL of the mixture was transferred into a 304 stainless steel container using a micropipette. The subsequent spectra were collected at 10 minutes intervals for 2 hours. The focus of the laser beam was manually adjusted prior to each measurement. The kinetics of the hydrolysis reaction for each precursor was then determined based on the evolution of peak height at selected wavenumbers. The justification for the peak selection is discussed briefly in the following section (4.3.2).
4.3.2 Results and discussion
As a primary step, Raman spectra for each of the reactants were collected and are displayed in Figure 4.2. The background from the steel container has been subtracted from each spectrum using available tools in Omnic software (version 9.6.238). In order to successfully monitor the reaction evolution over time, it is necessary to observe the original spectrum of each reactant prior to the reaction and to determine the unequivocal signatures of each material. Table 4.2, summarises the characteristic peaks of each of the chemicals and their corresponding assignments based on spectra displayed in Figure 4.2 and data available in the literature.
Figure 4.2 Raman spectra of (a) TMOS, (b) TEOS, (c) MTMS, (d) MTES, (e) FA and (f) 304 stainless steel container between 3200 and 400 cm$^{-1}$ wavenumbers.
Figure 4.2a displays the Raman spectrum of pristine TMOS. Starting from highest wavenumbers, the bands at 2951 and 2849 cm\(^{-1}\) are assigned to antisymmetric and symmetric stretching vibrations of C–H bonds, respectively \[12\]. Assignments for TMOS bands in the 900-1600 cm\(^{-1}\) region (also known as fingerprint region) have been scarcely reported in the literature. Bands attributed to vibrations of C–O bonds as well as deformation vibration of C–H bonds are included in this region (inferred from the references listed in Table 4.2 based on similarity of chemistry). Furthermore, the weak band at 843 cm\(^{-1}\) and the strong band at 639 cm\(^{-1}\) correspond to the antisymmetric and symmetric stretching mode of Si–OCH\(_3\) bonds, respectively \[12,13\].

As it is shown in both Figures 4.1 and 4.2, MTMS has a very similar molecular structure to TMOS. Having common functional groups between TMOS and MTMS, leads to Raman bands located at similar positions. The TMOS and MTMS precursors are referred to as methyl-based precursors in this work. As can be seen, MTMS has its C–H stretching modes located at 2845 and 2948 cm\(^{-1}\) and its signature Raman band associated with Si–OCH\(_3\) bonds located at 627 cm\(^{-1}\). A small red shift is detected in these bands compared to those of TMOS (3-4 cm\(^{-1}\) for C–H stretching modes and 12 cm\(^{-1}\) for stretching mode of Si–OCH\(_3\) bond). As discussed in Chapter 3 section 3.3.1, the frequency of vibration depends on the masses of the atoms involved in the covalent bond and the strength of the bond. For instance, due to the substitution of a methyl group (in replacement of a methoxy group), the electron cloud around silicon atom is altered. The –CH\(_3\) groups have less electronegativity compared to that of –OCH\(_3\) groups \[14\]. This results in a decrease on the partial charge on Si atom in MTMS compared to that in TMOS molecules which in turn reduces the Si–OCH\(_3\) strength in MTMS and results in the small red shift of peaks in MTMS spectrum compared to that of TMOS. An additional C–H stretch is detected in Figure 4.2c at 2916 cm\(^{-1}\) which is associated with the methyl group directly connected to Si atom \[15\]. The weak bands appearing at 854 and 739 cm\(^{-1}\) correspond to the rocking vibrations of CH\(_3\) group in Si–CH\(_3\)\[15\].

Furthermore, Figure 4.2b and d demonstrate the Raman spectra of as-received TEOS and MTES, respectively. These two precursors are referred to as ethyl-based precursors in this work. Because of their similar molecular structure, they
also have similar Raman spectra. The presence of new bands in the 2800-3100 cm\(^{-1}\) and 900-1600 cm\(^{-1}\) regions in the Raman spectrum of TEOS are associated with the additional C–H vibrational modes in the –CH\(_2\)CH\(_3\) groups available in this precursor. The detailed band assignments of this precursor can be found in Table 4.2. As can be seen in Figure 4.2b and d, the C–H stretch regions of both TEOS and MTES are much more complex compared to that of methyl-based precursors (4.2a and c) as there are more different types of CH bonds available in their molecule. The C–H stretch band located at 2914 cm\(^{-1}\) in figure 4.2d corresponds to the methyl group available in MTES molecule. The strong Raman peaks attributed to the symmetric stretching vibration of Si–OC\(_2\)H\(_5\) bonds in TEOS and MTES spectra are located at 653 and 640 cm\(^{-1}\), respectively. Once again a red shift is observed in the band position of the methyl substituted precursor which can be explained by the Raman principle explained earlier.

All of the alkoxide molecules have a strong Raman peak in the 627-653 cm\(^{-1}\) region which corresponds to the vibration of the Si–O bond where an oxygen atom is bonded to a carbon atom. The stronger Raman intensity of this peak in TMOS and MTMS relative to that of TEOS and MTES are ascribed to the higher polarizability of Si–O bonds in the methyl-based precursors [16].

The molecular structure of formic acid and its Raman spectrum are displayed in Figure 4.2e. Formic acid is commonly utilised as both the catalyst and the solvent in the non-hydrolytic sol-gel route and the Raman bands associated with this material have been reported in the past [10,12,13]. Similar to the Raman spectra of the alkoxides discussed earlier, the weak band at 2958 cm\(^{-1}\) in formic acid Raman spectrum is assigned to the C–H stretching vibration. The bands located at 1667 and 1203 cm\(^{-1}\) correspond to the stretching modes of C=O and C–O, respectively. Lastly, the deformational vibrations of H–C–O and O–C=O bonds are located at 1399 and 676 cm\(^{-1}\), respectively.

The two characteristic bands at 1330 and 1531 cm\(^{-1}\) in the stainless steel spectrum (shown in Figure 4.2f) originate from the D- and G-bands of the carbon content (0.07%) in the steel [17–19]. More detailed peak assignments are provided in Table 4.2 based on similar works referenced in the Table.
Table 4.2 Summary of selected vibrational modes and their corresponding assignments. The starred $C-H$ bonds represent the case where $C$ atom is directly connected to Si atom.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Wavenumber in this work (cm$^{-1}$)</th>
<th>Wavenumber in other works (cm$^{-1}$)</th>
<th>Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\nu_s(Si-O)$</td>
</tr>
<tr>
<td>TMOS</td>
<td>639</td>
<td>643 [3,5], 642 [12]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>843</td>
<td>845 [10,12]</td>
<td>$\nu_{as}(Si-O)$</td>
</tr>
<tr>
<td></td>
<td>2849</td>
<td>2845 [12]</td>
<td>$\nu_s(C-H)$</td>
</tr>
<tr>
<td></td>
<td>2951</td>
<td>2946 [12]</td>
<td>$\nu_{as}(C-H)$</td>
</tr>
<tr>
<td></td>
<td>653</td>
<td>654 [9], 656 [11]</td>
<td>$\nu_s(Si-O)$</td>
</tr>
<tr>
<td></td>
<td>801</td>
<td>790 [9]</td>
<td>$\nu_{as}(Si-O)$</td>
</tr>
<tr>
<td></td>
<td>933</td>
<td>933 [9]</td>
<td>$\nu_s(C-C)$</td>
</tr>
<tr>
<td>TEOS</td>
<td>962</td>
<td>960 [9]</td>
<td>$\delta(C-H)$</td>
</tr>
<tr>
<td></td>
<td>1089</td>
<td>1090 [9]</td>
<td>$\nu(C-O)$</td>
</tr>
<tr>
<td></td>
<td>2892</td>
<td>-</td>
<td>$\nu(C-H)$</td>
</tr>
<tr>
<td></td>
<td>2935</td>
<td>-</td>
<td>$\nu(C-H)$</td>
</tr>
<tr>
<td></td>
<td>2978</td>
<td>-</td>
<td>$\nu(C-H)$</td>
</tr>
<tr>
<td>MTMS</td>
<td>627</td>
<td>628 [15]</td>
<td>$\nu_s(Si-O)$</td>
</tr>
<tr>
<td></td>
<td>2845</td>
<td>2836 [15]</td>
<td>$\nu_s(C-H)$</td>
</tr>
<tr>
<td></td>
<td>2916</td>
<td>2916 [15]</td>
<td>$\nu_s(C-H)^*$</td>
</tr>
<tr>
<td></td>
<td>2948</td>
<td>2948 [15]</td>
<td>$\nu_{as}(C-H)$</td>
</tr>
<tr>
<td>MTES</td>
<td>640</td>
<td>-</td>
<td>$\nu_s(Si-O)$</td>
</tr>
<tr>
<td></td>
<td>2885</td>
<td>-</td>
<td>$\nu(C-H)$</td>
</tr>
<tr>
<td></td>
<td>2914</td>
<td>-</td>
<td>$\nu_s(C-H)^*$</td>
</tr>
<tr>
<td></td>
<td>2931</td>
<td>-</td>
<td>$\nu(C-H)$</td>
</tr>
<tr>
<td></td>
<td>2976</td>
<td>-</td>
<td>$\nu(C-H)$</td>
</tr>
<tr>
<td>FA</td>
<td>676</td>
<td>677 [12]</td>
<td>$\delta(O-C=O)$</td>
</tr>
<tr>
<td></td>
<td>1203</td>
<td>1230 [12]</td>
<td>$\nu(C-O)$</td>
</tr>
<tr>
<td></td>
<td>1399</td>
<td>1382 [12]</td>
<td>$\delta(H-C-O)$</td>
</tr>
<tr>
<td></td>
<td>1667</td>
<td>1667 [5,12]</td>
<td>$\nu(C=O)$</td>
</tr>
<tr>
<td></td>
<td>2958</td>
<td>-</td>
<td>$\nu(C-H)$</td>
</tr>
<tr>
<td>304 stainless steel</td>
<td>1330</td>
<td>1320 [19], 1350 [17]</td>
<td>$D$-band</td>
</tr>
<tr>
<td></td>
<td>1531</td>
<td>1594 [19], 1580 [17]</td>
<td>$G$-band</td>
</tr>
</tbody>
</table>
As mentioned in Chapter 2, in non-hydrolytic sol-gel processing, acid acts as both the solvent and the catalyst. K. Sharp who introduced the non-hydrolytic sol-gel route, summarised the reactions taking place between an alkoxide and FA as follows [20]:

**Carboxylation**

\[
\begin{align*}
[\text{Si}]\text{OR} + \text{HOCOH} & \rightleftharpoons [\text{Si}]\text{OCOH} + \text{ROH} \\
[\text{Si}]\text{OH} + \text{HOCOH} & \rightleftharpoons [\text{Si}]\text{OCOH} + \text{H}_2\text{O}
\end{align*}
\]

**Esterification**

\[
\text{HOCOH} + \text{ROH} \rightleftharpoons \text{ROCOH} + \text{H}_2\text{O}
\]

**Hydrolysis**

\[
\begin{align*}
[\text{Si}]\text{OR} + \text{H}_2\text{O} & \rightleftharpoons [\text{Si}]\text{OH} + \text{ROH} \\
[\text{Si}]\text{OCOH} + \text{H}_2\text{O} & \rightleftharpoons [\text{Si}]\text{OH} + \text{HOCOH}
\end{align*}
\]

**Condensation**

\[
\begin{align*}
[\text{Si}]\text{OH} + [\text{Si}]\text{OCOH} & \rightarrow [\text{Si}]\text{O}[\text{Si}] + \text{HOCOH} \\
[\text{Si}]\text{OH} + [\text{Si}]\text{OH} & \rightarrow [\text{Si}]\text{O}[\text{Si}] + \text{H}_2\text{O} \\
[\text{Si}]\text{OH} + [\text{Si}]\text{OR} & \rightarrow [\text{Si}]\text{O}[\text{Si}] + \text{ROH} \\
[\text{Si}]\text{OR} + [\text{Si}]\text{OCOH} & \rightarrow [\text{Si}]\text{O}[\text{Si}] + \text{ROCOH}
\end{align*}
\]

Where R, ROH and ROCOH groups represent alkyl, alcohol and alkyl formate groups, respectively. In some works reactions (4.7) and (4.8) are expressed as equilibria [21,22] since these reactions are reversible. Since various reactions can take place simultaneously in the investigated system, one must elucidate the formation and/or consumption kinetics of various compounds in the system as a function of time.

Figures 4.3 to 4.6 show the reaction evolution in all four formulations within the first ~2 hours of mixing the alkoxides and FA. The arrow in each Figure demonstrates the direction of time. The evolution of the highlighted peaks is investigated during the experimental window in this work and will be discussed in detail later in this section. As can be seen in Figure 4.3, as the reaction proceeds the following changes are observed in the TMOS-based mixture:

(i) The intensity of the strong band at 639 cm\(^{-1}\) (symmetric stretching vibration of Si–OCH\(_3\)), which corresponds to the consumption of TMOS, reduces quickly.
This precursor contains four $-\text{OCH}_3$ branches in each molecule and the reaction of one or more of these bonds, results in a reduction of the corresponding Raman peak intensity. According to the reactions listed by Sharp, the alkoxide can be consumed in four different routes listed earlier as reactions (4.1), (4.4), (4.8) and (4.9) [20]. Consumption of TMOS marks the start of the sol-gel process.

(ii) Peak variations in the 650-720 cm$^{-1}$ region are mainly attributed to the vibrations of Si$-\text{OCH}_3$ bonds in partially hydrolysed TMOS (as summarised by Winter et al. [23]) formed as a result of hydrolysis reactions (reactions no. (4.4) and (4.5)). Consumption of FA partially contributes to the variations of Raman intensity in this region (i.e. $\delta$(O$-\text{C}=\text{O})$ at 676 cm$^{-1}$ as shown in Table 4.2).

(iii) Formation of a weak band at 489 cm$^{-1}$ which is attributed to the formation of Si$-\text{OH}$-Si bonds or silica particles [3,12] marks the start and progress of the condensation process (reactions (4.6)-(4.9)).

(iv) Formation of Si$-\text{O}-\text{Si}$ bridges in the intermediate species (e.g. Si$_2$O(OCH$_3$)$_6$ or Si$_3$O$_2$(OCH$_3$)$_8$) gives rise to the detection of stretching vibrations of Si$-\text{O}$ in the 500-610 cm$^{-1}$ region [9,24].

(v) The vibrations in the 780-880 cm$^{-1}$ correspond to a combination of antisymmetric stretching vibrations of Si$-\text{OCH}_3$ in TMOS and the Si$-\text{O}$ vibrations in the intermediate species (partially hydrolysed monomers) [3,9,24].

(vi) Relatively weak bands at 910 ($\nu$(O$-\text{CH}_3$)) and 1018 ($\nu$(C$-\text{O}$)) cm$^{-1}$ appear in the spectra within the 2-hour experimental period which are unequivocal signatures of methyl formate and methanol, respectively [3,12]. These are the volatile by-products of the sol-gel process. Generally, methyl formate is formed via both the esterification and the condensation reactions (i.e. reactions no. (4.3) and (4.9)) while methanol is either formed or consumed in all of the four stages of sol-gel process. The kinetics of formation and consumption of these two species are studied in this work and will be discussed later.

(vii) Depletion of various Raman peaks in the 1350-1450 cm$^{-1}$ and 1600-1800 cm$^{-1}$ region are related to the consumption of formic acid as a result of carboxy-
lation and esterification reactions listed precisely as reactions (4.1) to (4.3) [3,12,13]. In addition, the bending vibrations of CH₃ bonds present in methyl formate contribute to the Raman peaks in the 1440-1470 cm⁻¹ region [3].

(vii) Gradual intensity reduction of C–H stretching modes in the 2800-3000 cm⁻¹ region can be observed. The positions of the two existing bands agree well with C–H stretching modes of CH₃ in TMOS as shown in Figure 4.2a. However, the evolution of these bands does not follow the same trend as that of 639 cm⁻¹ over time. This observation is discussed later in this chapter.
Figure 4.3 Raman spectra evolution with time of TMOS and FA mixtures in the (a) 400-3200 cm\(^{-1}\), (b) 400-950 cm\(^{-1}\), (c) 950-2000 cm\(^{-1}\), and (d) 2700-3200 cm\(^{-1}\) regions. The intensity evolution of bands associated with \(\nu_{s}(\text{Si–O})\), \(\nu_{s}(\text{C–O})\), \(\nu_{s}(\text{O–CH}_3)\), \(\delta(\text{Si–O–Si})\) and \(\nu(\text{C–H})\) vibrations as a function of time can be found in Figures 4.8, 4.9, 4.10, 4.11 and 4.12, respectively.
Figure 4.4 Raman spectra evolution with time of TEOS and FA mixtures in the (a) 400-3200 cm$^{-1}$, (b) 400-1000 cm$^{-1}$, (c) 1000-2000 cm$^{-1}$, and (d) 2700-3200 cm$^{-1}$ regions. The intensity evolution of bands associated with $\nu_3$(Si–O), $\nu$(C–O), $\nu$(O–CH$_3$), $\delta$(Si–O–Si) and $\nu$(C–H) vibrations as a function of time can be found in Figures 4.8, 4.9, 4.10, 4.11 and 4.12, respectively.
Figure 4.4 demonstrates the evolution of the TEOS precursor with time, shortly after being mixed with formic acid. As can be seen, the unequivocal signature of TEOS located at 653 cm\(^{-1}\) dissipated gradually over the 2 hours experimental window. This happened at a much slower rate compared to that of TMOS (Figure 4.3). Simultaneously, a weak band was formed at 600 cm\(^{-1}\) which Mulder and Damen [9] interpreted as the Si–O stretching vibrations of TEOS dimer (Si\(_2\)O(OC\(_2\)H\(_5\))\(_6\)). These observations demonstrate the start of sol-gel process which entails consumption of the TEOS precursor and formation of intermediates as a result of reactions (4.1) and (4.4). The detectable peaks in 400-450 cm\(^{-1}\) region represent the Si–OC\(_2\)H\(_5\) deformation vibrations while the very weak peak at 474 cm\(^{-1}\) corresponds to the formation of Si–O–Si bridges in the mixture [9]. As the reaction progressed, the intensity of TEOS characteristic Raman peak dropped while the peak spread in a wider region of 650-720 cm\(^{-1}\). Similar to TMOS mixtures, this observation is assigned to the formation of partially hydrolysed TEOS molecules [9,23]. As shown in Table 4.2, the Raman peaks located at 801, 933 and 962 cm\(^{-1}\) also correspond to TEOS precursor and are assigned to antisymmetric stretching of Si–O, symmetric stretching vibration of C–C and deformation vibration of C–H in the CH\(_3\) groups, respectively.

In contrast to TMOS and MTMS, the volatile by-products of ethyl-based precursors undergoing the FA-based non-hydrolytic sol-gel process are ethanol and ethyl formate. The unequivocal signatures of ethanol and ethyl formate (\(\nu(C–O)\) in both cases) are highlighted in Figure 4.4 and are located at 877 and 841 cm\(^{-1}\) [11,25], respectively. Variations of peaks in the 1000-1800 cm\(^{-1}\) region are mainly attributed to the consumption of formic acid via carboxylation and esterification reactions (no. (4.1)-(4.3)) and the formation of ethyl formate. Lastly, additional bands in the 2700-3100 cm\(^{-1}\) region correspond to various vibrational modes of C–H bonds in TEOS ethyl groups.
Figure 4.5 Raman spectra evolution with time of MTMS and FA mixtures in the (a) 400-3200 cm\(^{-1}\), (b) 400-950 cm\(^{-1}\), (c) 950-2000 cm\(^{-1}\), and (d) 2700-3200 cm\(^{-1}\) regions. The intensity evolution of bands associated with \(\nu_2(\text{Si}−\text{O})\), \(\nu(\text{C}−\text{O})\), \(\nu(\text{O}−\text{CH}_3)\), \(\delta(\text{Si}−\text{O}−\text{Si})\) and \(\nu(\text{C}−\text{H})\) vibrations as a function of time can be found in Figures 4.8, 4.9, 4.10, 4.11 and 4.12, respectively.
Figure 4.6 Raman spectra evolution with time of MTES and FA mixtures in the (a) 400-3200 cm$^{-1}$, (b) 400-1000 cm$^{-1}$, (c) 1000-2000 cm$^{-1}$, and (d) 2700-3200 cm$^{-1}$ regions. The intensity evolution of bands associated with $\nu$(Si–O), $\nu$(C–O), $\nu$(O–CH$_3$), $\delta$(Si–O–Si) and $\nu$(C–H) vibrations as a function of time can be found in Figures 4.8, 4.9, 4.10, 4.11 and 4.12, respectively.
Figures 4.5 and 4.6 represent the variation in the Raman spectra of MTMS and MTES mixtures with FA, respectively. The reaction evolution of MTMS-based mixture follows a close trend to that of TMOS. This is also true for the ethyl-based mixtures. The main difference between the spectra of corresponding tetraalkoxysilane and alkyltrialkoxysilane-based mixtures is the presence of additional C–H stretching vibration bands at 2916 and 2914 cm\(^{-1}\) that originate from the non-hydrolysable methyl group available in MTMS- and MTES-based acid mixtures, respectively. It is clear that Si–CH\(_3\) bonds remain in the system after the 2 hours experimental duration, as they do not participate in the sol-gel process. In addition, the position of some of the characteristic peaks varies from one tetraalkoxysilane to its alkyltrialkoxysilane counterpart. As can be observed from Figure 4.5, the bending vibrations of the Si–O–Si bridge appears at 474 cm\(^{-1}\) while the stretching vibrations of Si–O, C–O (in methyl formate), O–CH\(_3\) (in methanol) and C–H (in CH\(_3\) groups) in the MTMS-based acid mixtures appear at 627, 909, 1020 and 2845 cm\(^{-1}\), respectively. A similar observation is made in the ethyl-based samples. As shown in Figure 4.6, the bending vibrations of the Si–O–Si bridge appears at 481 cm\(^{-1}\) while the stretching vibrations of Si–O, O–C in ethyl formate, O–C in ethanol and C–H (in CH\(_3\) groups) in the MTES-based acid mixtures appear at 640, 840, 877 and 2931 cm\(^{-1}\), respectively. The shifts in the peak positions corresponding to the bending vibrations of Si–O bonds in all four mixtures are attributed to structural difference between the final 3-dimensional silica networks.

The \textit{in situ} monitoring of the sol-gel process in each formulation was performed by following the variations in the characteristic Raman intensity of key components in the mixture from \(t_0 = 3\) minutes. These include: (a) the Si–O and C–H stretching modes of the silica alkoxide located in the 627-653 and 2845-2935 cm\(^{-1}\) regions, respectively, (b) characteristic peaks of volatile by-products including ethyl and methyl formates (\(\nu(C–O)\)) located in 840-841 and 909-910 cm\(^{-1}\) regions, respectively (c) ethanol and methanol (\(\nu(O–C_xH_{2x+1})\)) located at 877 and in 1018-1020 cm\(^{-1}\) region, respectively and finally (d) the deformation of Si–O bond in silica located between 474 and 489 cm\(^{-1}\).
The reaction kinetic information was extracted from data by plotting the Raman intensity of the selected peaks as a function of time. Changes in Raman intensity provide information on the relative concentration of the components available in sample window (spot size ~ 8 μm) being exposed to the monochromic light. A meaningful interpretation of data requires appropriate normalisation procedures to account for differences in the surface properties and quality of focus during collection. As the first step, all data points were divided by a ‘reference peak’. During the 2 hours monitoring, the mixture evolves into a solid gel. Thus, throughout the experiment the liquid phase and solid phase compete until full gelation takes place. Because of this biphasic condition, the optical transmittance of the solution drops during gelation. In addition, an unknown volume of the reaction by-products evaporates during the course of the experiment, which jeopardises the focus of the laser on the sample surface. Both of these events influence the depth of laser penetration, which causes the signal/noise ratio to fall. Therefore, it is necessary to normalise the obtained data with respect to a peak that does not go through any changes during the reaction process, to eliminate the influence of the reduction in signal/noise ratio. This is straightforward for the formulations containing methyl and ethyl bonds directly connected to Si atom i.e. the ones containing MTMS and MTES. These bonds do not participate in the sol-gel process (due to their non-hydrolysable nature) and thus, their corresponding C–H stretches (at 2916 and 2914 cm\(^{-1}\), respectively) were utilised for the initial stage of normalisation. Data normalisation for TMOS and TEOS precursors are slightly more complicated as all of the covalent bonds available in the mixture go through transformation. This issue has been resolved in different ways in the past. Mulder and Damen studied a low-rate hydrolysis reaction of TEOS in ethanol and water and postulated that the rocking mode of the CH\(_3\) group at 960 cm\(^{-1}\) does not undergo significant changes over time [9]. Other studies have been conducted in the presence of a non-reactive chemical (e.g. toluene [11] or ionic liquid [3]) to enable normalisation. In this work, the strong band at 1330 cm\(^{-1}\) attributed to the carbon content in 304 stainless steel container was utilised for normalisation. This was done through precise peak fitting using Omnic software (version 9.6.238) to evaluate the correct peak intensity at 1330 cm\(^{-1}\). The validity of this approach was examined by plotting the peak height variation of bands at 1330 and 2916 cm\(^{-1}\) over time. This process was
repeated in duplicate for two different MTMS-based samples and the results are shown in Figure 4.7. As can be seen, both bands share a similar trend for each sample confirming that either of the peaks can be utilised for normalisation of data points.

![Figure 4.7 Demonstration of Raman intensity variations of 2916 (C–H stretch in methyl groups of MTMS) and 1330 cm⁻¹ (D-band in steel container) bands over time in two rounds of nominally identical MTMS-based formulations.](image)

As the second and last step of normalisation, the maximum \( \frac{\text{Raman intensity}}{\text{Reference Peak intensity}} \) value in every data set was identified and every data point in the same series was divided by this value. This resulted in all series having a maximum value of 1. To demonstrate repeatability, every measurement was performed in duplicate, and both were plotted as round 1 and 2 in the same graph.

Figure 4.8 displays the rate of precursor consumption in all four samples within two hours of being mixed with acid. In order to quantify the difference in the reaction rate, zero order kinetics was assumed and therefore, a linear fit was plotted for each round of measurements (for the linear region), the results of which are recorded in Table 4.3. Examples of typical linear fits are provided as insets in Figure 4.8a and b.
Figure 4.8 Time evolution of Si–O symmetric stretching mode in four different systems namely, (a) TMOS-, (b) TEOS-, (c) MTMS- and (d) MTES-based mixtures. Examples of linear fits are provided in the insets.

Table 4.3 Linear fitting \(Y = A + BX\) information using Origin (version 6.0) software for time evolution of Si–OC\(_x\)H\(_{2x+1}\) band for each mixture.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Order of kinetics</th>
<th>(B) / minute(^{-1})</th>
<th>(R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMOS + FA</td>
<td></td>
<td>((-49.04 \pm 9.44)E-3)</td>
<td>0.96</td>
</tr>
<tr>
<td>Round 1</td>
<td></td>
<td>((-47.12 \pm 6.26)E-3)</td>
<td>0.98</td>
</tr>
<tr>
<td>Round 2</td>
<td></td>
<td>((-12.33 \pm 0.88)E-3)</td>
<td>0.97</td>
</tr>
<tr>
<td>Round 2</td>
<td></td>
<td>((-13.35 \pm 0.87)E-3)</td>
<td>0.98</td>
</tr>
<tr>
<td>MTMS + FA</td>
<td></td>
<td>((-49.12 \pm 9.88)E-3)</td>
<td>0.96</td>
</tr>
<tr>
<td>Round 1</td>
<td></td>
<td>((-49.44 \pm 13.18)E-3)</td>
<td>0.93</td>
</tr>
<tr>
<td>Round 2</td>
<td></td>
<td>((-33.45 \pm 3.27)E-3)</td>
<td>0.98</td>
</tr>
<tr>
<td>Round 1</td>
<td></td>
<td>((-24.08 \pm 2.45)E-3)</td>
<td>0.97</td>
</tr>
</tbody>
</table>
As can be seen from Table 4.3, Si–OCH$_3$ is consumed at a higher rate than Si–OC$_2$H$_5$. At the starting point of reaction monitoring ($t_0=3$ minutes) these bands can undergo two distinct chemical reactions (as indicated by Sharp [20]):

Carboxylation: $[\text{Si}OR + \text{HOCOH}] \rightleftharpoons [\text{Si}O\text{COH} + \text{ROH}]$ (4.1)

Hydrolysis: $[\text{Si}OR + \text{H}_2\text{O}] \rightleftharpoons [\text{Si}OH + \text{ROH}]$ (4.4)

Simultaneous to the carboxylation (reaction (4.1)), hydrolysis reaction (reaction (4.4)) can take place due to the presence of small volume of water (~4%) in commercial FA. At the start of the sol-gel process, reaction (4.4) is unlikely to take place as the alkoxide precursors are immiscible in water and require alcohol as a co-solvent [26]. This is due to the hydrophobic nature of the alkyl groups [27]. During the course of the reaction and as more water-soluble groups are formed, hydrolysis through reaction (4.4) becomes more likely.

Since the hydrophobicity increases with the size of the alkyl chain, ethyl-based precursors require a larger volume of alcohol to solubilise in water. Therefore, consumption of ethyl-based precursors is expected to accelerate once enough ethanol is produced in the reaction environment and TEOS/MTES can participate in reaction (4.4) as well as reaction (4.1). Subsequently, the precursor participates in condensations reactions ((4.8) and (4.9)) and can be consumed in a wider range of routes.

Thus, reaction (4.1) can be considered as the main route of precursor consumption in the initial stages of sol-gel process. During the non-hydrolytic sol-gel route, the oxygen atom in the alkoxy group undergoes protonic attack. This is the rate-determining step of the non-hydrolytic sol-gel process and is related to the electronegativity of the oxygen atom. Table 4.4 is extracted from the work done by Kanamori et al. [14] in which they calculated the partial charge of various alkoxy silanes using the 'partial charge model'. This model, proposed by Livage and Henry [28], suggests that the partial charge ($\delta$) of an element can be calculated by considering the electronegativity of all the elements present in the molecule (in neutral state). As it is shown in the Table 4.4, the partial charge on oxygen atom ($\delta_O$) in TMOS (~0.44) is slightly lower than that of TEOS (~0.46). The same is true for the case of MTMS (~0.46) and MTES (~0.47). This observation suggests that TMOS should have the slowest rate for reactions 4.1 and 4.4.
while MTES should have the fastest rate. This does not agree with the observation made from Figure 4.8 and Table 4.3. This can be explained by considering the other influential factor in the protonic attack, steric hindrance. This phenomenon explains that due to the arrangement of atoms in a molecule, a longer alkyl chain hinders the protonic attack to the oxygen atom in the alkoxy chain. For this reason, the rate of TMOS consumption is faster (~4 times) than that of TEOS and similarly, rate of MTMS consumption is faster than that of MTES (by a factor of ~1.7).

Based on Table 4.3, the rate of precursor consumption in MTMS-based system (BAverage = -49.28E-3) is only slightly higher than that of TMOS-based mixture (BAverage = -48.08E-3). This difference is much more noticeable for the MTES and TEOS precursors. The substitution of an ethoxy group with an ethyl group is not expected to induce a reduction in the steric hindrance around the oxygen atoms in the remaining ethoxy groups. However, the partial charge on the oxygen atoms in MTES is slightly higher than that in TEOS as shown in Table 4.4. This is due to weaker electron withdrawing power of ethyl groups compared to ethoxy groups [14,29]. The higher electron density at oxygen atoms in MTES molecules makes this precursor more susceptible to protonic attack.

Table 4.4 Partial charges value of various silica alkoxides calculated using the partial charge model [14].

<table>
<thead>
<tr>
<th></th>
<th>Si(OR)₄</th>
<th>CH₃Si(OR)₃</th>
<th>C₂H₅Si(OR)₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>δₒ values</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R = CH₃</td>
<td>-0.44</td>
<td>-0.46</td>
<td>-0.47</td>
</tr>
<tr>
<td>R = C₂H₅</td>
<td>-0.46</td>
<td>-0.47</td>
<td>-0.48</td>
</tr>
<tr>
<td>R = C₃H₇</td>
<td>-0.47</td>
<td>-0.48</td>
<td>-0.48</td>
</tr>
<tr>
<td>δₛ𝑖 values</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R = CH₃</td>
<td>+0.35</td>
<td>+0.33</td>
<td>+0.32</td>
</tr>
<tr>
<td>R = C₂H₅</td>
<td>+0.32</td>
<td>+0.31</td>
<td>+0.31</td>
</tr>
<tr>
<td>R = C₃H₇</td>
<td>+0.31</td>
<td>+0.30</td>
<td>+0.30</td>
</tr>
</tbody>
</table>

Another factor influencing this considerable difference in the reaction kinetics among tetraalkoxysilanes and alkyltrialkoxyssilanes is the stoichiometry of the carboxylation reaction. For every 1 mole of tetraalkoxysilane, 4 moles of FA is
required for reaction (4.1) to take place while the precursor:FA molar ratio for alkyltrialkoxyssilanes is 1:3:

\[
\begin{align*}
\text{Si(OR)}_4 + 4\text{HOCHOH} & \rightleftharpoons \text{Si(OCOH)}_4 + 4\text{ROH} \quad (4.10) \\
\text{R'Si(OR)}_3 + 3\text{HOCHOH} & \rightleftharpoons \text{R'Si(OCOH)}_3 + 3\text{ROH} \quad (4.11)
\end{align*}
\]

Because of the precursor:FA molar ratio used in this work (1:3.5), there is a stoichiometric imbalance for the case of TMOS and TEOS, while excess FA is present when MTMS and MTES are used. This mismatch contributes to the rate of the carboxylation process, which facilitates the alkoxide consumption.

Based on Figure 4.8, after ~20 minutes of the sol-gel process, Si–OR stretching vibration disappears in methyl-base precursor and acid mixtures while it takes between 40-100 minutes for this band to no longer be discernible from Raman spectra of the ethyl-based mixtures. As mentioned before, this band is attributed to the symmetric stretching vibration of Si–OR and its intensity is reduced when one or more of the these bonds are broken [9]. Thus, its disappearance cannot be regarded as the absence of Si–OR bonds in the sol mixture. The results shown in this work confirm that the initial sol-gel processes have progressed further in the case of methyl-based precursors compared to ethyl-based ones and follows the following order: MTMS~TMOS>MTES>TEOS.
Figure 4.9 Formation and consumption of methyl formate (in (a) TMOS- and (c) MTMS-based samples) and ethyl formate (in (b) TEOS- and (d) MTES-based mixtures).

Figure 4.9 represents the consumption of the alkyl formate characteristic peak over time in each mixture. Generally, the methyl/ethyl formate is produced via two chemical routes:

**Esterification**
\[
\text{HOCOH} + \text{ROH} \rightleftharpoons \text{ROCOH} + \text{H}_2\text{O} \quad (4.3)
\]

**Condensation**
\[
\text{[Si]OR} + \text{[Si]OCOH} \rightarrow \text{[Si][Si]} + \text{ROCOH} \quad (4.9)
\]

Alcohol and/or [Si]OCOH are required for the production of ROCOH groups. As the sol-gel process proceeds over time, more alcohol is introduced into the system disturbing the equilibrium of esterification reaction (no. (4.3)). Based on Le Chatelier's principle, the system will then adjust itself to counteract the excess ROH groups present in the system by producing more yield (water and ethyl/methyl formate) and establishing a new equilibrium. Therefore, simultaneous to the esterification reaction, some condensation takes place in each sys-
tem resulting in rapid formation of ROCOH. The results shown in Figure 4.9 demonstrate a peak maximum in the formation of both methyl formate and ethyl formate after 20 minutes post mixing acid with the precursor. After 20 minutes, the production of methyl formate dissipates slowly while the Raman band associated with ethyl formate reaches zero intensity after ~70 minutes. In order to understand this observation, the alcohol production must first be investigated.

Figure 4.10 displays the rate of formation and consumption of methanol (for TMOS and MTMS) and ethanol (in TEOS and MTES-based samples). As can be seen, alcohol production reaches its peak after 20-50 minutes of the reaction monitoring period. The slower production of ethanol compared to methanol can be explained by the reduced rate of the carboxylation step (reaction (4.1)). As discussed previously, consumption rate of methyl-based precursors is higher than that of ethyl-based precursors. This means that methanol is produced at a higher rate in methyl-based mixtures compared to ethanol in ethyl-based mix-
tures as a result of reactions (4.1) and (4.4). It can be seen in Figure 4.10 that the production of methanol reaches a maximum at ~20 minutes post precursor and FA mixing while this maximum is reached after ~50 minutes for ethyl-based mixtures.

Generally, alcohol can either be consumed through esterification (reaction (4.3)) or leave the structure via evaporation. Methanol and ethanol have vapour pressures of 55.5 and 29.4 kPa at 50°C [30], respectively and thus, methanol is more volatile and more likely to leave the sol-gel mixture via evaporation compared to ethanol. On the other hand, as more methanol is formed in the system, the reaction equilibrium in all of the reactions listed below becomes disturbed. In other words, while esterification reaction (reaction 4.3) yields more methyl formate to counterbalance the excess methanol, reactions (4.1) and (4.4) introduce more acid and alkoxide into the system. Due to the complex nature of the reactions, it is hard to confidently describe what takes place in the system at each point of time. However, based on Figure 4.10, one can confidently state that methanol leaves the sol-gel system and/or is consumed at a higher rate compared to ethanol.

Based on the formation and consumption patterns of alkyl formates and alcohols, one can presume that within the first hour of reaction monitoring, methyl formate is produced via both esterification (reaction (4.3)) and condensation (reaction (4.9)) routes. After this, due to the reduction in methanol concentration in the methyl-based systems, the methyl formate is mainly produced via the condensation reaction (4.9) and its rate of production drops quickly.

Carboxylation \[\text{[Si]OR + HOCHO} \rightleftharpoons \text{[Si]OCO} + \text{ROH}\] (4.1)
Esterification \[\text{HOCHO} + \text{ROH} \rightleftharpoons \text{ROCO} + \text{H}_2\text{O}\] (4.3)
Hydrolysis \[\text{[Si]OR + H}_2\text{O} \rightleftharpoons \text{[Si]OH} + \text{ROH}\] (4.4)
Condensation \[\text{[Si]OH} + \text{[Si]OR} \rightarrow \text{[Si]O[Si]} + \text{ROH}\] (4.8)
Formation of Si–O deformation band located between 474–489 cm$^{-1}$. This band represents the initial stages of condensation process in (a) TMOS, (b) TEOS, (c) MTMS and (d) MTES mixtures.

Formation of the Si–O–Si bridges, characterised by deformation vibration of Si–O bond (located in the 474–489 cm$^{-1}$ region), marks the start of the condensation process. This band is weak, and its intensity is increasingly obscured by the reduced signal to noise ratio as the reaction proceeds. This effect may not have been fully removed by the normalisation process. This could explain the scatter in its intensity shown in Figure 4.11.

Generally, condensation in these systems can take place in multiple ways:

Condensation

$$[\text{Si}]\text{OH} + [\text{Si}]\text{OCOH} \rightarrow [\text{Si}]\text{O}[\text{Si}] + \text{HOCOH} \quad (4.6)$$

$$[\text{Si}]\text{OH} + [\text{Si}]\text{OH} \rightarrow [\text{Si}]\text{O}[\text{Si}] + \text{H}_2\text{O} \quad (4.7)$$

$$[\text{Si}]\text{OH} + [\text{Si}]\text{OR} \rightarrow [\text{Si}]\text{O}[\text{Si}] + \text{ROH} \quad (4.8)$$

$$[\text{Si}]\text{OR} + [\text{Si}]\text{OCOH} \rightarrow [\text{Si}]\text{O}[\text{Si}] + \text{ROCOH} \quad (4.9)$$
As soon as carboxylation of Si−OR takes place, condensation is initiated via reaction (4.9). As the reaction proceeds and the hydrolysis reaction takes place (producing Si−OH groups), condensation is facilitated in the other chemical routes listed as reactions (4.6-4.8) which results in a rapid increase in the intensity of δ(Si−O) band. Therefore, rate of condensation is dependent on the rate of both carboxylation and hydrolysis reactions. The results shown in Figure 4.11 agree well with the kinetics of the precursor consumption process in all four samples as shown in Figure 4.8.

![Image](image.png)

*Figure 4.12 variation of Raman intensity in the selected C−H stretching vibrations in each sample, (a) TMOS, (b) TEOS, (c) MTMS and (d) MTES mixtures. The insets represent typical fitting utilised to calculate the rate of Raman band-intensity drop.*

Figure 4.12 represents the time evolution of C−H stretching vibration bands at 2849, 2935, 2845 and 2931 cm⁻¹ in TMOS-, TEOS-, MTMS- and MTES-based mixtures, respectively during the 2 hours experimental window. The position of these bands agree well with the C−H vibrations of the corresponding precursor in each mixture as demonstrated in Figure 4.2 and Table 4.2. Zero order kinetics was chosen to plot the linear fittings using Origin software (version 6.0).
Examples of these fittings are shown in Figure 4.12 insets. The kinetic rates obtained from fittings are recorded in Table 4.5. Theoretically, the consumption of each precursor reduces the concentration of SiOC–H bonds in the system and as a result, the intensity of the corresponding C–H vibrational band drops in Raman spectra. As illustrated in Table 4.5, the average rate of C–H stretching evolution differs from that of Si–O bands located at 639, 627 and 640 cm\(^{-1}\) for TMOS-, MTMS- and MTES-based FA mixtures (mentioned in Table 4.3).

Table 4.5 Linear fitting (Y= A + BX) information using Origin (version 6.0) software for time evolution of the selected C–H band for each mixture. The selected vibrational bands are 2849, 2935, 2845 and 2931 cm\(^{-1}\) in TMOS-, TEOS-, MTMS- and MTES-based acid mixtures, respectively.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Round 1</th>
<th>Round 2</th>
<th>Order of kinetics</th>
<th>R(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMOS+ FA</td>
<td>(-24.24 ± 3.61)E-3</td>
<td>(-19.32 ± 1.72)E-3</td>
<td>0</td>
<td>0.94</td>
</tr>
<tr>
<td>TEOS+ FA</td>
<td>(-9.82 ± 0.71)E-3</td>
<td>(-8.44 ± 0.46)E-3</td>
<td>0</td>
<td>0.95</td>
</tr>
<tr>
<td>MTMS+ FA</td>
<td>(-14.34 ± 0.98)E-3</td>
<td>(-14.81 ± 0.78)E-3</td>
<td>0</td>
<td>0.97</td>
</tr>
<tr>
<td>MTES+ FA</td>
<td>(-8.93 ± 0.60)E-3</td>
<td>(-8.56 ± 0.36)E-3</td>
<td>0</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Although careful peak fitting tools were utilised to remove the effect of neighbouring peaks on the intensity of investigated bands, it is clear that other bands have contributed to the intensity of C–H band associated with each precursor due to superimposition. Figures 4.13 demonstrates the Raman spectra of methanol, ethanol, methyl formate and ethyl formate. As can be seen, C–H stretching vibrations of methyl formate (2844 cm\(^{-1}\)) contributes to the intensity of methyl-based mixtures at 2849 and 2845 cm\(^{-1}\). Similarly, C–H stretching vibrations of ethanol (2933 cm\(^{-1}\)) contributes to the intensity of MTES-based mixture at 2931 cm\(^{-1}\).
Figure 4.13 Raman spectra of (a) methanol and ethanol, (b) methyl formate (retrieved from [31] with modifications) and (c) ethyl formate (retrieved from [32] with modifications).
Counterintuitively, the TEOS-based mixture showed relatively close kinetic rates for bands at 653 and 2935 cm\(^{-1}\) (average values of -12.84E-3 and -9.13E-3 minutes\(^{-1}\), respectively). One possible explanation for this observation could be the slow rate of TEOS consumption as shown in Figure 4.8b. The slower rate of TEOS consumption results in slower formation of ethanol in the system. Therefore, a lower volume of ethanol is formed in the TEOS mixture during the experiment and its corresponding band at 2933 cm\(^{-1}\) does not influence the peak intensity of the precursor band at 2935 cm\(^{-1}\) extensively.

**4.4 Morphology of silica network**

**4.4.1 Experimental procedure**

Scanning electron microscopy was used to compare the morphologies of the four synthesised silica networks. Each silica alkoxide was mixed with FA (with the formulation described in section 4.2) for 10 minutes in a glass vial at 600 rpm using a magnetic stirrer. Since early stage monitoring was not required in this study, the reactants were mixed for additional 7 minutes (compared to the *in situ* reaction monitoring study) to allow the sol to reach a more homogenous state. After the 10 minutes mixing period, 500 μL of each mixture was transferred into a stainless steel container using a micropipette. After two hours of aging under ambient conditions (humidity and temperature were monitored during this period using an RS 1260 humidity temperature meter), the wet gels were transferred to a Genlab oven (Model MINO/40) and were heated at 110±5°C for 12 hours. Once dried, the xerogels were coated with gold to minimise the charging effects caused by the electron beam during SEM imaging (Quanta 3D FEG, FEI, USA).

**4.4.2 Results and discussion**

As mentioned previously, the sol-gel mixtures are kept at ambient conditions for two hours prior to being dried at 110°C. Table 4.6 provides a comparison between the points of time at which each sol turns into a gel, where t represents the time passed from the mixing point of precursors with acid. The point of gelation, referred to as sol-gel transition point, was determined by mildly agitating each sample, every 10 minutes by applying a light force using a spatula on the sample surface. Once no flowing behaviour was observed upon agitation, the
sample was considered gelled. The quickest silica gel was formed with TMOS precursor followed by MTMS, TEOS, and lastly MTES. Based on the results of *in situ* monitoring of hydrolysis and condensation processes taking place in each mixture (shown in section 4.3.2), TMOS, and MTMS showed very similar reaction kinetics throughout the first 2 hours of the sol-gel process. Interestingly, formation of the Si–O–Si bridges characterised by deformation vibrations of Si–O bonds (corresponding bands located at 489 and 474 cm\(^{-1}\) for TMOS and MTMS, respectively) have a very similar profile as shown in Figure 4.11a and c. A similar observation is made by comparing the ethyl-based precursors. Based on Figure 4.11b and d, the Si–O–Si bridges are formed at earlier stages of sol-gel process in MTES mixture compared to TEOS. However, according to the data in Table 4.6, TEOS mixture showed to gel quicker than MTES. These observations can be explained by the mechanism of gelation in sol-gel process. Formed silica particles (primary particles) aggregate to form secondary particles or clusters and finally these particles link together in a ‘pearl necklace’ morphology [33]. Presence of methyl groups in MTES and MTMS retards the formation of primary and secondary particles due to steric hindrance effect [29].

*Table 4.6 Gelation timeline determined visually for TMOS, TEOS, MTMS and MTES based gels. The ‘X’ symbol describes a not-gelled state while the ‘✓’ symbol represents a gelled silica network.*

<table>
<thead>
<tr>
<th>t / minutes</th>
<th>10’</th>
<th>30’</th>
<th>60’</th>
<th>90’</th>
<th>120’</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humidity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TMOS</td>
<td>X</td>
<td>X</td>
<td>~40’</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>TEOS</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>~80’</td>
<td>✓</td>
</tr>
<tr>
<td>MTMS</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>~70’</td>
<td>✓</td>
</tr>
<tr>
<td>MTES</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>~100’</td>
</tr>
</tbody>
</table>
Figure 4.1 demonstrates the physical structure of the synthesised gels after 2 hours of hydrolysis and condensation processes under ambient conditions. As can be seen, the tetraalkoxysilane-based gels have extensively fractured into small pieces, which suggest that the TMOS- and TEOS-based gels have brittle structures. On the other hand, the trialkoxysilane-based gels have a smooth surface with no apparent signs of shrinkage or fractures. As discussed previously and shown in Figures 4.9 and 4.10, ROH and ROCOH groups formed during the carboxylation, esterification, hydrolysis, and condensation reactions are removed from the mixture either through consumption in another reaction or through evaporation. As the volatile by-products leave the silica network, capillary pressure is exerted on the porous silica structure. This is overcome by compressive stress on the gel structure, which results in shrinkage of the gels [34,35]. In addition, a typical porous silica network contains pores of various sizes and therefore, as evaporation of by-products takes place, a high pressure-gradient is created inside the network, which can result in mechanical damage such as fracturing. The presence of Si–CH₃ groups in the MTMS and MTES based gels reduces the surface tension of the alcohol and water within the
pores of the gels preventing the capillary collapse [35]. In addition, the presence of the non-hydrolysable groups inside the network results in a lower crosslinking density in the silica network, which increases the flexibility of the porous network.

Generally, silica gels have pearl-necklace microstructures in which primary particles consist of well-connected and agglomerated silica particles that are connected through a few Si–O–Si bonds together to create secondary silica particles [36]. Figure 4.15 demonstrates a schematic description of this structure. It can be seen that the weak mechanical points are the neck regions between secondary particles. Based on controlled aggregation mechanism, once secondary particles reach a certain size, colloidal stability is reached inside the sol due to surface charges [22].

![Figure 4.15 A typical SEM image and schematic demonstration of porous silica which is constructed of primary and secondary particles. Retrieved from [36].](image)

Figures 4.16 to 4.19 demonstrate the SEM images of all four of the xerogels after being dried at 110°C for 12 hours. Electron microscopy images of each sample were taken from four arbitrary regions within the sample. The SEM images shown here are representative of the porous structure of each silica network. During the heating process, the water content and the residual volatiles
are expected to leave the structure of the gel, causing an increase in the capillary pressure as a result of which the network is pulled inwards and the gel shrinks [34]. The SEM images for all samples show a dense structure for the xerogels, which is a result of extensive shrinkage.

Furthermore, the secondary silica particles can be detected in all SEM images. These particles are smaller in size and are more uniformly distributed in tetraalkoxide-based xerogels compared to trialkoxide-based xerogels. The inter-particle boundaries are less defined in TMOS- and TEOS-based xerogels, which can be translated into smaller inter-particle pore sizes in these samples. The highly brittle nature of these xerogels supports this observation since the smaller the pore sizes, the less permeable the gel is to the fluid flow rate which results in the formation of cracks and fractures in the silica xerogel [35]. Permeability is the ease with which fluid flows through a porous structure [37].

In addition, the sizes of the secondary silica particles are larger in MTMS- and MTES-based xerogels compared to TMOS and TEOS xerogels. Zhang et al. reported a similar observation while investigating the influence of MTES/TEOS molar ratio on the morphology of the resultant silica particles [38]. Based on their study, as the MTES/TEOS ratio was increased, the size of secondary silica particles, formed by aggregation of primary particles, increased. They explained that as the amount of MTES in the mixture increases, the charge balance of the colloid is disturbed and for this reason, the colloid particles continue to grow in size. This explanation seems relevant to the work reported here as well. Presence of non-hydrolysable and hydrophobic methyl groups in MTMS and MTES sol mixtures retarded the colloidal balance, which led to the formation of larger secondary particles.
Figure 4.16 SEM images of TMOS-based xerogels after being dried at 110°C for 12 hours.
Figure 4.17 SEM images of TEOS-based xerogels after being dried at 110°C for 12 hours.
Figure 4.18 SEM images of MTMS-based xerogels after being dried at 110°C for 12 hours.
Figure 4.19 SEM images of MTES-based xerogels after being dried at 110°C for 12 hours.
4.5 Conclusions

Four different precursors (TMOS, TEOS, MTMS and MTES) have been selected to elucidate the effect of gradual modification in organic substitution of the precursor on the non-hydrolytic sol-gel process kinetics and the morphology of the resultant silica structure. Figure 4.20a provides a summary of the reactions involved in the formation of methanol/ethanol (ROH) and methyl/ethyl formate (ROCOH).

\[ \text{Figure 4.20 Summary of the reactions taking place in a non-hydrolytic sol-gel route based on the reactions listed by Sharp [20] (numbers represent the reaction number as listed in section 4.3.2). The illustration shows the reactions involved in the (a) formation of methanol/ethanol (ROH) and methyl/ethyl formate (ROCOH), (b) formation of } [\text{Si}]\text{O}[\text{Si}]. \]
The *in situ* Raman analysis demonstrated that the rate of alkoxide ([Si]OR) consumption, has the following order amongst the precursors: MTMS~TMOS>MTES>TEOS. This was attributed to a number of reasons:

a) At the early stages of being mixed with FA, TMOS and MTMS are consumed through reactions 4.1 and 4.4 while for MTES and TEOS, reaction 4.4 is less likely (TEOS and MTES are not as miscible in water as MTMS and TMOS).

b) Due to steric hindrance effect, the methoxy-based precursors undergo protonic attack faster than their counterpart ethoxy-based precursors.

c) Based on the utilised formulation, the precursor: FA ratio is not stoichiometrically satisfied in the carboxylation reaction (reaction (4.1)) for TMOS and TEOS precursors causing the carboxylation kinetics to be lower than MTMS and MTES mixtures.

Faster consumption of [Si]OR in TMOS and MTMS manifests into faster formation of methanol and methyl formate compared to ethanol and ethyl formate through the reactions shown in Figure 4.20a.

As can be seen from Figure 4.20b, rate of formation of the [Si]O[Si] bridges is dependent on the rate of the hydrolysis (4.4) and carboxylation (4.1) reactions. It was shown that the rate of gelation had the following order: TMOS>MTMS>TEOS>MTES. This trend was associated with the presence of methyl groups in the MTMS and MTES mixtures, which retards the formation of primary and secondary silica particles due to steric hindrance effect and delays their gelation with respect to the TMOS and TEOS, respectively.

The two precursors having the fastest hydrolysis and condensation processes were shown to be TMOS and MTMS in this work. Mixing various precursors together is often a way to improve mechanical properties and create unique structures appropriate for specific applications. Attention must be paid to the compatibility of the precursors as poor choice can result in heterogeneity in the gel (the more reactive precursor forms silica network in shorter time). Based on the reaction kinetics investigated in this work, TMOS and MTMS have shown to be the most compatible precursors amongst all four investigated precursors.
4.6 References


5. Comparative studies of the gelation kinetics and the physical and electrochemical properties of TEOS, TMOS, MTMS and MTES based ionogels synthesised through a non-hydrolytic sol-gel route

5.1 Introduction
As indicated in Chapter 4, one of the aims of this thesis is to answer two key questions in the field of sol-gel synthesised ionogel electrolytes: (1) Can the alkoxide precursor influence the properties and performance of ionogels and (2) If so, how? The previous chapter provided insights about the sol-gel process kinetics for the four different precursors, and the microstructure of each xerogel. This chapter aims to:

1. Provide a comparison between TMOS, TEOS, MTMS and MTES-based ionogels as solid skeleton encapsulating 1-ethyl-3-methylimidazolium trifluoromethanesulfonate ionic liquid in terms of sol-gel process kinetics, microstructure and thermal stability.
2. Evaluate the presence and the strength of interactions between the ionic liquid and pore walls of the confining silica matrix and provide a comparison between the four ionogels. This is of a crucial importance for applications where ionic mobility can be jeopardised.
3. Examine the electrochemical performance of each ionogel as the electrolyte for activated carbon-based EDLCs.

To achieve these goals, a series of characterisation techniques, including Raman spectroscopy, TGA, SEM, EDX and a combination of electrochemical analysis tools (CV and EIS) were utilised to provide an understanding of each system.

5.2 Materials
The choice of ionic liquid was made based on the fulfilment of certain criteria. A suitable ionic liquid electrolyte for supercapacitors must possess a wide potential window, high thermal stability, low viscosity, high ionic conductivity at room temperature and low cost. Generally, imidazolium and pyrrolidinium-based ionic
liquids are most commonly employed for supercapacitors [1–4]. The general structures of these cations are provided in Figure 5.1.

![General molecular structure of (a) imidazolium and (b) pyrrolidinium cations.](image)

Neat imidazolium-based ionic liquids have been shown to have higher ionic conductivity compared to their equivalent pyrrolidinium-based ionic liquid [1]. This observation was attributed to the planar molecular structure of the imidazolium cations whereas presence of substituents below or above the pyrrolidinium plane restricts the ion mobility of these types of ionic liquids. Similarly, having smaller substituent groups (e.g. H, CH₃, C₂H₅) attached to the imidazolium cation ring is generally preferred as longer chains can hinder ionic mobility. In addition, ionic conductivity of ionic liquids containing imidazolium cations have been shown to be more stable compared to pyrrolidinium-based ionic liquids [1,4] due to the stable aromatic structure of the imidazolium ring.

Chloride [Cl], tetrafluoroborate [BF₄], hexafluorophosphate [PF₆], bis(trifluoromethylsulfonyl)imide [TFSI] and trifluoromethanesulfonate [TfO] are examples of some common ionic liquid anions for energy storage applications. Eftekhar attributed this popularity in the field of electrochemistry to their 'acceptable' viscosity and ionic conductivity at room temperature when combined with certain imidazolium and pyrrolidinium cations [4]. Disappointingly, the vague nature of the term 'acceptable' was not clarified. In this investigation, choosing an anion with a single conformer (and reasonable pricing) was favourable to reduce the complexity of in situ investigation using Raman spectroscopy.

Based on these requirements, 1-ethyl-3-methylimidazolium trifluoromethanesulfonate was chosen as the ionic liquid for the entire project and its molecular structure is shown in Figure 5.2. This ionic liquid which is also referred to as 1-
ethyl-3-methylimidazolium triflate has a variety of abbreviations in the literature: (a) [Emim][TfO], (b) [Emim][OTf], (c) [C₆H₁₁N₂][OTf], (d) [C₂MIm][TfO], and (e) EMITf. This ionic liquid has a conductivity of 8.6 mS cm⁻¹ (at room temperature) and a potential window of 4.3 V (manufacturer specification) [5]. At room temperature an average viscosity of 44 mPa s has been reported for this ionic liquid [6]. A pH of 6.6±0.1 has recently been reported for pristine [Emim][TfO] ionic liquid [7]. The molecular dimensions (length x width x height) of [Emim] and [TfO] ions are 7.8 x 5.8 x 3.3 Å and 4.4 x 4.4 x 3.3 Å, respectively [8].

![Figure 5.2 Molecular structure of 1-ethyl-3-methylimidazolium cation (left) and trifluoromethanesulfonate anion (right).](image)

The four different ionogels were synthesised using the non-hydrolytic sol-gel route described in Chapter 4. Each precursor (as listed in Table 5.1) was used as received.

<table>
<thead>
<tr>
<th>Material</th>
<th>Supplier</th>
<th>%Purity</th>
<th>Volume utilised</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 TMOS</td>
<td>Sigma Aldrich</td>
<td>≥98%</td>
<td>296 μL</td>
</tr>
<tr>
<td>2 TEOS</td>
<td>Sigma Aldrich</td>
<td>≥99%</td>
<td>446 μL</td>
</tr>
<tr>
<td>3 MTMS</td>
<td>Sigma Aldrich</td>
<td>≥98%</td>
<td>286 μL</td>
</tr>
<tr>
<td>4 MTES</td>
<td>Sigma Aldrich</td>
<td>≥99%</td>
<td>398 μL</td>
</tr>
<tr>
<td>5 FA</td>
<td>Aldrich</td>
<td>≥96%</td>
<td>264 μL</td>
</tr>
<tr>
<td>6 [Emim][TfO] ionic liquid</td>
<td>Sigma Aldrich</td>
<td>≥98% (≤0.1% water)</td>
<td>400 μL</td>
</tr>
</tbody>
</table>
5.3 *In situ* reaction monitoring

5.3.1 Experimental procedure

Each ionogel was prepared by mixing the specified volume of silica precursor in Table 5.1 with 400 μL [Emim][TfO] ionic liquid in a glass vial for 10 minutes at 600 rpm using a magnetic stir bar. After this mixing stage, 398 μL of FA was added to the mixture and was allowed 3 minutes to react with the silica precursor. The precursor: ionic liquid: FA molar ratio was kept constant at 2:2:7 for all samples. In order to monitor the chemical processes taking place in each ionogel formulation, a Raman spectrum of each mixture was collected at regular intervals similar to the process described in Chapter 4 section 4.3.1. The first spectrum was collected after 3 minutes of mixing the precursor, ionic liquid and FA. To do so, 500 μL of the mixture was transferred into a 304 stainless steel container using a pipette. The subsequent spectra were collected at 10 minutes intervals for the first 2 hours and then after 6 and 12 hours of the experiment. The kinetics of the hydrolysis reaction for each precursor was then determined based on the evolution of peak height at selected wavenumbers. The justification for the peak selection is discussed briefly in the following section (5.3.2).

5.3.2 Results and discussion

As a primary step, Raman spectrum of the 'as-received' ionic liquid (500 μL inside a 304 stainless steel container) was collected. The collected spectrum is displayed in Figure 5.3. Due to presence of a key ionic liquid vibrational band ($\nu_4(\text{CS})$) located at 313 cm$^{-1}$, the Raman spectra of samples were collected between 300-3200 cm$^{-1}$ as opposed to 400-3200 cm$^{-1}$ in xerogels discussed in Chapter 4. Raman spectroscopic investigations of 1-Ethyl-3-methylimidazolium trifluoromethane-sulfonate have been reported in the past. For example, Liu et al. investigated the interaction between water and [Emim][TfO] ionic liquid using Raman and Fourier transform infrared spectroscopy [9]. They conducted this investigation by increasing the water/ionic liquid volume ratio from 0 to 80%. Singh et al. studied the molecular structure and the cation-anion interactions in [Emim][TfO] using quantum chemical calculations and vibrational spectroscopic characterisations [10]. They achieved good agreement between the theoretical and experimental results. Based on the mentioned reports and the experimental results achieved in the present work, the assignments corresponding to charac-
teristic peaks of the ionic liquid have been realised and the summary of the key peak assignments are provided in Table 5.2.

From the lowest wavenumber, the vibrational bands at 313 and 348 cm\(^{-1}\) correspond to symmetric stretching vibrations of the C\(\text{--}\)S bond and the rocking mode of SO\(_3\) of the anion [9]. Bands at 573, 756 and 597 cm\(^{-1}\) are associated with the antisymmetric and symmetric deformation vibrations of CF\(_3\) and the oscillating vibrations of SO in the [TfO] anion, respectively [9,10].

The strong band at 1033 cm\(^{-1}\) is assigned to the symmetric stretching of S\(\text{--}\)O while its corresponding antisymmetric vibrational band is located at 1257 cm\(^{-1}\) [9,10]. The bands at 1169 and 1227 cm\(^{-1}\) correspond to the antisymmetric and symmetric stretching vibrations of C\(\text{--}\)F bonds in the anion, respectively [9]. The bands in the 1300-1600 cm\(^{-1}\) region are attributed to various vibrations within the imidazolium cation which are listed in Table 5.2 [10]. The 2700-3050 cm\(^{-1}\) and 3050-3200 cm\(^{-1}\) regions are associated with the C\(\text{--}\)H stretching modes of alkyl chains (methyl and ethyl groups) and the C\(\text{--}\)H bonds within the ring (C(2)H, C(4)H, C(5)H) of the imidazolium cation [9,10].
Figure 5.3 Raman spectrum of [Emim][TfO] ionic liquid in the (a) 300-3200 cm$^{-1}$, (b) 300-950 cm$^{-1}$, (c) 950-2000 cm$^{-1}$, and (d) 2700-3200 cm$^{-1}$ regions. Some of the key vibrational bands of the ionic liquid cation and anion are highlighted (exact locations of the highlighted bands can be found in Table 5.2) [9,10].
Table 5.2 Summary of selected vibrational modes of [Emim][TfO] and their corresponding assignments based on the results of the current investigation and the referenced works.

<table>
<thead>
<tr>
<th>Wavenumber in this work / cm$^{-1}$</th>
<th>Wavenumber in other works / cm$^{-1}$</th>
<th>Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>313</td>
<td>315 [9]</td>
<td>$\nu_s$(CS)</td>
</tr>
<tr>
<td>348</td>
<td>350 [9]</td>
<td>$\rho$(SO$_3$)</td>
</tr>
<tr>
<td>573</td>
<td>573 [9]</td>
<td>$\delta_{as}$(CF$_3$)</td>
</tr>
<tr>
<td>597</td>
<td>600 [10]</td>
<td>$\delta$(SO)</td>
</tr>
<tr>
<td>756</td>
<td>757 [9]</td>
<td>$\delta_s$(CF$_3$)</td>
</tr>
<tr>
<td>960</td>
<td>960 [10]</td>
<td>$\omega$(NC(2)H)</td>
</tr>
<tr>
<td>1033</td>
<td>1034 [9], 1033 [10]</td>
<td>$\nu_s$(SO$_3$)</td>
</tr>
<tr>
<td>1169</td>
<td>1173 [9]</td>
<td>$\nu_{as}$(CF$_3$)</td>
</tr>
<tr>
<td>1227</td>
<td>1230 [9]</td>
<td>$\nu_s$(CF$_3$)</td>
</tr>
<tr>
<td>1257</td>
<td>1260 [9]</td>
<td>$\nu_{as}$(SO$_3$)</td>
</tr>
<tr>
<td>1338</td>
<td>1337 [10]</td>
<td>$\rho$(NCH), $\tau$(HC(7)H)</td>
</tr>
<tr>
<td>1423</td>
<td>1424 [10]</td>
<td>$\nu$(C(5)N), $\delta$(HC(6)H)</td>
</tr>
<tr>
<td>1570</td>
<td>1570 [10]</td>
<td>$\nu$(C(2)N), $\nu$(C=C), $\rho$(C(2,4)H)</td>
</tr>
<tr>
<td>2768</td>
<td>2770 [10]</td>
<td>$\nu_s$(CH$_3$)</td>
</tr>
<tr>
<td>2889 &amp; 2839</td>
<td>2890 &amp; 2837 [10]</td>
<td>$\nu_s$(C$_2$H$_5$)</td>
</tr>
<tr>
<td>2931</td>
<td>2930 [10]</td>
<td>$\nu_{as}$(C$_2$H$_5$)</td>
</tr>
<tr>
<td>2971 &amp; 2952</td>
<td>2971 &amp; 2951 [10]</td>
<td>$\nu_{as}$(CH$_3$)</td>
</tr>
<tr>
<td>3118</td>
<td>3117 [9], 3116 [10]</td>
<td>$\nu_s$(C(2)H)</td>
</tr>
<tr>
<td>3177</td>
<td>3157 [9], 3171 [10]</td>
<td>$\nu_s$(C(4,5)H)</td>
</tr>
</tbody>
</table>

Figures 5.4 to 5.7 show the evolving Raman spectra during reaction for all four formulations within the first ~12 hours of mixing the reactants. The arrows demonstrate the direction of time. Similar to xerogels, an ionogel was considered fully gelled (i.e. reached sol-gel transition point) when no flowing behaviour was observed upon agitation (using a spatula). Under ambient conditions, TMOS- and TEOS-based ionogels reach sol-gel transition point after 12 hours of synthesis while it takes 4 days for full gelation to be achieved for MTMS- and MTES-based ionogels. Therefore, the reactions taking place inside all four mix-
tures were followed for the first 12 hours of the synthesis. As mentioned before in Chapter 4, section 4.3.2, Sharp [11] who introduced the non-hydrolytic sol-gel route for the first time, summarised the chemical process taking place between an alkoxide and FA in 9 reactions. The overall reactions can be summarised as follows:

\[
2[\text{Si}OR] + \text{HOCOH} \rightarrow [\text{Si}O][\text{Si}] + \text{ROH} + \text{ROCOH} \quad (5.1)
\]
\[
2[\text{Si}OR] + \text{H}_2\text{O} \rightarrow [\text{Si}O][\text{Si}] + 2\text{ROH} \quad (5.2)
\]
\[
\text{HOCOH} + \text{ROH} \rightleftharpoons \text{ROCOH} + \text{H}_2\text{O} \quad (4.3)
\]

where R, ROH and ROCOH groups represent alkyl, alcohol and alkyl formate groups, respectively. As the reaction proceeds the intensity of the strong band at 642 cm\(^{-1}\) (symmetric stretching vibration of Si–OCH\(_3\)), which corresponds to the consumption of TMOS, is reduced quickly (Figure 5.4). As mentioned previously, this precursor contains four –OCH\(_3\) branches on each molecule and the breaking of one or more of these bonds, results in a reduction of the corresponding Raman peak intensity. The peak variations in the 650-690 cm\(^{-1}\) region are mainly attributed to the vibrations of Si–OCH\(_3\) bonds in partially hydrolysed TMOS [12] and consumption of the FA (\(\delta(\text{O}–\text{C}=\text{O})\) at 676 cm\(^{-1}\)) [13]. The vibrations in the 780-880 cm\(^{-1}\) region correspond to a combination of antisymmetric stretching vibrations of Si–OCH\(_3\) in TMOS and the Si–O vibrations of the intermediate species [14–16].

Based on the spectrum of 'as-received' [Emim][TfO] ionic liquid (Figure 5.3) and that of TMOS-based ionogel, one can conclude that ionic liquid does not participate in the sol-gel process. However, Raman signals from ionic liquid dominate and interfere with the silica-related bands to some extent. As shown in Chapter 4, unequivocal signatures of methyl formate and methanol are located at 910 (\(\nu(\text{O}–\text{CH}_3)\)) and 1018 (\(\nu(\text{C}–\text{O})\)) cm\(^{-1}\), respectively [13,16] which are the volatile by-products of sol-gel processes. However, these bands are relatively weak to begin with and in the case of ionogels, they cannot be detected. Similarly, the band associated with deformation of the Si–O–Si bonds located at 490 cm\(^{-1}\) [13,16], cannot be detected in the Raman spectra of TMOS-based ionogel. These can be associated with a combination of low signal/noise ratio and/or
change in the symmetry of the Si–O bonds within the structure of this ionogel due to interactions with ionic liquid. The latter is discussed in section 5.3.3. Depletion of various Raman peaks in the 1350-1450 cm\(^{-1}\) and 1600-1800 cm\(^{-1}\) regions are partially related to the consumption of FA as a result of carboxylation and esterification reactions [13,16,17]. In addition, the bending vibrations of CH\(_3\) bonds present in methyl formate contribute to the Raman peaks in the 1440-1470 cm\(^{-1}\) region [16]. Finally, the intensity of the band at 2855 cm\(^{-1}\) is reduced gradually over the duration of the experiment. This band is mainly associated with C–H stretching modes of CH\(_3\) in TMOS. However, as shown in Chapter 4, C–H stretching vibrations of methyl formate and (in this case) imidazolium cation contribute to the intensity of this band.
Figure 5.4 Raman spectra evolution with time of TMOS-based ionogel over 12 hours in the (a) 300-3200 cm\(^{-1}\), (b) 300-950 cm\(^{-1}\), (c) 950-2000 cm\(^{-1}\), and (d) 2700-3200 cm\(^{-1}\) regions. Kinetics of peak height variation of the highlighted band is discussed later in this section and its evolution with time can be found in Figure 5.8.
Figure 5.5 Raman spectra evolution with time of TEOS-based ionogel over 12 hours in the (a) 300-3200 cm$^{-1}$, (b) 300-950 cm$^{-1}$, (c) 950-2000 cm$^{-1}$, and (d) 2700-3200 cm$^{-1}$ regions. Kinetics of peak height variations of the highlighted bands are discussed later in this section. The time evolution of the intensity of $\nu_1$(Si–O) and $\nu$(O–CH$_3$) bands can be found in Figures 5.8 and 5.9, respectively.
Figure 5.5 represents the evolution of the TEOS-based ionogel mixture with time shortly after being mixed with FA. The most substantial change is observed in 600-670 cm\(^{-1}\) region of the spectrum. The unequivocal signature of TEOS located at 662 cm\(^{-1}\) disappeared within the first 2 hours of the experiment at a reduced rate compared to that of TMOS-based ionogel (Figure 5.4). Similar to TMOS ionogel, the band associated with the deformation vibrations of Si—O—Si bond is not detectable in the Raman spectrum of this ionogel even after 12 hours. Once again this could be attributed to low signal/noise ratio and/or change in the symmetry of this bond within the structure of the ionogel resulting in the bond becoming Raman inactive.

The bands located at 801 and 933 cm\(^{-1}\) which correspond to antisymmetric stretching of Si—O and symmetric stretching vibration of C—C in TEOS, respectively [14] gradually disappear from the Raman spectra as the precursor is consumed. Due to low signal/noise ratio the unequivocal signature of ethyl formate (\(\nu(C=O)\)) located at 841 cm\(^{-1}\) cannot be detected [18,19]. The C—O stretching vibrations assigned to ethanol at 877 cm\(^{-1}\) depletes within the first 2 hours of the experiment and cannot be detected after 6 hours of the experiment which suggests that the majority of alcohol within the structure has either been consumed and/or evaporated. Variations of peaks in the 1000-1800 cm\(^{-1}\) are partly attributed to the consumption of FA via carboxylation and esterification reactions and the formation of ethyl formate. Lastly, the strong C—H stretch band located at 2935 cm\(^{-1}\) drops in intensity over time. This band mainly corresponds to TEOS but the alkyl groups in the imidazolium ring contribute to the intensity of this band.
Figure 5.6 Raman spectra evolution with time of MTMS-based ionogel over 12 hours in the (a) 300-3200 cm\(^{-1}\), (b) 300-950 cm\(^{-1}\), (c) 950-2000 cm\(^{-1}\), and (d) 2700-3200 cm\(^{-1}\) regions. The evolution of the intensity of \(\nu_{d}(\text{Si}−\text{O})\) band with time can be found in Figure 5.8.
Figure 5.7 Raman spectra evolution with time of MTES-based ionogel over 12 hours in the (a) 300-3200 cm$^{-1}$, (b) 300-950 cm$^{-1}$, (c) 950-2000 cm$^{-1}$, and (d) 2700-3200 cm$^{-1}$ regions. Kinetics of peak height variations of the highlighted bands are discussed later in this section. The time evolution of the intensity of $\nu_3$(Si–O) and $\nu$(O–CH$_3$) bands can be found in Figures 5.8 and 5.9, respectively.
Figures 5.6 and 5.7 represent the variation in the Raman spectra of MTMS and MTES-based ionogels, respectively. Unlike ionogels with tetraalkoxide silica precursors, the deformation vibrations of the Si–O–Si can be clearly detected in the Raman spectra of MTMS and MTES-based ionogels (located between 470 and 480 cm\(^{-1}\)). As observed for xerogels, ethyl-based ionogels show a similar trend to one another while the same is accurate for methyl-based ionogels. The main difference between the spectra of corresponding tetraalkoxysilane and alkyltrialkoxy silane-based mixtures is the presence of an additional C–H stretching vibration band at 2915 and 2914 cm\(^{-1}\) (according to their position after 2 hours) that originates from the non-hydrolysable methyl group available in MTMS- and MTES-based ionogels, respectively. The stretching vibrations of Si–O and C–H (in CH\(_3\) groups) of MTMS appear at 628 and 2850 cm\(^{-1}\), respectively. On the other hand, the stretching vibrations of C–O in methyl formate (located at 909 cm\(^{-1}\)) and O–CH\(_3\) in methanol (located at 1020 cm\(^{-1}\)) are undetectable in the MTMS-based ionogel spectrum similar to that in TMOS.

The band associated with the stretching vibrations of C–O in ethyl formate, is not detectable for MTES-based ionogels (located at 840 cm\(^{-1}\)) while the \(\nu(O–CH_3)\) band in ethanol appears at 877 cm\(^{-1}\) similar to TEOS ionogel. Lastly, the \(\nu(Si–O)\) and \(\nu(C–H)\) bands which correspond to the stretching vibrations within MTES precursor are located at 640 and 2931 cm\(^{-1}\), respectively.

As described in Chapter 4, the in situ monitoring of the sol-gel process for each formulation was done by following the variations in the characteristic peak height of key components available in the mixture from \(t_0 = 3\) minutes. This includes: (a) the Si–O stretching mode of the silica alkoxide located in the 628-662 cm\(^{-1}\) region and (b) characteristic peak of ethanol (\(\nu(O–C_2H_5)\)) located at 877 cm\(^{-1}\).

The reaction kinetic information was extracted from the data by plotting the peak height or Raman intensity of selected peaks as a function of time. Peak height variations or changes in Raman intensity provide information on the relative concentration of the components available in sample window. As the first step of normalisation, all data points were divided by a ‘reference peak’ to account for the loss of optical transmittance throughout the experiment. Since ion-
ic liquid does not participate in the sol-gel process, the strong peak at 756 cm\(^{-1}\) associated with \(\delta_s(CF_3)\) was used as the 'reference peak'. As the second and last step of normalisation, the maximum value \((\text{Raman intensity}) / (\text{Reference Peak intensity})\) in every data set was identified and every data point in the same series was divided by this value. This resulted in all series having a maximum value of 1. To demonstrate repeatability, every measurement was performed in duplicate, and both were plotted as round 1 and 2 in the same graph.

Figure 5.8 displays the rate of precursor consumption in all four samples within 12 hours of being mixed with acid. In order to quantify the difference in the reaction rate, 0 order kinetics was assumed and therefore, a linear fit was plotted for each round of measurement the results of which are recorded in Table 5.3. Examples of typical linear fits are provided as insets in Figure 5.8.

![Figure 5.8 Time evolution of Si–O symmetric stretching mode in TMOS-, TEOS-, MTMS- and MTES-based ionogel mixtures. Examples of linear fits utilised for calculation of reaction kinetics (in green) and expanded graphs of the intensity variations within the first two hours are provided in the insets.](image-url)
Table 5.3 Linear fitting (Y = A + BX) information using Origin (version 6.0) software for time evolution of Si–OC\textsubscript{x}H\textsubscript{2x+1} band for each mixture. For comparison purposes, the kinetics of the same process calculated previously for xerogels in Chapter 4 are displayed here once again.

<table>
<thead>
<tr>
<th>Sample</th>
<th>B / minute(^{-1})</th>
<th>Order of kinetics</th>
<th>(R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ionogel</td>
<td>Xerogel</td>
<td></td>
</tr>
<tr>
<td>TMOS + FA</td>
<td>(-30.02±3.67)E-3</td>
<td>(-49.04 ± 9.44)E-3</td>
<td>0</td>
</tr>
<tr>
<td>TEOS + FA</td>
<td>(-6.59±0.21)E-3</td>
<td>(-12.33 ± 0.88)E-3</td>
<td>0</td>
</tr>
<tr>
<td>MTMS + FA</td>
<td>(-47.11±8.89)E-3</td>
<td>(-49.12 ± 9.88)E-3</td>
<td>0</td>
</tr>
<tr>
<td>MTES + FA</td>
<td>(-33.98±2.23)E-3</td>
<td>(-33.45 ± 3.27)E-3</td>
<td>0</td>
</tr>
</tbody>
</table>

As it was concluded from Chapter 4, the following reaction is the main route for alkoxide precursor consumption in the early stages of sol-gel process:

\[
[\text{Si}]\text{OR} + \text{HOCOH} \rightleftharpoons [\text{Si}]\text{OCOH} + \text{ROH} \quad (4.1)
\]

Based on the fitting results recorded in Table 5.3, the rate at which the band associated with Si–OC\textsubscript{x}H\textsubscript{2x+1} stretching mode becomes indiscernible, drops when [Emim][TfO] ionic liquid is introduced to the sol-gel system for all mixtures except that of MTES. The process kinetics in the first 3 systems drops by 20-40% while no apparent change occurs in the initial consumption rate of MTES in its ionogel mixture. As described previously, and as shown in the Raman spectra of all samples, ionic liquid does not participate in the sol-gel process. However, its presence dilutes the sol mixture, changes the environmental pH and retards the rate of protonic attack. In addition, ionic liquids have been suggested as a non-volatile drying control additive for sol-gel process to help control the rate of hydrolysis and condensation processes and reduce the mechanical stress exerted on the gel network during the drying stage [20,21]. The overall kinetic rate of all four formulations has the following rank order: MTMS > TMOS > MTES > TEOS. As mentioned in Chapter 4, the stoichiometry of the reaction, steric hindrance of the alkoxy chains and the difference in partial
charge on the oxygen atom among the precursors contribute to the overall rate kinetics. It is perhaps a balance of all 3 phenomena that resulted in essentially no variation in the initial kinetics of precursor consumption in MTES ionogel mixture.

Based on Table 5.3, the degree of repeatability in the B values is low for MTMS ionogel and MTES ionogel as well as xerogel. A possible explanation for this observation is poor dispersion of the reactants in the named mixtures which results in the sol-gel process not taking place homogenously within each sample, and the Raman results, being position sensitive, may not easily detect this. To confirm this speculation, more measurements are required which, due to time constraint, were not conducted.

Figure 5.9 represents the variations in C—O stretching vibrations (located at 877 cm\(^{-1}\)) associated with the formation and consumption/evaporation of ethanol in TEOS and MTES ionogels. Formation of ethanol in the MTES mixture reaches a maximum after 30-40 minutes, which is very similar to the case of the MTES xerogel where ionic liquid is absent. However, concentration of ethanol in the TEOS mixture only peaks after 60-70 minutes of the monitoring process and by taking into account the results obtained from the initial sol-gel process kinetics (associated with precursor consumption), this is a result of an overall delay in the sol-gel processes in the presence of [Emim][TfO] ionic liquid.

The bands associated with C—O stretching vibrations in methanol formed in the TMOS and MTMS ionogel mixtures were not detectable due to overlapping with strong ionic liquid bands in the same region. Figure 5.10 displays the peak fitting results of the ionic liquid in the 1700-990 cm\(^{-1}\) region. The strong band at 1033 cm\(^{-1}\) is associated with \(\nu_d(SO_3)\) while the slightly weaker band at 1024 cm\(^{-1}\) corresponds to the same vibration shifted due to H-bonding [9]. The area and intensity of this band vary as the water content in the system changes and for this reason, even using precise peak fitting tools in Omnic (version 9.6.238), it is impossible to generate reliable information about the time evolution of C—O stretching in methanol that is located at 1018 and 1020 cm\(^{-1}\) for TMOS and MTMS mixtures, respectively. Bond intensities will not be equivalent due to changes in polarisability.
5.3.3 Ionic liquid-pore wall interactions

Figure 5.11 demonstrates the physical appearance of the four ionogels after 4 days of aging under ambient conditions. Similar to xerogels (Figure 4.14), the TMOS and TEOS ionogels have fractured, which suggests that these two samples have brittle structures. The MTMS and MTES ionogels possess smooth, fracture-free and compliant structures, which is due to lowered capillary pressure caused by the presence of Si–CH₃ groups [22]. Upon removal of the ionogel films from the steel casing, traces of ionic liquid were observed inside the
casing for TMOS ionogel. This was observed for TEOS ionogel to a smaller degree. This observation is attributed to a fraction of ionic liquid being pushed out of the ionogel network due to extensive shrinkage. However, no traces of ionic liquid were observed in the case of MTMS and MTES ionogels which suggests that the ionic liquid is fully encapsulated within their gel networks.

Figure 5.11 Optical images of (a) TMOS-, (b) TEOS-, (c) MTMS- and (d) MTES-ionogels after 4 days of aging at ambient conditions. The fractured structure of tetraalkoxy-based ionogels suggests that these ionogels are brittle while presence of the methyl group has led to fracture-free MTMS and MTES-ionogels.

Understanding the degree of interaction between ionic liquid and pore walls of the confining silica matrix is of crucial importance for applications where ionic mobility can be jeopardised. Generally, any $X - Y \cdots Z$ interaction results in an elongation or contraction of the $X - Y$ bond which causes $X - Y$ stretching vibrations to shift to a higher or lower wavenumber [23]. The degree of the Raman shift is indicative of the strength of the $X - Y \cdots Z$ interaction.

Olivier-Bourbigou et al. gave a summary of the possible interactions present in imidazolium-based ionic liquids and provided a schematic of them which is reproduced in Figure 5.12 [24]. The complex structure of imidazolium cations
leads into the possibility of H-bonding and Van der Waals interactions between cations and other species available in the reaction environment. The amphiphilic nature of the cation can also influence the arrangement of the imidazolium ions depending on the hydrophobicity of the neighbouring species.

Figure 5.12 Schematic representation of different types of interaction present in imidazolium-based ionic liquids. Reproduced from [24].

The surface of the silica porous network can contain Si=O and Si=OH groups, Si atoms and in the case of trialkoxysilane precursors, Si=CH₃ groups. The ionic liquid cations and anions may interact with one or more of these groups when confined within the silica matrix. The possibility and the degree of these interactions have been investigated in the past. Gupta et al. [25] employed a series of quantum mechanical calculations and Fourier-transform infrared spectroscopy (FTIR) to predict and confirm the types of interactions present between 1-ethyl-3-methylimidazolium ethylsulfate, [Emim][EtSO₄], and TEOS-based silica network. The combination of the characterisations confirmed that the two most probable interactions are (i) Si atoms interaction with the S=O groups of the anion and (ii) interaction of H atoms from the imidazolium ring with the Si=O groups on the pore wall. In another study done by Martinelli et al. presence of interaction between anion in 1-hexyl-3-methylimidazolium bis(trifluoromethanesulfonyl)imide ionic liquid, [Hmim][TFSI], and a silica network (TMOS-based) was confirmed using Raman spectroscopy [13]. Although the nature of this interaction was not specified, they reported a stronger interaction upon reduction of ionic liquid loading or increasing the ionic liquid confinement. In addition to interacting with the pore walls, ionic liquid ions can interact
with the intermediate materials such as water, alcohol, and ester formed during the sol-gel process. Liu et al. explored the interaction between [Emim][TfO] and water at different volumetric ratios (5-80% v/v) using vibrational spectroscopy techniques and indicated that the [TfO] anion can form strong H-bonds with water molecules through SO$_3$⋯H$_2$O [9]. In another interesting work by Nayeri et al., it was postulated that higher degree of ionic liquid confinement can increase the ion-ion interaction [26].

In this work, the peak position of bands associated with the C–H stretch of alkyl chains in the imidazolium cation and the S–O and C–S stretching modes in [TfO] anion were investigated after 2 and 12 hours of synthesis. An additional Raman scan was collected after 30 days of aging the ionogels in ambient conditions to obtain the same information well beyond the point of sol-gel transition. Furthermore, the position of Raman bands associated with the C–H stretching mode of the methyl groups in MTMS and MTES ionogels were elucidated. The positions of these peaks were determined using precise peak fitting (utilising Omnic software, version 9.6.238) in three different regions of: i) 3028-2871 cm$^{-1}$, ii) 1065-981 cm$^{-1}$ and iii) 336-295 cm$^{-1}$ and using a Voigt function with a FWHM of 1.568. A summary of this investigation is provided in Table 5.4 with the degree and direction of the Raman shifts provided with respect to the original peak positions. For stretching vibrations, a red-shift (shift to lower wavenumbers, represented by a negative sign in Table 5.4) corresponds to lengthening/weakening of the covalent bond whereas a blue-shift (shift to higher wavenumbers, represented by a positive sign in Table 5.4) corresponds to a shortening/strengthening of the covalent bond [9]. Due to the spectral resolution of the Raman instrumentation utilised (0.5 wavenumbers) and the signal/noise ratio of the measurements, Raman shifts between -0.8 and +0.8 wavenumbers are assumed unjustifiable. In addition, it should be noted that the data tabulated in Table 5.4 are associated with one of the Raman spectra collected for each sample and a single location on each sample. Thus, the data may not be representative of all samples and every location on each sample.

As can be seen in Table 5.4, the Raman frequencies associated with the stretching vibrations of the [Emim] cation alkyl chains and anion S–O and C–S
bonds in all ionogels are different from that of 'as-received' ionic liquid after 2 hours of synthesis. This is attributed to strong ionic liquid-silica precursor and ionic liquid-by-products interactions at the early stages of sol-gel process. As described by Liu et al., it is likely that the small red shifts in \( \nu_{\text{as}}(\text{SO}_3) \) position is associated with elongation of S–O covalent bond due to formation of H-bonds [9]. This in turn causes shortening of the C–S bonds (due to Coulombic forces) and consequently, a blue-shift in the \( \nu_{s}(\text{CS}) \) band.

Furthermore, it is reasonable to assume that the dispersion of ionic liquid inside the precursor and FA mixture can disturb the ion-ion interaction in the pristine/’as-received’ ionic liquid which can include Van der Waals interactions between the [Emim] alkyl chains. The blue shifts observed for the \( \nu_{\text{as}}(\text{CH}_3) \) and \( \nu_{s}(\text{C}_2\text{H}_5) \) bands can be ascribed to a reduction in the Van der Waals interactions between the alkyl groups in the ionic liquid upon being dispersed in the sol mixture. For the case of MTMS and MTES ionogels, the \( \nu_{s}(\text{C}_2\text{H}_5) \) band of the ionic liquid demonstrates smaller Raman shifts compared to those in TMOS and TEOS ionogels after two hours from the ionogel synthesis. One can speculate that the difference in the extent of Raman shift is due to the counterbalancing effect of additional interactions with the methyl groups in the MTMS and MTES-based gel networks. However, MTES ionogel demonstrated a red shift of -1.2 cm\(^{-1}\) for this band after 2 hours which disagrees with this speculation. As can be seen from the Raman spectra displayed in Figures 5.6 and 5.7, the neighbouring \( \nu(\text{C–H}) \) band associated with the non-hydrolysable methyl groups in MTMS and MTES (located at 2914.5 and 2914.2 cm\(^{-1}\), respectively) has a higher intensity compared to that of \( \nu_{s}(\text{C}_2\text{H}_5) \) in the ionic liquid. Therefore, the difference in the overall degree and direction of the Raman shift (red or blue) for the \( \nu_{s}(\text{C}_2\text{H}_5) \) band (associated with the ionic liquid) in MTMS and MTES ionogels is presumed to have been due to fitting errors caused by the presence of an overlapping \( \nu(\text{C–H}) \) band.
Table 5.4 Summary of Raman shifts in the selected ionic liquid peak bands as well as that of the C–H stretch in non-hydrolysable methyl groups (in MTMS and MTES mixtures) after 2 hours, 12 hours and 30 days of ionogels synthesis and 2 hours after xerogels synthesis with respect to the original position of these bands in the corresponding pristine reactants.

<table>
<thead>
<tr>
<th>Time of scan</th>
<th>Scanned material</th>
<th>Peak shift / cm⁻¹</th>
<th>(v_{\text{as}}(\text{CH}_3))</th>
<th>(v_s(\text{C}_2\text{H}_5))</th>
<th>(v_s(\text{SO}_3))</th>
<th>(v_s(\text{CS}))</th>
<th>(v(\text{C-H}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>'As-received' ionic liquid</td>
<td>2970.7</td>
<td>2888.9</td>
<td>1033.4</td>
<td>312.8</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>120 minutes</td>
<td>TMOS-ionogel</td>
<td>+1.5</td>
<td>+4.0</td>
<td>-0.8</td>
<td>+2.1</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>720 minutes</td>
<td>TMOS-ionogel</td>
<td>(&lt;0.8)</td>
<td>+3.6</td>
<td>(&lt;0.8)</td>
<td>(&lt;0.8)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>30 days</td>
<td>TMOS-ionogel</td>
<td>(&lt;0.8)</td>
<td>+1.4</td>
<td>(&lt;0.8)</td>
<td>+0.9</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>120 minutes</td>
<td>TEOS-ionogel</td>
<td>+3.9</td>
<td>+2.1</td>
<td>-1.4</td>
<td>+2.1</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>720 minutes</td>
<td>TEOS-ionogel</td>
<td>+2.1</td>
<td>+2.4</td>
<td>&lt;0.8</td>
<td>+1.1</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>30 days</td>
<td>TEOS-ionogel</td>
<td>&lt;0.8</td>
<td>+2.2</td>
<td>&lt;0.8</td>
<td>&lt;0.8</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>120 minutes</td>
<td>MTMS-ionogel</td>
<td>+1.4</td>
<td>+0.9</td>
<td>-1.2</td>
<td>+1.6</td>
<td>-2.1</td>
<td></td>
</tr>
<tr>
<td>720 minutes</td>
<td>MTMS-ionogel</td>
<td>+0.8</td>
<td>&lt;0.8</td>
<td>&lt;0.8</td>
<td>&lt;0.8</td>
<td>-2.2</td>
<td></td>
</tr>
<tr>
<td>30 days</td>
<td>MTMS-ionogel</td>
<td>+0.8</td>
<td>+0.9</td>
<td>&lt;0.8</td>
<td>&lt;0.8</td>
<td>-2.6</td>
<td></td>
</tr>
<tr>
<td>120 minutes</td>
<td>MTMS-xerogel</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>&lt;0.8</td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>Pristine MTMS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2916.6</td>
<td></td>
</tr>
<tr>
<td>120 minutes</td>
<td>MTES-ionogel</td>
<td>+2.8</td>
<td>-1.2</td>
<td>-1.3</td>
<td>+1.9</td>
<td>-0.8</td>
<td></td>
</tr>
<tr>
<td>720 minutes</td>
<td>MTES-ionogel</td>
<td>+1.9</td>
<td>+2.5</td>
<td>&lt;0.8</td>
<td>+0.8</td>
<td>&lt;0.8</td>
<td></td>
</tr>
<tr>
<td>30 days</td>
<td>MTES-ionogel</td>
<td>+0.9</td>
<td>+1.3</td>
<td>&lt;0.8</td>
<td>&lt;0.8</td>
<td>&lt;0.8</td>
<td></td>
</tr>
<tr>
<td>120 minutes</td>
<td>MTES-xerogel</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>&lt;0.8</td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>Pristine MTES</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2915.0</td>
<td></td>
</tr>
</tbody>
</table>
As time reaches 30 days, the degree of Raman shift in $v_{as}(CH_3)$ band is minimised (to less than 1 wavenumbers) and this vibrational band shifts closer to its position in the 'as-received' ionic liquid, indicating weak interactions or a low density of interactions between this methyl chain in the ionic liquid and the silica network and/or the volatiles (water, alcohol and ester) remaining in the ionogel network. No clear difference can be seen amongst the four ionogels at the end of the 30 days aging period in terms of the degree of interaction with $v_{as}(CH_3)$ band. This is also true for the bands associated with $v_s(CS)$ and $v_s(SO_3)$ in the ionic liquid anions.

Between MTMS and MTES ionogels, the former sample showed a larger red shift (-2.6 wavenumbers compared to -0.8 wavenumbers) in the position of $v(C-H)$ band of the non-hydrolysable methyl groups after 30 days from synthesis. Due to the hydrophobic nature of this group, one can predict that the source of this red shift is interaction with another hydrophobic group such as the alkyl chains in the imidazolium cation. However, the blue shifts in the [Emim] alkyl chains do not support this hypothesis. Another possibility is that the methyl groups in the gel network are interacting with a different group such as other methyl groups in the gel network.

It is interesting that this behaviour is not seen in the MTES ionogel which is expected to have a very similar structure to MTMS ionogel. Difference in the porous structure can be a possible explanation for this observation. As mentioned previously, it is necessary to conduct more studies to examine the reproducibility of the obtained results.

5.4 thermal stability and microstructure of the ionogels

5.4.1 Experimental procedure

As described previously, each ionogel was prepared by mixing the silica precursor with [Emim][TfO] ionic liquid in a glass vial for 10 minutes at 600 rpm using a magnetic stir bar. After this mixing stage, FA was added to the mixture and was allowed 10 minutes to react with the silica precursor. The utilised volumes of the reactants are listed in Table 5.1. The precursor: ionic liquid: FA molar ratio was kept constant at 2:2:7 for all samples. After 20 minutes mixing, 500 μL of each mixture was pipetted into a stainless steel container. After 4 days of aging
under ambient conditions, thermogravimetric analyses (TGA) of the ionogels were conducted and repeated 3 times for each sample including the 'as-received' [Emim][TfO] ionic liquid to examine the consistency of the results. Portions of the samples remaining after the TGA measurements (after ionic liquid decomposition and subsequent removal from the gel network) were utilised for SEM characterisation (NOVA NanoSEM 200 (FEI, USA)). Since the heating procedure introduces stress to the mechanical structure of the silica scaffold [27], the remaining samples tend to be very brittle. This introduces a challenge to fully gold coat the silica particles and avoid charging effects. For this reason, a thick layer of gold (40 nm) was sputtered while the samples were tilted by ~30° in an effort to fully coat the small silica particles in all dimensions and ground them to the carbon tab on the steel stage. The sample preparation procedure was repeated in duplicate and four random locations in each sample were investigated using SEM. The images provided in the following section are representative of the morphology of each silica network.

5.4.2 Results and discussion
Thermal stability is a critical requirement for electrolytes utilised in supercapacitors (and other forms of energy storage devices). Figure 5.13 provides the thermogravimetric behaviour of 'as-received' [Emim][TfO] as well as the formulated ionogels. The TGA curves of the ionic liquid show three-step mass loss processes where the first step (35-300°C) corresponds to the loss of water traces and other impurities including halides and residual solvents remained from the ionic liquid synthesis process [28,29] which based on Figure 5.13a makes up to ~2.0% ± 0.6 of the total mass of the as-received [Emim][TfO] ionic liquid. Between 300 and 475°C a significant mass loss of 88.2% ± 0.3 is observed which is assigned to the decomposition of the ionic liquid. The final mass loss of ≤10% between 475 and 700°C is attributed to the complete decomposition of the ionic liquid. A similar three-step mass loss TGA pattern for [Emim][TfO] ionic liquid in air was reported previously by Göbel et al. [30]. The onset temperature (the temperature at which the weight loss begins) for the second region (i.e. the ionic liquid decomposition) was evaluated to be 418°C ± 4 based on the intersection of tangent lines after the initial drying process (from 300°C) using
STARRe software (version 10.0). This process was repeated for every sample. The results of these evaluations are recorded in Table 5.5.

As can be seen in Figure 5.13b-e, all four ionogels show a similar TGA pattern to that of the ionic liquid. The first stage mass loss in all four ionogels ranges between 2.3-3.3% of the total ionogel mass which is attributed to the loss of ionic liquid impurities as well as release of physically bound water and the residual volatile by-products formed during the sol-gel process. It is worth noting that during the heating process, some of the unreacted Si−OH groups undergo condensation forming siloxane groups and water molecules [11]:

$$[\text{SiOH} + \text{SiOH}] \rightarrow [\text{SiO}[\text{Si}] + \text{H}_2\text{O}$$  \hspace{1cm} (4.7)

This is followed by major mass loss (ranging between -75.8 to -89.4%) mainly due to decomposition of ionic liquid. Meanwhile, the methyl groups in the MTMS and MTES ionogels are expected to decompose between 375 and 550°C according to Darmawan et al. [31] and oxidise to CO₂ via the following reaction:

$$[\text{Si} \text{CH}_3] + 2\text{O}_2 \rightarrow [\text{Si}]\text{OH} + \text{CO}_2 + \text{H}_2\text{O}$$  \hspace{1cm} (5.3)

Finally and as described by Brinker and Scherer [27], beyond 550°C, the xerogels are expected to undergo structural relaxation which entails removal of excess volume through diffusive motion of the solid network and it does not accompany weight loss. Based on the ionogel TGA curves shown in Figure 5.13, no further mass loss occurs beyond 700°C. Thus, the remaining mass at the end of the heating process of the ionogels corresponds to the mass of the silica xerogels.
Figure 5.13 Thermogravimetric analysis results of (a) ‘as-received [Emim][TFO], (b) TMOS-, (c) TEOS-, (d) MTMS- and (e) MTES-ionogels between 35 to 800°C at 20°C min⁻¹. A total of 3 samples were tested for each system and their TGA patterns are displayed here in black, red and green.
Based on Table 5.5, the onset temperature (for stage II) which is mainly associated with decomposition of the ionic liquid, is shifted to higher temperatures when the ionic liquid is encapsulated inside a silica network. This shows that confinement within the silica network has improved the thermal stability of the [Emim][TfO] ionic liquid. This is an advantage over polymer-based ionogels where the thermal stability is greatly influenced by the compositional ratio of polymer to ionic liquid [32].

The resultant silica content for each formulation was calculated to be 12.6%±1.6, 4.9%±1.4, 6.0%±2.9 and 6.9%±0.9 on average for TMOS-, TEOS-, MTMS- and MTES-based ionogels, respectively. For TMOS-based ionogel this mass is slightly higher than that of the other ionogels. This is attributed to some of the ionic liquid being pushed out of the TMOS ionogel network during the process of aging resulting in higher silica-to-ionic liquid mass ratio. This is confirmed by the comparatively lower mass loss (75.8% ± 2.3) over the second region of the heating process for TMOS ionogels.

Table 5.5 A summary of the information extracted from the TGA graphs shown in Figure 5.13 including percentage mass loss for stage I and II of the heating process and the onset temperature of the second region. The recorded values are an average between the three TGA tests conducted for each sample.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Stage I mass loss (35-300°C)</th>
<th>Stage II mass loss (300-475°C)</th>
<th>Onset temperature (300-475°C region)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionic liquid</td>
<td>-2.0% ± 0.6</td>
<td>-88.2% ± 0.3</td>
<td>418°C ± 4</td>
</tr>
<tr>
<td>TMOS-ionogel</td>
<td>-3.3% ± 0.7</td>
<td>-75.8% ± 2.3</td>
<td>442°C ± 2</td>
</tr>
<tr>
<td>TEOS-ionogel</td>
<td>-2.3% ± 0.2</td>
<td>-89.4% ± 0.8</td>
<td>428°C ± 4</td>
</tr>
<tr>
<td>MTMS-ionogel</td>
<td>-2.7% ± 0.1</td>
<td>-82.0% ± 2.1</td>
<td>430°C ± 3</td>
</tr>
<tr>
<td>MTES-ionogel</td>
<td>-2.5% ± 0.2</td>
<td>-84.1% ± 1.6</td>
<td>425°C ± 6</td>
</tr>
</tbody>
</table>
Figures 5.14-17 show the SEM images of the four ionogels after the removal of ionic liquid using TGA heating process. Although the heating process prior to the SEM imaging (35-800°C at 20°C min⁻¹) effectively removes the ionic liquid content, it causes shrinkage and densification in the silica network [27]. However, in micrometer scale or smaller, the process of shrinkage can be presumed to occur isotropically meaning that although pore sizes may not be representative of those of ionogels, the microstructure as a whole is still representative of the ionogel morphology. Due to challenges in setting an even conductive coating, there is evidence of charging in some of the images. Since the ionic liquid has been removed, these samples cannot be regarded as ionogels and for this reason, they are referred to as ‘heated-xerogels’ within the text. As can be observed, all of the ‘heated-xerogels’ have porous structures with pores ranging between micro and sub-micro sizes. Evidently, the presence of ionic liquid has introduced macropores (> 50 nm in diameter) into the solid structures as such large pores are absent in the structure of xerogels shown in Chapter 4 (Figures 4.16-4.19). Ionic liquid acts as a barrier during the growth of silica clusters and shapes the microstructure of silica, which results in the formation of a porous network rather than a dense film. This is schematically demonstrated in Figures 5.18a and c.

The porous structure of TMOS ‘heated-xerogels’ shown in Figure 5.14 appears to be uniform throughout the scaffold. Figure 5.14a shows presence of a dense ‘skin’ layer in the structure of this ‘heated xerogel’. Skin formation in silica gels has been briefly discussed in the past [27,33–35]. It is believed that due to faster gelation of the top surface of the gel, a dense layer is formed. The water vapour in the air can be adsorbed on the surface of the sol mixture and participate in the hydrolysis reaction:

$$[\text{Si}]\text{OR} + \text{H}_2\text{O} \rightleftharpoons [\text{Si}]\text{OH} + \text{ROH}$$  \hspace{1cm} (4.4)

This speeds the process of hydrolysis and subsequently condensation on the top surface of the sol while the volatiles produced, as a result of hydrolysis and condensation processes, can escape the structure top surface more rapidly (compared to the bulk) resulting in more shrinkage on the drying surface and the formation of a dense ‘skin’ layer [27,33–35]. From SEM images it is clear
that formation of the skin layer is not unique to TMOS-based 'heated xerogel' and it does appear in all four of the samples.

![SEM Images](image)

Figure 5.14 SEM images of TMOS-based 'heated xerogel' at various magnifications: (a) x1600, (b) x1200, (c) x2000 and (d) x10000. The ionic liquid was removed by evaporation to reveal the silica network structure.

The porous structure of the TEOS 'heated xerogel' shown in Figure 5.15 is similar to its TMOS counterpart in terms of the size of the pores. Based on the reaction kinetics discussed earlier, initial consumption of the precursor takes place almost 3 times slower in the TEOS mixture compared to TMOS, whilst the sol-gel transition point is achieved after 12 hours for both of the mixtures. This could mean that the hydrolysis and condensation processes compete for the majority of the 12 hours; silica clusters formed at the beginning of the gelation period have more chance to grow in size through aggregation compared to the clusters formed towards the end of the gelation process, resulting in an inho-
mogeneous structure. Comparing the SEM images of the TMOS (Figure 5.14) and TEOS 'heated xerogels' a greater degree of heterogeneity was observed in the latter system.

Figure 5.15 SEM images of TEOS-based 'heated-xerogel' at various magnifications: (a) x1000, (b) x1300, (c) x2000 and (d) x10000. The ionic liquid was removed by evaporation to reveal the silica network structure.
Figure 5.16 SEM images of MTMS-based 'heated-xerogel' at various magnifications: (a) and (b) x1000, (c) x2000 and (d) x10000. The ionic liquid was removed by evaporation to reveal the silica network structure.
Figure 5.17 SEM images of MTES-based 'heated-xerogel' at various magnifications: (a) and (b) x1000, (c) x2000 and (d) x10000. The ionic liquid was removed by evaporation to reveal the silica network structure.

The porous networks of the MTMS and MTES ‘heated-xerogels’ (shown in Figures 5.16 and 5.17) possess larger macropores compared to the two TMOS and TEOS xerogel structures (Figures 5.14 and 5.15). Among the initial sol-gel process kinetics discussed earlier, TMOS, MTMS and MTES mixtures showed to have similar reaction kinetics to each other while it was visually determined that the sol-gel transition point is reached after 4 days for the trialkoxy-based ionogel mixtures and only after 12 hours for the TMOS ionogel. Based on the Raman analysis, the siloxane groups (Si–O–Si) are formed at early stages of the synthesis of both MTMS and MTES ionogels and thus, the slow gelation can be attributed to the slow formation of ‘Neck region’ between silica clusters. This is a result of the steric hindrance effect caused by the Si–CH₃ groups and the solid phase separation induced by the ionic liquid.
In addition, the presence of methyl groups results in the formation of larger silica clusters due to the disturbance caused by these groups to the colloidal stability of silica particles [36,37]. This combined with the steric hindrance effect associated with Si–CH$_3$ groups [37] results in formation of larger pores within the ionogel matrix as shown schematically in Figure 5.18d.

![Figure 5.18 Schematic illustration of silica particles arranged in (a) tetraalkoxy-based xerogels, (b) alkyltrialkoxy-based xerogels, (c) tetraalkoxy-based ionogels and (d) alkyltrialkoxy-based ionogels. Presence of alkyl groups in the trialkoxy-based gels increases the cluster size [37] and generates larger pores within the ionogel network.](image)

Formation of a skin layer is clearly seen in MTMS and MTES 'heated xerogels'. This skin layer has wrinkle-like features for MTES sample (as shown in Figure 5.17a) which could be due to flexibility of this layer. One possible explanation for this behaviour is the presence of methyl groups which introduce a degree of flexibility to the silica film. It is not known why this layer did not show the same degree of flexibility in the MTMS sample despite the presence of methyl groups. As shown in Table 5.3, MTMS and MTES ionogels showed very similar precursor consumption kinetics and according to the collected Raman spectra, in both ionogels the band associated with the deformation of Si–O bond in Si–O–Si (located between 470 and 480 cm$^{-1}$) appears after 20 minutes of reaction monitoring. This creates the expectation that the two silica networks encapsulating the ionic liquid have similar microstructures which is not the case based on the SEM images. The microstructure of the MTES heated xerogel is inhomogeneous and clusters of various shapes and sizes (ranging between hundreds of nanometers to tens of micrometers) can be seen throughout its network. This is similar to that of TEOS 'heated xerogel' microstructure in comparison to its
TMOS counterpart seen in Figures 5.15 and 5.14, respectively. Therefore, one can speculate that the origin of this heterogeneity for the ethoxy-based samples is inhomogeneous dispersion of ionic liquid in the TEOS- and MTES-based mixtures.

5.5 Application of the ionogels as EDLC electrolytes

5.5.1 EDLC fabrication

In order to examine and compare the electrochemical performance of each ionogel as the electrolyte for EDLC supercapacitors, the ionogels were coated on activated carbon (AC) electrode disks. As described in Chapter 3, the activated carbon electrodes were fabricated by WMG international manufacturing centre using the procedure described in Chapter 3, section 3.1. After the 20 minutes mixing time described in section 5.4.1, 86, 100, 86 and 96 μL volume of TMOS-, TEOS-, MTMS- and MTES-ionogel, respectively was transferred onto circular AC disks (1.5 cm in diameter) with a mass loading of 1.8 mg cm\(^{-1}\) using a micropipette. The transferred volume of each ionogel corresponds to 36 μL of [Emim][TfO] on each electrode. The coated electrodes were then aged under ambient conditions until the sol-gel transition point of the ionogel is reached i.e. 12 hours for TMOS- and TEOS-ionogels and 4 days for the MTMS- and MTES-ionogels. Two coated electrodes were crimped and tested immediately once the sol-gel transition point was reached.

5.5.2 Electrochemical experiment design

A combination of cyclic voltammetry (CV) and electrochemical impedance spectroscopy (EIS) were utilised for performance analysis. It is a common practice to heat ionic liquids (at ≥70°C) inside a vacuum oven for a minimum of 12 hours prior to application to minimise the water content [38–40]. For the experiments reported in this chapter, ionic liquid was utilised as received due lack of suitable instrumentation (including a vacuum oven and a Karl Fischer titrator) to sufficiently reduce and control the water content in the ionic liquid. From the TGA results (Table 5.5), it was shown that the contribution of the gel network to the overall volatile impurity content (which includes water) in the ionogels is negligible (2.3-3.3%) compared to the ionic liquid itself (2%). Generally, presence of water can reduce the potential window of an electrochemical cell to 1.2 V due to
the water splitting effect above this potential window and its influence on the long-term stability of the cell [41]. In a similar system designed by Horowitz and Panzer, the electrochemical performance of ionogel electrolytes with less than 2 weight% volatile content (including water) was investigated in a 2.5 V potential window without an ionic liquid drying stage [42]. Using CV, they showed that the 2.5 V potential window is within the stability window of the ionogel electrolyte meaning that the ionogel does not contain enough water to cause a significant influence on the electrochemical performance. It must be noted that in their work, only 3 CV cycles were conducted which is not indicative of long-term influence of the water content on the electrochemical performance of the system.

In this work, cyclic voltammetry was conducted in a reduced potential window of 2.5 V (compared to the 4.3 V potential window limit reported for this ionic liquid [5]) and at 50 mV s⁻¹. Since long-term stability of the cells (typically >500,000 cycles) was not being studied at this point in the project, only 1000 CV cycles were recorded. Chapter 7 is dedicated to the long-term stability of EDLCs and the influence of volatile impurity content (including water) on the performance of the ionogels. In addition, to gain better understanding of the electrochemical behaviour of each EDLC cell, the electrochemical impedance spectroscopy were conducted before and after the 1000 CV cycles as shown in the diagram below (Figure 5.19). The EIS settings are specified in Chapter 3, section 3.4.3. The gravimetric and planar areal capacitances were calculated based on the integration of enclosed area in the CV curves using the equation 3.18 provided in Chapter 3. The described experiments were conducted in duplicate and the results are provided in section 5.5.4 as set 1 and set 2.
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*Figure 5.19 The schematic illustration of the conducted electrochemical study discussed in this section.*

For comparison purposes, the electrochemical performance of the 'as-received' [Emim][TfO] ionic liquid was examined using the same techniques described above. A filter paper (2 cm in diameter, Whatman plc) was soaked with 200 µL of the ionic liquid and was sandwiched between two activated carbon electrodes.
to create a full EDLC cell. All activated carbon electrodes were utilised as received.

5.5.3 Characterisation of the activated carbon

The activated carbon electrodes were characterised using a variety of techniques. The microstructure of the AC was characterised using SEM microscopy (NOVA NanoSEM 200 (FEI, USA)). The hydrophobicity of the AC and the wettability of the electrode by [Emim][TfO] ionic liquid were examined using a drop shape analyser. The contact angle between a 2-μL deionized water/[Emim][TfO] ionic liquid droplet and AC was recorded at five different locations and the average value is reported here. Surface area, pore volume and average pore size of AC were measured using the Brunauer-Emmett-Teller (BET) technique.

5.5.4 Results and discussion

Figure 5.20a shows an SEM image of the AC electrode surface demonstrating its microstructure. Presence of voids, i.e. inter-particle pores, with dimensions of a few micrometres facilitates electrolyte penetration. Although the microstructure is not uniform throughout the surface, small carbon black particles provide good electrical connection within the surface and bulk of the electrode. Based on the BET results, this electrode has a surface area of 1169.61 m² g⁻¹ and a pore volume of 0.57 cm³ g⁻¹. The average pore size was shown to be 2.01 nm, which originates from the intra-particle pores present on the carbon particles.

As can be seen in Figure 5.20b, the activated carbon electrode has a hydrophobic nature [43] with an average contact angle of 124°±8.2 with D.I. water. This characteristic makes the AC electrodes more resistant towards water contamination. In order to examine the wettability of this electrode by the ionic liquid chosen for this work, the contact angle between the two was examined and the results are demonstrated in Figures 5.20c and d. The first image corresponds to the moment of contact and the second image is 8 seconds after the initial contact. As can be seen, the ionic liquid has fully infiltrated into the AC after 8 seconds which proves great wettability.
Figure 5.20 (a) SEM image showing the surface microstructure of the AC electrode, (b) contact angle of \(~124^\circ\) between activated carbon and 2-\(\mu\)L deionised water droplet, (c) and (d) contact angle between 2-\(\mu\)L [Emim][TfO] ionic liquid droplet and activated carbon electrode at \(t=0\) s and \(t=8\) s, respectively.

Figure 5.21a shows the CV curves of EDLC with liquid electrolyte (pristine [Emim][TfO] ionic liquid) after 50, 250, 500, 750 and 1000 cycles. As it is shown, the CV curves have quasi-rectangular shape that is consistent throughout the 1000 charge-discharge cycles. As explained in Chapter 3 (section 3.4.1), a quasi-rectangular shaped CV curve indicates fast charge propagation in the electrodes and good capacitive behaviour [44,45]. It is necessary to note that the performance of this cell was examined immediately after being fabricated without allowing enough aging time for the electrolyte to fully wet the electrode through capillary forces (this phenomenon is studied and explained in Chapter 6). The areal and gravimetric capacitances calculated for the full EDLC cells based on the enclosed area in CV curves are tabulated in Table 5.6. The capacitance values are consistent over the 1000 CV cycles and the small drop in the capacitance value (\(~5\)% can be attributed to the water decomposition effects (investigated in Chapter 7) [46].
As mentioned in Chapter 3 section 3.4.3, a Nyquist plot, which is generated from EIS measurements, demonstrates the real (x-axis) and imaginary components (y-axis) of impedance response of an electrochemical system at different charge-discharge frequencies and it is generally divided into 3 regions: low, mid-range and high frequency regions. Figure 5.21b demonstrates the Nyquist plot of the EDLC cell before and after the CV cycles. With the exception of the intercept resistance, \( R_i \), the shape of the Nyquist plot of the pristine ionic liquid cell remains unaltered after the cycling process. The almost vertical line in the low frequency region is associated with capacitive behaviour [47] and facile penetration of ions into the AC electrode pores [48]. In the high frequency region, the rate of charge-discharge cycling is too high (100 kHz = 10^{-5} \text{ s}^{-1} duration of one charge-discharge cycle) for any mass transport to take place. Therefore, the high frequency intercept resistance is a representation of both the bulk electrolyte resistance [49,50] and electrical contact resistance [48].

Since the electrochemical measurements were conducted at room temperature, ionic conductivity and thus, electrolyte resistance is expected to remain constant [45]. Consequently, the change in \( R_i \) in Figure 5.21b is attributed to a change in electrical contact resistance. As described in Chapter 3 section 3.4, breadboard, CR2032 cell holders and jumper wire connections utilised in this project (based on availability) are not ideal tools for consistent contact resistance measurements and they can be sensitive to slight changes in cell position and connections and can be responsible for the changes in \( R_i \) in this work despite the efforts made to keep the connections and the cells stationary and consistent.
Figure 5.21 (a) CV curves of EDLC cell with pristine [Emim][TfO] ionic liquid electrolyte are displayed after 50, 250, 500, 750 and 1000 cycles and (b) Nyquist plot of the same cell before and after the CV cycles.

Table 5.6 Areal and gravimetric capacitances of EDLC with pristine [Emim][TfO] ionic liquid electrolyte calculated from 50th, 250th, 500th, 750th and 1000th CV cycles.

<table>
<thead>
<tr>
<th>Sample</th>
<th>50th cycle</th>
<th>250th cycle</th>
<th>500th cycle</th>
<th>750th cycle</th>
<th>1000th cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionic liquid</td>
<td>C_T / F g⁻¹</td>
<td>19.09</td>
<td>18.90</td>
<td>18.30</td>
<td>18.04</td>
</tr>
<tr>
<td></td>
<td>C_T / mF cm⁻²</td>
<td>69.13</td>
<td>68.46</td>
<td>66.28</td>
<td>65.34</td>
</tr>
</tbody>
</table>
Figure 5.2 demonstrates the 1000th CV cycles of EDLCs with ionogel electrolytes. The quasi-rectangular curves of TMOS- and TEOS-based cells are indicative of excellent capacitive behaviour [44,45]. However, the CV curves for cells with MTES and MTMS ionogel electrolytes have more of an elliptical shape rather than quasi-rectangular. The distorted CV curves reflect resistive behaviour of the EDLCs and indicate that the cells behave more like a resistor rather than a supercapacitor [51]. In some circumstances, the distortion of CV curve can be attributed to ‘electrolyte starvation’, as described by Pell et al. [52] as the withdrawal of electrolyte charge carriers from the electrolyte bulk during the formation of double-layer. Although the underlying theory of this phenomena supports the connection between distortion of CV curves and an increase in the internal resistance of an electrochemical system, this phenomenon is only limited to the cases in which the concentration of electrolyte is low. Since the same volume of ionic liquid was utilised in all of the four EDLCs (36 μL on each electrode), effect of electrolyte starvation can be ignored.

The areal and gravimetric capacitances of the EDLCs after 50, 250, 500, 750 and 1000 CV cycles are recorded in Table 5.7. Based on the encapsulated area in the CV curves, areal capacitance of TMOS, TEOS, MTMS and MTES-based full EDLCs were calculated to be 54.49, 60.43, 39.39 and 19.59 mF cm⁻², respectively after 1000 cycles. An average of 30% drop in the capacitance value of ionogels can be detected, which is 6 times greater than that in the cell with pristine [Emim][TfO] ionic liquid electrolyte (as shown in Table 5.6). Although decomposition of impurities (water, alcohol and ester) is known to cause capacitance degradation [53], it is interesting that the degree of capacitance degradation is more pronounced for ionogels compared to EDLC with pristine ionic liquid (Table 5.6). The TGA results suggest that the impurity content of the ionic liquid (~2%) and the ionogels (2.3-3.3%) are in the same range. During the CV cycling process, two events are expected. First, the ionic liquid electrolyte permeates further into the electrode, wetting more area of the AC electrode and resulting in an increase in the cell capacitance. The second event is the process of impurity decomposition under the electric field applied across the cell which results in formation of by-products on the AC and reduction of the effective area of the electrode [53] (discussed further in Chapter 7, section 7.3.2). These
events are expected to take place in parallel during CV cycling. In the case of pristine ionic liquid, the cell is given no time prior to the electrochemical measurements for the wetting of the electrode whereas the ionogel samples were given between 12 hours and 4 days prior to being tested. Thus, it is believed that for the EDLC with pristine ionic liquid electrolyte, a great degree of wetting takes place during the measurement which masks the effects of impurity decomposition (further discussed in Chapter 7, section 7.3.2).

Figure 5.23 displays the cyclic voltammetry results of the second set of EDLCs containing ionogel electrolytes. The distorted CV curves for the MTMS- and MTES-based EDLCs and the quasi-rectangular CVs of the TMOS- and TEOS-based cells agree well with the results shown in Figure 5.22. The specific capacitance values of the 1000\(^{th}\) CV cycles recorded in Table 5.8 are close to those in Table 5.7, confirming good agreement between the two sets of results. The shape of the CV curves and the capacitance values recorded for EDLCs with MTMS- and MTES-ionogels electrolytes are indicative of the highly resistive nature of these samples compared to the cells with TMOS- and TEOS-ionogels. To be able to understand the origin of this resistive behaviour, the EIS characteristics of these samples must be studied first.
Figure 5.22 The 1000th CV curves of EDLCs with TMOS-, TEOS-, MTMS- and MTES-based ionogel electrolytes (set 1).

Table 5.7 Areal and gravimetric capacitance of EDLCs with TMOS-, TEOS-, MTMS- and MTES-based ionogel electrolytes calculated from CV curves 50, 250, 500, 750 and 1000 cycles (set 1).

<table>
<thead>
<tr>
<th></th>
<th>Set 1</th>
<th>50th cycle</th>
<th>250th cycle</th>
<th>500th cycle</th>
<th>750th cycle</th>
<th>1000th cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMOS-ionogel</td>
<td>C&lt;sub&gt;T&lt;/sub&gt; / F g&lt;sup&gt;-1&lt;/sup&gt;</td>
<td>20.91</td>
<td>18.29</td>
<td>17.00</td>
<td>15.90</td>
<td>15.05</td>
</tr>
<tr>
<td></td>
<td>C&lt;sub&gt;T&lt;/sub&gt; / mF cm&lt;sup&gt;-2&lt;/sup&gt;</td>
<td>75.72</td>
<td>66.25</td>
<td>61.56</td>
<td>57.57</td>
<td>54.49</td>
</tr>
<tr>
<td>TEOS-ionogel</td>
<td>C&lt;sub&gt;T&lt;/sub&gt; / F g&lt;sup&gt;-1&lt;/sup&gt;</td>
<td>22.83</td>
<td>19.38</td>
<td>17.73</td>
<td>17.02</td>
<td>16.69</td>
</tr>
<tr>
<td></td>
<td>C&lt;sub&gt;T&lt;/sub&gt; / mF cm&lt;sup&gt;-2&lt;/sup&gt;</td>
<td>82.67</td>
<td>70.18</td>
<td>64.20</td>
<td>61.65</td>
<td>60.43</td>
</tr>
<tr>
<td>MTMS-ionogel</td>
<td>C&lt;sub&gt;T&lt;/sub&gt; / F g&lt;sup&gt;-1&lt;/sup&gt;</td>
<td>17.22</td>
<td>13.60</td>
<td>12.25</td>
<td>11.32</td>
<td>10.88</td>
</tr>
<tr>
<td></td>
<td>C&lt;sub&gt;T&lt;/sub&gt; / mF cm&lt;sup&gt;-2&lt;/sup&gt;</td>
<td>62.37</td>
<td>49.26</td>
<td>44.37</td>
<td>40.99</td>
<td>39.39</td>
</tr>
<tr>
<td>MTES-ionogel</td>
<td>C&lt;sub&gt;T&lt;/sub&gt; / F g&lt;sup&gt;-1&lt;/sup&gt;</td>
<td>7.67</td>
<td>6.32</td>
<td>5.85</td>
<td>5.61</td>
<td>5.41</td>
</tr>
<tr>
<td></td>
<td>C&lt;sub&gt;T&lt;/sub&gt; / mF cm&lt;sup&gt;-2&lt;/sup&gt;</td>
<td>27.76</td>
<td>22.89</td>
<td>21.19</td>
<td>20.30</td>
<td>19.59</td>
</tr>
</tbody>
</table>
Figure 5.23 The 1000th CV curves of EDLCs with TMOS-, TEOS-, MTMS- and MTES-based ionogel electrolytes (set 2).

Table 5.8 Areal and gravimetric capacitance of EDLCs with TMOS-, TEOS-, MTMS- and MTES-based ionogel electrolytes calculated from CV curves 50, 250, 500, 750 and 1000 cycles (set 2).

<table>
<thead>
<tr>
<th>Set 2</th>
<th>50th cycle</th>
<th>250th cycle</th>
<th>500th cycle</th>
<th>750th cycle</th>
<th>1000th cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMOS-ionogel</td>
<td>C_T / F g⁻¹</td>
<td>19.82</td>
<td>18.30</td>
<td>17.16</td>
<td>16.29</td>
</tr>
<tr>
<td></td>
<td>C_T / mF cm⁻²</td>
<td>71.77</td>
<td>66.28</td>
<td>62.15</td>
<td>58.98</td>
</tr>
<tr>
<td>TEOS-ionogel</td>
<td>C_T / F g⁻¹</td>
<td>19.31</td>
<td>17.64</td>
<td>16.45</td>
<td>15.85</td>
</tr>
<tr>
<td></td>
<td>C_T / mF cm⁻²</td>
<td>69.94</td>
<td>63.87</td>
<td>59.56</td>
<td>57.39</td>
</tr>
<tr>
<td>MTMS-ionogel</td>
<td>C_T / F g⁻¹</td>
<td>11.05</td>
<td>10.44</td>
<td>9.81</td>
<td>9.39</td>
</tr>
<tr>
<td></td>
<td>C_T / mF cm⁻²</td>
<td>40.00</td>
<td>37.81</td>
<td>35.51</td>
<td>33.99</td>
</tr>
<tr>
<td>MTES-ionogel</td>
<td>C_T / F g⁻¹</td>
<td>4.92</td>
<td>4.77</td>
<td>4.80</td>
<td>4.84</td>
</tr>
<tr>
<td></td>
<td>C_T / mF cm⁻²</td>
<td>17.82</td>
<td>17.23</td>
<td>17.39</td>
<td>17.53</td>
</tr>
</tbody>
</table>
The Nyquist plots of the EDLCs are demonstrated in Figures 5.24 (set 1) and 5.25 (set 2). The insets display the expanded high to mid-range frequency region of each Nyquist plot. As described previously and as can be observed, the variations of $R_i$ show no specific trend, implying that these variations are associated with the non-ideal connections with the potentiostat. Thus, changes of $R_i$ are ignored in this study.

As described in Chapter 3, the mid-range frequency semicircle (representing the charge transfer resistance) is associated with a number of electrical and ionic resistance components and, depending on the investigated system, one or more can have a dominating effect. A number of observations can be made in relation to the mid-range frequency region in the displayed Nyquist plots and these observations are discussed one by one in this section. As can be seen in Figure 5.24a and 5.25a, the mid-range semicircle for EDLCs with TMOS-ionogel, increase in size after 1000 CV cycles (by ~55% to 8.91 $\Omega$ in set 1 and by 52% to 12.92 $\Omega$ in set 2). This observation is attributed to the loss of contact between TMOS ionogel and the AC electrode during the electrochemical testing (>24 hours) due to shrinkage of the gel. Figure 5.26 displays the AC electrodes coated with (a) TMOS-ionogel and (b) TEOS ionogel after being aged under ambient conditions for 48 hours. The extreme shrinkage and delamination of TMOS ionogel can clearly be seen while the TEOS ionogel remains unchanged. Although the sol-gel transition point is reached within the first 12 hours of the synthesis for both of these ionogels, the process of condensation continues to proceed and can introduce mechanical stress, shrinkage and delamination. It was shown in section 5.3.2 that the initial sol-gel process kinetics of TEOS is slower than TMOS which could explain the difference in the physical appearance of the two ionogels after 48 hours as shown in Figure 5.26 and the increase in $R_{ct}$ in TMOS-based cells and not in TEOS-based cells in the Nyquist plots (Figures 5.24 and 5.25). However, based on Figure 5.11, TEOS ionogel will suffer from fracturing and shrinking when aged under ambient conditions for a longer duration, due to continuation of the condensation process.
Figure 5.24 First set of Nyquist plots of (a) TMOS-, (b) TEOS-, (c) MTMS- and (d) MTES-based EDLCs before (black) and after (red) 1000 CV cycles.
Figure 5.25 Second set of Nyquist plots of (a) TMOS-, (b) TEOS-, (c) MTMS- and (d) MTES-based EDLCs before (black) and after (red) 1000 CV cycles.
With the exception of the EDLCs with TMOS ionogels and that of TEOS ionogel in the second set (Figure 5.25b, where no change in $R_{ct}$ is detected before and after the CV scans), the diameter of the semicircle drops after the CV cycling (by ~30-60%). The decrease in $R_{ct}$ after cycling, which is observed in the MTMS- and MTES-based Nyquist plots, can be attributed to further wetting of the AC electrode by the electrolyte during charge-discharge cycles. During the charging step of the CV cycles, ions are forced towards the opposite electrodes by the applied electric field; This process effectively increases the surface area between AC and ionic liquid, reducing the resistance ($R$) as per the following relationship [54,55]:

$$R = \frac{L}{A \times \sigma}$$  \hspace{1cm} (Eq. 5.1)

where $L$ is the distance between the electrodes, $A$ is the electrode area (permeated by the ionic liquid) and $\sigma$ is the ionic conductivity. The $L$ and $\sigma$ parameters remain constant during the electrochemical measurements; therefore, changes in the resistance is associated with variation of the area. Further wetting of the electrodes by the ionic liquid is expected to increase the capacitance of the system which contradicts the variation of specific capacitance over time (Tables 5.7 and 5.8). Therefore, it is possible that decomposition of electrolyte impurities has a stronger effect on the overall capacitance of the cell.

Based on Figures 5.24 and 5.25, the overall mid-range frequency semicircle is larger for EDLCs with MTMS and MTES ionogels compared to that of cells with TMOS and TEOS ionogels. This confirms that the lower capacitance values calculated for the two former systems (recorded in Table 5.7 and 5.8) is due to
their larger internal resistance. There are two possible explanations for this observation:

1. Due to a not well-connected porous network or presence of ionic liquid inside closed pores in the MTMS and MTES ionogels, a fraction of the ionic liquid content does not participate in the formation of EDLC.

2. Considering the long gelation time for MTMS and MTES ionogels, ionogel solution might have diffused into the porous AC network and solidified within the pores of the electrode, blocking pores and reducing the effective surface area of the electrode. If ionogel has diffused deep enough, it can also reduce the contact area between the activated carbon and the current collector.

The first hypothesis has not been tested for the current investigation since a meaningful evaluation of the porosity and pore volume of the gel networks synthesised from TMOS, TEOS, MTMS and MTES precursors, requires BET characterisation (after careful removal of the ionic liquid without causing the porous network to collapse) with multiple replicates for each sample which is a costly and time-consuming process due to the lack of availability of this instrumentation at Sheffield Hallam University. Another way to test this hypothesis is to measure and compare the ionic conductivity of the ionogels which relies on the high frequency x-axis intercept or $R_i$ in the Nyquist plots. However, As described in Chapter 3, section 3.4, the electrical connections utilised (based on availability) between the coin cells and the potentiostat are not ideal for consistent and reliable $R_i$ measurements.

To test the 2nd hypothesis, the cross section of TEOS and MTES ionogel coated electrodes were observed under SEM and the distribution of silicon (representing the gel) was evaluated using EDX. The results of this evaluation are displayed in Figure 5.27. Due to similarities observed between the gelation rate of the TMOS and TEOS ionogels and between MTMS and MTES ionogels, it is believed that the electrodes coated with TEOS and MTES ionogels are representative of that of TMOS and MTMS ionogels, respectively. Figure 5.27a and c display the EDX results after a 12-minutes scan for TEOS and MTES-based samples, respectively. Figure 5.27b and d represent the same measurements at
a different location in both samples after a 45-minutes scan. In both cases it is clear that more silicon and thus, more MTES gel has diffused into the activated carbon compared to that of TEOS. Other than slow gel formation, further ingress of the MTES gel into the activated carbon can be ascribed to the hydrophobicity of the MTES gel which makes its solution more permeable in the hydrophobic AC compared to the hydrophilic TEOS gel network. In either case, the presence of higher silicon and thus, higher silica in the AC could cause pore blockage and an increase in the intrinsic resistance of the AC, as well as higher ionic resistance within AC electrodes.

As it was described in Chapter 3 (section 3.4.3), the low frequency region (straight line) in a Nyquist plot is associated with the intra-particle diffusion of electrolyte ions and double-layer formation ($Z_{dl}$) [48,50]. The large inclining angle (>45°) of the low frequency semi-straight lines (with respect to x-axis) of the TMOS and TEOS-based cells are an indication of good capacitive performance [48], which agrees well with their CV results shown in Figures 5.22 and 5.23. For MTMS and MTES-based cells, the inclining angle of the straight line in the low frequency region is ≤45° (Figure 5.24c and d). A second semicircle is observed in the low frequency region of the second set of EIS results shown in Figure 5.25c and d. These observations can be attributed to diffusional limitation experienced by the cations and anions at low frequencies [56] and an increase in the distributed resistance in the AC electrodes [57] in cells containing MTMS and MTES ionogels. Based on the CV curves of the MTMS- and MTES-based cells (Figures 5.22 and 5.23) and the EDX results displayed in Figure 5.27, one can speculate that the diffusion of silica into the AC electrode not only blocks inter-particle pores but also influences the intra-particle pores which results in less pronounced capacitive behaviour and more resistive characteristic that is observed in both CV (and its elliptical shape) and EIS (large semicircle and low inclining angle of the low frequency line) results.
Figure 5.27 Distribution of Al current collector and silicon at the cross section of TEOS ionogel-(a & b) and MTES ionogel-(c & d) coated AC electrodes detected by EDX technique after scanning for 12 (a & c) and 45 minutes (b & d).
5.6 Conclusions

This chapter was designed to elucidate the influence of the alkoxide precursor type (TMOS, TEOS, MTMS and MTES) and the presence of [Emim][TfO] ionic liquid on the sol-gel process kinetics, microstructure, thermal stability and electrochemical performance of the resultant ionogel electrolyte.

The in situ Raman analysis showed that the rate of alkoxide consumption (evolution of Si–O stretching vibration band associated with Si–OC₂H₂Si⁺) is delayed for ionogel formulations containing TMOS, MTMS and TEOS precursors in relation to their xerogels. The MTES ionogel was the only formulation that showed no change in the precursor consumption rate compared to its counterpart xerogel. This can be associated with non-uniform dispersion of the [Emim][TfO] ionic liquid within the MTES ionogel mixture resulting in no apparent change in the rate of MTES consumption. The rate of ν(Si–O) band disappearance from the Raman spectra of the ionogel mixtures followed a similar trend to that of xerogels: MTMS>TMOS~MTES>TEOS. Furthermore, it was observed that the TMOS and TEOS ionogels reach the sol-gel transition point after 12 hours while the gelation process takes 4 days for MTMS and MTES formulations to be achieved. As discussed in Chapter 2, long gelation and drying processes are not practical from an industrial point of view where manufacturing time is paramount. Although TMOS and TEOS ionogels can seem advantageous from the gelation-time point of view, their weak mechanical structure, evidenced by their brittle nature, is a downside for these ionogels. It is possible that by aging these ionogels inside a dry environment, the degree of shrinkage post-gelation can be reduced. This requires further investigation.

In terms of thermal stability, TGA data confirmed that confinement within silica network increases the onset temperature for [Emim][TfO] ionic liquid decomposition.

Weak or low density of interactions was detected between ionic liquid and the silica networks. Further investigation is necessary to confirm this observation and to conclusively determine the nature and degree of these interactions. Moreover, based on the SEM characterisations in Chapter 4 and the current chapter, it is concluded that the topography of the silica network is influenced by
the presence of [Emim][TfO] ionic liquid as well as the type of the precursor. While the presence of this ionic liquid promoted formation of macropores, the non-hydrolysable methyl groups in MTMS and MTES resulted in formation of larger secondary silica particles within the silica network by disturbing the colloidal stability in the sol. The ionogels synthesised from the methoxy-based precursors (TMOS and MTMS) displayed more uniform microstructures compared to the ethoxy-based formulations (TEOS and MTES) which can be due to a better dispersion of [Emim][TfO] ionic liquid within the former ionogels.

The combination of CV and EIS analyses confirmed that cells containing MTMS and MTES ionogels behave more resistive compared to TMOS- and TEOS-based cells which can be associated with ingress of silica gel deep into the AC electrodes during the 4 days gelation time causing the internal resistance of the system to considerably increase. On the other hand, the extensive shrinkage of TMOS ionogel is believed to have caused loss of electrode-ionogel contact, increase in the internal resistance and degradation of capacitance.

Thus, it is fair to conclude that the choice of the alkoxide precursor for ionogel synthesis is important and must be taken into consideration in order to meet the required properties for the application. Although each of the formulations resulted in encapsulation of ionic liquid, the properties of the resultant gels were significantly different. For gelation under ambient conditions, TMOS and TEOS ionogels showed the most suitable electrochemical properties with reduced aging period of 12 hours – this would require further reduction to become industrially viable. However, due to extensive shrinkage and fracturing post-gelation under ambient conditions, their application as electrolyte for EDLCs is jeopardised.
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6. Influence of curing temperature on the performance of silica-based ionogels as electrolyte for supercapacitors

6.1 Introduction
The non-flammable nature of ionogels makes them an attractive replacement for commonly utilised electrolytes in batteries and supercapacitors. However, there is still a long list of criteria for ionogels to improve upon before being industrially applicable and viable for consumer products. Improvement of electrochemical performance and reduction of ionic liquid electrolyte cost are two of the current challenges that researchers in this field are commonly dealing with [1–4]. In addition, depending on the formulation and the fabrication environment, the process of gelation and drying of silica-based ionogels can typically take up to a few days to complete [5–7]. As it was shown in Chapter 5, the type of silica precursor can greatly influence the gelation duration (12 hours for TMOS and TEOS and 4 days for MTMS and MTES ionogels). From an industrial perspective, manufacturing speed is paramount, having a direct impact on the production costs and this is a major drawback. Increasing the reaction temperature is an effective way to speed up condensation and drying stages, as elevated temperature promotes removal of volatiles and formation of covalent Si−O−Si bridges [8,9]. However, fast gelation and drying can introduce high capillary stress to the silica network and cause severe shrinkage and cracking. This can be resolved by incorporating (non-hydrolysable) organic functional groups into the structure to reduce the capillary stress and thus minimise shrinkage during gelation [9]. To the best of our knowledge, the application of high curing temperatures (>100°C) as a catalysing mechanism for ionogel synthesis and its influence on the resultant properties are currently unexplored. Due to their high viscosity, the physiochemical properties of ionic liquids are highly temperature dependant [10,11]. Hence, it is crucial to investigate the influence of curing temperature on the properties of ionogels as this can potentially minimise the gelation and drying time.

Conversely, operating-temperature dependency of the performance of energy storage devices containing ionic liquids has been widely studied. Zheng et al.
investigated the electrochemical behavior of a spinel LiMn$_2$O$_4$ electrode in trimethylhexylammonium (TMHA) bis(trifluoromethane)sulfonylimide (TFSI) ionic liquid electrolyte containing 1M LiTFSI salt as a function of temperature [10]. They demonstrated that due to the high viscosity of the ionic liquid electrolyte, the electrode-electrolyte interface resistance inside the electrochemical cell is strongly temperature dependant. In fact, they observed a ~90% drop in the electrode-electrolyte interface resistance when the temperature was increased from 20°C to 50°C whilst conducting impedance measurements. Similarly, Rodrigues et al. reported a 50-fold decrease in the electrode-electrolyte interface resistance of a lithium ion half cell containing (methoxymethyl)triethylphosphonium bis(tri-fluoromethylsulfonyl)imid ionic liquid electrolyte and a lithium titanate electrode when the temperature of the test environment was increased from 25°C to 60°C [11]. Negre et al. showed that the ionic conductivity of an ionogel containing a mixture of two bis(fluorosulfonyl)imide-based ionic liquids almost doubled to 11 mS cm$^{-1}$ when the temperature was raised from 20 to 80°C [12]. However, the application of supercapacitors and batteries are not limited to high operating temperatures. The major challenge is to improve the performance of such systems at room temperature.

In this chapter, we attempt to address both the slow gelation and poor performance at room temperature by introducing heat during the process of ionogel condensation. The present chapter aims to investigate the influence of curing temperature on:

a) Gelation time of silica-based ionogels,

b) Penetration coefficient of the ionic liquid,

c) Physical structure of ionogels,

d) Room-temperature electrochemical performance of EDLCs fabricated by sandwiching the heat-cured ionogels between activated carbon (AC) electrodes.

Based on the knowledge gathered from Chapters 4 and 5, TMOS and MTMS are the most compatible precursors in terms of initial sol-gel process kinetics (rate of precursor consumption) in the absence and presence of [Emim][TfO]
ionic liquid among the four silica precursors studied. In this chapter, the most suitable formulation was chosen that enabled heat-cured processing with minimal shrinkage. This is discussed in detail in sections 6.2.1 and 6.3.1.

6.2 Experimental procedure

6.2.1 Electrolyte preparation and EDLC fabrication

The ionogel electrolytes were synthesised using the non-hydrolytic sol-gel route described in Chapter 5. Various formulations were tested for optimisation purposes which are discussed in detail in section 6.3.1. TMOS (Sigma Aldrich, ≥ 98%) and MTMS (Sigma Aldrich, ≥ 98%) were mixed in a glass vial together with 1-ethyl-3-methylimidazolium trifluoromethanesulfonate ([Emim][TfO] ionic liquid, Sigma Aldrich, ≥ 98%) under continuous stirring (600 rpm) for 10 minutes using a magnetic stir bar. The sol-gel process was then initiated by adding formic acid (FA, Aldrich ≥ 96%). This was followed by another 10 minutes mixing time. All of the reagents were used as received. The silica precursor: FA molar ratio was kept constant at 4:14 for all samples. After the 20 minutes synthesis process, a fixed volume (containing 36 μL of [Emim][TfO] ionic liquid) of each mixture was deposited onto each activated carbon disk using a micropipette. The electrodes utilised for this investigation were cut into 15 mm diameter disks and had a mass loading of ~5.4 mg cm⁻². The ionogel-coated electrodes were heated to 150°C using a furnace (ELF 10/6, Carbolite, UK) at a ramp rate of 5°C min⁻¹ for 60 minutes. Out of 10 different formulations, the one with the most uniform ionogel coating was selected for the remaining of the heat-cure investigation.

Four sets of the selected ionogel formulations were then prepared in the same manner as described previously and were heated at four different temperatures: 125, 150, 175 and 200°C. As described above, a ramping rate of 5°C min⁻¹ was used and the temperature was held isothermally at its final value for 60 minutes. The total duration of heat-treatment ranged between 75 and 90 minutes. Once the heating process was completed, the ionogel coated AC electrodes were left to cool at ambient temperature for two minutes. The double-layer supercapacitor cells were then sandwiched in CR2032 coin cells inside glove box under a nitrogen atmosphere to avoid any moisture contamination.
6.2.2 Electrochemical characterisation

Electrochemical impedance spectroscopy (EIS) measurements of the EDLC cells were obtained using a PARSTAT 4000A potentiostat (Princeton Applied Research, USA). A 10 mV rms potential was applied oscillating around 0 V bias voltage over a frequency range of 100 k to 10 mHz. The cyclic voltammetry (CV) analysis was performed in a potential window of 2.5 V and at a scanning rate of 50 mV s\(^{-1}\). The areal capacitance values were calculated based on the integration of enclosed area in the CV curves after 5 cycles. All electrochemical tests were taken periodically at room temperature across a period of 48 hours. An EIS scan followed by 5 CV cycles were recorded every hour between 0-5 hours and after 24 and 48 hours from EDLC fabrication.

6.2.3 Viscosity measurements

The viscosity of the ionic liquid was measured using a MCR301 Rheometer (Anton Paar, UK) equipped with a bob and cup setup. A shear rate of 10 s\(^{-1}\) was utilized while the temperature was nominally raised from 25-200°C at 2°C min\(^{-1}\) ramping rate. These measurements were repeated 3 times and the mean value is reported here. Due to limitations of the instrumentation, the actual maximum temperature achieved during measurement was 188°C. Viscosity at 200°C was therefore estimated by extrapolating the viscosity vs. temperature curve.

6.2.4 Surface tension measurements

The surface tension of [Emim][TfO] ionic liquid was measured using a DCAT25 tensiometer equipped with TEC250 temperature control chamber (DataPhysics Instruments GmbH, Germany).

6.2.5 Scanning electron microscopy (SEM) characterisation

The morphology of the ionogel-coated electrodes’ cross section was investigated using a Nova 200 NanoSEM (FEI, USA) at 10 kV. A 20 nm layer of gold was sputtered on the cross sections to prevent charging effect. The topography of the heat-cured ionogels was also investigated using SEM in the fashion described in Chapter 5, section 5.4.1.

6.2.6 Raman spectroscopy measurements

The spatial distribution of [Emim][TfO] ionic liquid at the cross section of the 125 and 200°C cured ionogel coated-AC electrodes was characterised using Raman spectroscopy (200-3200 cm\(^{-1}\)). A line-map was acquired (1% laser power and
an exposure time of 60 s) across the cross section with a step size of 5 μm, a total of 65 steps and x5 objective which resulted in a degree of oversampling (spot size ~8 μm).

Figure 6.1 demonstrates the steps involved in deconvolution of Raman-map raw data. The overall spatial distribution of each compound was extracted simultaneously from the Raman line-map using ISys® (version 5.0.0.14) and MCR (multivariate curve resolution) software (version 1.6) using NIPALS (non-linear iterative partial least squares) and ALS (alternating least squares) algorithms to separate the data into i) spectra of different compounds present (referred to as number of factors, represented by matrix \( S^T \)) and ii) the relative intensity of each compound/factor at each location along the map (represented by matrix C). The maximum number of iterations for the ALS algorithm was set to 500. As can be seen in Figure 6.1, data from both of the samples (125 and 200°C) are combined into one matrix (A1-A65 & A66-A130) in order to use the same model for both of the samples and increase the reliability of the results.

6.3 Results and discussion

6.3.1 Formulation optimisation

Figure 6.2 shows the optical images that can be used to characterise the physical appearance of ionogel-coated electrodes with different formulations after being heated at 150°C for 60 minutes. The first row of images is associated with
samples of 4:4 silica precursor: ionic liquid molar ratio while the second line has samples with increased ionic liquid molar ratio (4:8). As no flowing behaviour was observed upon tilting the electrode, all samples were considered to have been fully gelled after the heating process except for the sample with TMOS: MTMS: ionic liquid molar ratio of 0:4:8.

<table>
<thead>
<tr>
<th>0:4:4</th>
<th>4:0:4</th>
<th>3:1:4</th>
<th>2:2:4</th>
<th>1:3:4</th>
<th>0:4:8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No gelation</td>
</tr>
</tbody>
</table>

*Figure 6.2 Optical images of ionogel coated electrodes with various formulations heated at 150°C for an hour. All formulations are fully gelled during the heating process except for the 0:4:8 formulation (TMOS: MTMS: IL) which showed no signs of gelation after the heat treatment. The ratio of silica precursor to FA was kept at 4:14 in all formulations.*

Based on the optical images, as the MTMS and ionic liquid content is increased a more uniform and fracture-free ionogel film is generated. This can be attributed to the formulation utilised in this work. The hydrophobic methyl groups (derived from MTMS precursor) can limit the formation of crosslinking Si—O—Si bridges in certain directions (i.e. where CH₃ groups are located) and hinder the condensation process, counterbalancing the fast gelation tendency at high temperatures (to some extent). By incorporating organic functional groups into the gel network, the capillary tension, shrinkage and fracturing of ionogels (caused by fast gelation) can be reduced. One can rationalise that the presence of stable ≡Si—CH₃ groups in the silica monolith partially offsets the mechanical stress and thus, the overall brittleness of the ionogels [13]. In addition, increase in the ionic liquid content (reduction of silica content) reduces the degree of shrinkage and the subsequent matrix collapse since ionic liquid is capable of forming a non-volatile film on the silica pore walls protecting the pores from drying stresses during evaporation of by-products [14,15]. Based on the optical images, the most stable formulations (generating the most uniform fracture-free coatings)
were 1:3:4 and 1:3:8 (TMOS: MTMS: ionic liquid). Generally, minimised silica content is preferred for electrolyte applications as not only lower scaffold content can result in reduced ionic diffusion resistance [16], it can reduce the density of ionic liquid-silica scaffold interaction due to lower degree of confinement [17]. For these reasons, the 1:3:8 ratio was chosen as the most suitable formulation for the remaining of the heat-cure investigation.

Figure 6.3a represents a hypothesised structure of a typical siloxane network where organic functional groups (represented by R) are located within the structure in a disordered manner. Figure 6.3b displays the optical images of ionogel coated electrodes (with 1:3:8 formulation, TMOS: MTMS: ionic liquid) after being cured at 125, 150, 175 and 200°C. As can be observed, no signs of fracturing or shrinkage have been noted in the samples cured at the two lower temperatures. However, despite the presence of CH₃ groups in the gel matrix, fractures can be observed in samples cured at 175 and 200°C as shown in Figure 6.3b. This can be attributed to a modest degree of shrinkage as a result of fast removal of volatiles from the ionogel network at temperatures ≥175°C. In the case of the 200°C curing temperature, the increased removal rate of volatiles has resulted in high capillary stress (greater than the incorporation of ≡Si–CH₃ could overcome) which caused shrinkage and formation of fractures.

Figure 6.3 (a) The hypothesised chemical structure of a typical silica network containing organic functional groups (R) and (b) the optical images of ionogel coated electrodes when cured at various temperatures ranging from 125 to 200°C. The small drops on the surface of the electrodes are ionic liquid.
Figure 6.4 demonstrates the microstructure of the 150°C heat-cured TMOS-MTMS xerogel (after the removal of the ionic liquid). It is clear that the structure of the silica network has adapted characteristics of both TMOS and MTMS-based networks i.e. small pore sizes and large secondary silica particles, respectively. The overall structure of the network is an intermediate between TMOS and MTMS xerogels shown in Chapter 5 (Figures 5.14-5.17).
Figure 6.4 SEM images of TMOS-MTMS-based ionogel after the removal of the ionic liquid i.e. xerogel. Heterogeneous structure of the silica network has both TMOS and MTMS-based characteristics. The dense layer visible in the first image is the skin layer formed as a result of faster gelation and drying processes at the air-exposed layer on the very top surface of the gel compared to the bulk of the gel (discussed in Chapter 5, section 5.4.2).
6.3.2 Changes in penetration coefficient of [Emim][TfO] ionic liquid with temperature

Ionic liquids are known for their relatively high viscosity at room temperature compared to other commercially used liquid electrolytes [11]. For this reason, when heat is introduced to a system containing ionic liquids, a considerable change in performance of the system is to be expected. In the case of systems where ionic liquid is in contact with a porous structure, these variations are likely to translate into changes in the wetting rate of the porous network. Generally, the wetting rate of a porous electrode is dictated by the degree of spreading and penetration of the electrolyte [18]. The Lucas-Washburn equation (Eq. 6.1) models the electrolyte movement in a porous electrode with the assumption of the porous network being an entity of capillaries (evenly arranged) [2,18]:

\[
k = \frac{r_{\text{eff}} \sigma \cos \theta}{2 \eta} \tag{Eq. 6.1}
\]

where \(k\) is the penetrability or penetration coefficient, \(r_{\text{eff}}\) is the effective radius of capillary, \(\sigma\) is the liquid-to-vapor surface tension, \(\theta\) is the three phase contact angle and \(\eta\) is the viscosity. A higher \(k\) value is associated with faster liquid flow within a porous network. One must not forget that most of the porous electrodes are not an ensemble of evenly arranged capillaries but rather a complex network of pores oriented in random directions. Therefore, the focus in this study was not to evaluate the exact value of penetration coefficient but to investigate the relative changes in \(k\) as a function of curing temperature. If one assumes that there are no changes in the effective pore size with temperature, the relative changes of \(k\) can be estimated using equation 6.2:

\[
k \propto \frac{\sigma \cos \theta}{2 \eta} \tag{Eq. 6.2}
\]

Figure 6.5 demonstrates the variation of [Emim][TfO] ionic liquid viscosity with temperature. As mentioned previously this test was repeated 3 times and the average values together with measured surface tension as well as the cosine of the static contact angle (between the ionic liquid and AC electrode, discussed in Chapter 5, section 5.5.4) are recorded in Table 6.1.
Figure 6.5 Variation of [Emim][TfO] ionic liquid viscosity with temperature (25-188°C). Due to limitations of the instrumentation, the viscosity at 200°C was estimated by extrapolating the viscosity vs. temperature curve.

As presented in Chapter 5 (Figure 5.20c and d), the static contact angle between the activated carbon electrode and ionic liquid approaches 0° within 8 seconds at room temperature (~22°C). Surface tension is reduced with increase in temperature [19], causing the contact angle to decrease [18], thus, one can postulate that θ approaches 0° much faster at higher temperatures. For this reason, $\cos \theta$ is assumed to be 1 in all cases from 22 to 200°C. Thus, changes in k become dependent on surface tension and viscosity assuming no change takes place in the effective pore radius. It was observed that, the viscosity of ionic liquid drops by ~55% when temperature is increased from 125 to 200°C, while surface tension decreases by ~8%. This agrees with the literature [2,18] considering viscosity to be the main factor influencing wetting rate. Based on these results, ~40% increase in the penetration coefficient is expected when increasing the curing temperature from 125 to 200°C.
Table 6.1 Influence of temperature on physical properties of [Emim][TfO] ionic liquid.

<table>
<thead>
<tr>
<th>Temperature / °C</th>
<th>σ / mN m⁻¹</th>
<th>cos θ</th>
<th>η / mPa s</th>
<th>( \sqrt{\frac{\sigma \cos \theta}{2\eta}} ) / (m s⁻¹)⁻¹/₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>25°</td>
<td>40.51 ± 0.02</td>
<td>1</td>
<td>44.00 ± 0.21</td>
<td>0.68</td>
</tr>
<tr>
<td>125°</td>
<td>36.84 ± 0.04</td>
<td>1</td>
<td>4.90 ± 0.06</td>
<td>1.94</td>
</tr>
<tr>
<td>150°</td>
<td>35.94 ± 0.03</td>
<td>1</td>
<td>3.60 ± 0.10</td>
<td>2.23</td>
</tr>
<tr>
<td>175°</td>
<td>34.88 ± 0.06</td>
<td>1</td>
<td>2.70 ± 0.06</td>
<td>2.54</td>
</tr>
<tr>
<td>200°</td>
<td>33.84 ± 0.07</td>
<td>1</td>
<td>≅ 2.20</td>
<td>2.77</td>
</tr>
</tbody>
</table>

6.3.3 Effect of temperature on the physical structure of electrode-electrolyte interface

The SEM images of post-cure electrode cross sections are shown in Figure 6.6. Starting from the left hand side within Figure 6.6a, one can observe a thin layer of Al foil, upon which sits the porous activated carbon electrode and lastly, in direct contact with this, the dense ionogel solid electrolyte can be identified. The high porosity of the activated carbon electrodes explains their extensive application in energy storage systems as they provide large surface area and hence increase the maximum achievable capacity in such devices. Figure 6.6a shows that the interface between the gel electrolyte and the AC electrode is sharp and clearly visible. This interface becomes more diffuse as the temperature is raised above 125°C (Figures 6.6b to 6.6d). At higher curing temperatures (>150°C), ionogel is postulated to penetrate further through the electrode and mask the top surface of electrode as observed in the SEM images (Figures 6.6c and 6.6d). In the latter cases, the electrode and the electrolyte are interpenetrated as a result of the heat-induced interlocking effect [20]. The porous structure of the AC electrodes cannot easily be discerned in samples treated at curing temperatures of 175 and 200°C. In addition, a degree of delamination from the Al foil can be seen in all four samples. The reasons for delamination of the AC
electrode from the Al foil are i) defects caused during the process of cutting the electrodes and ii) the impact of heat on the electrode binder. The PVDF binder in the AC electrodes has a melting point of 177°C [21] and thus, it goes through a melting and re-solidification process when the curing temperature is 175°C and above. The influence of this 'contact loss', melting and re-solidifying of PVDF is discussed in the following section (6.3.4).

![Figure 6.6](image)

Figure 6.6 (a) Electron microscope cross section images of ionogel-coated AC electrodes cured at: (a) 125°C, (b) 150°C, (c) 175°C and (d) 200°C. From left to right in each image, traces of Al foil, porous activated carbon electrode and ionogel electrolyte can be identified.

### 6.3.4 Evolution of impedance with respect to temperature and time

Figure 6.7 displays the Nyquist plots of cells with ionogel electrolytes cured at four different temperatures after 0, 5, 24 and 48 hours of assembling the cell. Figure 6.7a breaks down the three different regions in a Nyquist plot. As can be observed in Figure 6.7, $R_i$ ranges between 2 to 5 Ω among all samples and
does not vary greatly with time. As explained in Chapter 3, $R_i$ is mainly associated with electrolyte resistance and, since all measurements were taken at room temperature, electrolyte conductivity is assumed to remain unaltered. Thus, the minimal increase in $R_i$ in the cured samples is assumed to be linked to accumulation of different fractions of otherwise mobile electrolyte ions in closed pores of silica network resulting in a reduced number of free conducting ions. Another possible explanation for the small variations of $R_i$ is the variation of electrical contact resistance of the external circuit including the wire connections and coin cell holder from one system to another.

Figure 6.7 Evolution of Nyquist plots with time for nominally identical EDLC full cells cured at (a) 125°C, (b) 150°C, (c) 175°C and (d) 200°C.

The main difference in the electrochemical behavior of the four cells originates from the high to mid-range frequency region (the $R_{ct}$ influenced semicircle). At the start of the experiment ($t_0$), a charge transfer resistance of $\sim 30 \ \Omega$ was ob-
tained for samples cured at 125 and 150°C (Figures 6.7a and 6.7b) while this value dropped to 5 Ω as the curing temperature was raised to 175 and 200°C (Figures 6.7c and 6.7d). As described previously in Chapter 3, $R_{ct}$ has been associated with a number of ionic and electrical components inside an EDLC: (a) intrinsic resistance of the electrode [22], (b) electrical contact resistance between current collector and the electrode active material [22,23], (c) inter-particle ionic impedance [22,24], (d) ion transport processes [25] and (e) electrolyte starvation (in the case of low electrolyte concentration) [26,27]. Here, the reduced $R_{ct}$ of cells as a function of curing temperature (at time 0) can partially be attributed to the interlocking/merging effect at the electrode-electrolyte interface (see Figures 6.6c and 6.6d). At higher temperatures, a layer of the gel electrolyte has been observed to immobilise onto the electrode resulting in larger interface area between electrode and electrolyte and reducing the ionic interface resistance. Figure 6.8b and 6.8c demonstrate schematics of the ionogel and porous electrode being fused together after the heating process based on the SEM images shown in section 6.3.3. A similar observation was reported in 2017 by Simotwo et al. who utilised a total of 100 minutes heating process at 90-100°C to infuse a polymer-based ionogel into nanofiber carbon electrodes [20]. They attributed the comparable $R_{ct}$ between this system and an EDLC containing the same ionic liquid electrolyte without the gel network, to an ‘intimate’ contact between the gel and the electrode.

Furthermore, the changes in $R_{ct}$ over the 48 hours test period was most notable for samples with 125 and 150°C curing temperatures. The values of $R_{ct}$ almost halved within the first 5 hours of the test and continued to drop to ~30% (of $R_{ct}$ at time 0) in both of these samples after 48 hours; these variations were negligible for samples with the two higher curing temperatures. As mentioned in section 6.3.2, the physiochemical properties of [Emim][TfO] ionic liquid are highly dependent on temperature and a higher $k$ value is achieved when curing temperature is increased. Thus, one can relate the stability of $R_{ct}$ in samples with 175 and 200°C curing temperatures to the maximum initial wetting of the AC electrode pores by the ionic liquid in these samples (as opposed to wetting by the unsolidified ionogel mixture discussed in Chapter 5, which results in an increase in $R_{ct}$). A ‘maximum wetted state’ of activated carbon electrodes by
ionic liquid is assumed to take 48 hours to be achieved in samples with the two lowest curing temperatures, as the capillary forces continuously attract more ionic liquid into the AC electrode until an equilibrium state is reached. Therefore, in the investigated systems described, $R_{ct}$ is postulated to comprise of the ionic impedance at: (i) the electrode-electrolyte interface [25] and (ii) within the textural pores (i.e. inter-particle pores) of the AC electrodes [22,24].

![Nyquist plot](image)

**Figure 6.8** (a) The three main impedance components ($R_i$, $R_{ct}$ and $Z_{dl}$) in a typical Nyquist plot for an EDLC with porous electrodes (as explained in [28]), (b) a schematic illustration of the four processes taking place during an EIS scan: 1) free movement of ions within the bulk electrolyte, 2) ion insertion into the porous electrode, 3) diffusion of ions within the textural pores of the electrode, 4) diffusion into the intra-particle pores, (c) an illustration of interlocking effect caused by curing process and (d) an SEM image demonstrating the intra-particle pores in the activated carbon electrode.
To eliminate any influence from the silica network at the interface (including the possibility of onset gelation or further condensation processes), the behaviour of an EDLC consisting of [Emim][TFO] ionic liquid electrolyte with equivalent volume to that inside ionogels (36 μL on each electrode), sandwiched between two activated carbon electrodes (with the same specifications) and separated by a thin separator film (2325 Celgard Inc., USA) was investigated. The EIS measurements were recorded periodically in the same manner as described in section 6.2.2. The resultant Nyquist plots are displayed in Figure 6.9a. As can be seen, the diameter of the semicircle drops (by ~31%) over the 48 hours duration of the experiment which is similar to the behavior of ionogel-based cells. Based on room temperature experimental condition, the ionic conductivity and the physiochemical properties of the electrolyte can be assumed constant throughout the EIS experiment. Thus, these results confirm that the $R_{ct}$ variations over time are associated with the continuous increase in electrode wetted area by the electrolyte at the interface and the bulk of the activated carbon. The virtually stabilised $R_{ct}$ between 24 and 48 hours of the experiment indicates a progress towards maximum wetting of the electrode pores.

As illustrated in Figure 6.7 and more clearly in 6.9b, the inclining angle of all Nyquist plots is between 45° and 90° which indicates good ion diffusion into the intra-particle pores of the activated carbon electrode in all samples [29]. The slight reduction in the inclining angle for samples cured at 175 and 200°C is ascribed to the melting and resolidifying of the PVDF binder. It is possible that during the re-solidification of the binder, some AC electrode mesopores have been blocked or narrowed and resulted in higher intra-particle ionic resistance and thus, a slightly reduced inclining angle. Figure 6.8b illustrates the four key ionic impedances that are present in the investigated systems. The SEM image shown in Figure 6.8d illustrates the intra-particle pores available in the activated carbon electrode.
To complement the electrochemical measurements, cyclic voltammetry was used to elucidate the charge storage characteristic of the EDLC cells. The CV results at time 0 and after 48 hours are shown in Figures 6.10a and 6.10b, respectively, together with plots of areal capacitance and $R_{ct}$ variations as a function of time (Figures 6.10c and 6.10d). Based on the CV plots displayed in Figure 6.10a and 6.10b, all the cells showed ideal capacitive behaviour (quasi-
rectangular CV curves) except for the case of 125 and 150°C cured cells at time 0. Nevertheless, both cells showed quasi-rectangular CV curves after 48 hours consistent with the decrease in $R_{ct}$. The areal capacitances of these two cells increased by almost 60% after 48 hours, thereby approaching values obtained at higher temperatures. This parameter increased by only 14% for the sample cured at 175°C and the capacitance remained almost unaltered throughout the 48 hours period for the cell with 200°C curing temperature. Conversely, an almost opposite trend can be seen in Figure 6.10d for the variation of $R_{ct}$ with time (decay in $R_{ct}$ for samples cured at 125, 150 and 175°C and a slight increase in $R_{ct}$ for the sample cured at 200°C) which confirms that $R_{ct}$ is the rate limiting parameter in the electrochemical kinetics of the EDLC cells. For all four stages of ion transport illustrated in Figure 6.8b, charge transfer at the electrode-electrolyte interface was shown to have the most influence on the capacitive response of the EDLCs. The rate limiting effect of $R_{ct}$ has not been shown before using electrochemical tests at room temperature. Rodrigues et al. [11] concluded that ion bridging at the electrode-electrolyte interface has the highest activation energy compared to ion diffusion within the electrolyte and the electrode. Furthermore, Zheng et al. [10] showed that $R_{ct}$ is strongly temperature dependent by performing EIS measurements at different operating temperatures. However, these studies failed to show any performance improvement of ionic liquid-based systems at room temperature. In addition, due to safety concerns with electrolyte leakage, the application of ionogels is preferred over ionic liquids.

Based on the results reported here, the $R_{ct}$ can be reduced by encapsulating ionic liquid inside a gel network and using high temperatures (125-200°C) to cure the ionogel electrolyte. This method not only reduces the electrode wetting time (i.e. higher $k$ value, Eq. 6.1) but also expands electrode-electrolyte interface area via a heat-induced interlocking effect (as shown in Figure 6.6 and as deducted in [20]). This knowledge can be useful in enhancing the system output at room temperature, which is one of the major challenges with ionic liquid-based energy storage devices.

As demonstrated in Figure 6.10c, the areal capacitance drops in the following order: 175°C>150°C>200°C>125°C-cured sample ranging from ~75 to 95 mF cm$^{-2}$ after 48 hours. Based on Eq. 2.8, these values correspond to 300 to 380
mF cm\(^2\) for a single AC electrode. Table 6.2 shows the equivalent full cell gravimetric capacitances of the four cells over the 48 hours testing time. Even though \(R_{ct}\) is shown to be responsible for the variations of capacitance over the 48 hours test period, the final capacitance values are influenced by the total internal resistance of each cell which includes \(R_i\) as well as \(R_{ct}\). This is clearly seen in the case of the cells cured at 125 and 150°C where their \(R_{ct}\) values are comparable but their capacitances are noticeably different.

**Table 6.2 Variations of gravimetric capacitances of EDLCs cured at 125, 150, 175 and 200°C over 48 hours.**

<table>
<thead>
<tr>
<th>Time of scan / hours</th>
<th>125°C</th>
<th>150°C</th>
<th>175°C</th>
<th>200°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>8.82</td>
<td>10.35</td>
<td>15.60</td>
<td>16.79</td>
</tr>
<tr>
<td>1</td>
<td>10.18</td>
<td>10.58</td>
<td>16.97</td>
<td>16.54</td>
</tr>
<tr>
<td>2</td>
<td>11.18</td>
<td>13.54</td>
<td>17.55</td>
<td>16.48</td>
</tr>
<tr>
<td>3</td>
<td>12.14</td>
<td>14.14</td>
<td>17.44</td>
<td>16.45</td>
</tr>
<tr>
<td>4</td>
<td>12.75</td>
<td>14.55</td>
<td>17.99</td>
<td>16.41</td>
</tr>
<tr>
<td>5</td>
<td>13.09</td>
<td>14.86</td>
<td>17.96</td>
<td>16.34</td>
</tr>
<tr>
<td>24</td>
<td>14.27</td>
<td>15.81</td>
<td>17.02</td>
<td>16.22</td>
</tr>
<tr>
<td>48</td>
<td>14.28</td>
<td>16.37</td>
<td>17.71</td>
<td>16.14</td>
</tr>
</tbody>
</table>
In order to evaluate the repeatability of these results and eliminate any possible influence from CV cycling on the electrode wetting rate, an additional series of EIS and CV tests were repeated in which 50 CV cycles were recorded at the end of the 48 hours resting time rather than 5 periodic CV cycles. Figure 6.11a and b demonstrate the $R_{ct}$ variations with time and the $50^{th}$ CV cycles of each EDLC, respectively. The $R_{ct}$ variation pattern and their values at t=48 hours agree well with the results shown previously in Figure 6.10c. Furthermore, the CV cycles of all cells demonstrate good capacitive behaviour similar to those shown in Figure 6.10b. The full cell areal capacitances are calculated to be 73.55, 74.07, 91.29 and 80.92 mF cm$^{-2}$ for cells cured at 125, 150, 175 and 200$^\circ$C, respectively. These results are equivalent to 13.68, 13.78, 16.98, 15.05 F g$^{-1}$, respectively.
Table 6.3 illustrates recent literature on EDLCs with ionic liquid (no. 5) and ionogel electrolytes (no. 1-4) together with examples of two silica-based ionogel systems comparable to the work conducted in this thesis (no. 6 and 7). A wide range of specific capacitance values have been reported for systems containing [Emim][TfO] ionic liquid (as used in this work) and [Emim][TFSI] ionic liquid which has a similar molecular structure to [Emim][TfO] ionic liquid. Thus, it is evident that establishing a benchmark for systems containing ionic liquid or ionogel electrolytes is not an easy task since multiple factors such as electrode material and its active mass loading, gel network (as shown in Chapter 5), type of ionic liquid(s), and experimental setting (scan rate, temperature, etc.) can influence the final result. However, the results reported here fit within this wide range of reported specific capacitances as it is shown in Table 6.3.
Table 6.3 Some examples of reported work on EDLCs with ionic liquid or ionogel electrolytes. Since the capacitance value is influenced by the scan rate as shown by Pell and Conway [30], the utilised scan rate in each work is provided. Abbreviations: [PMPyr]= 1-propyl-3-methylpyrrolidinium, PIP13FSI= N-methyl-N-propylpiperidinium bis(fluorosulfonylimide), PYR14FSI = N-butyl-N-methylpyrrolidinium bis(fluorosulfonylimide), PEDOT: PSS= poly polystyrene sulfonate.

<table>
<thead>
<tr>
<th>No.</th>
<th>Solid matrix precursor</th>
<th>Ionic liquid</th>
<th>Electrode material</th>
<th>Electrode mass loading</th>
<th>Specific capacitance (full cell)</th>
<th>scan rate</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Poly(dimethylsiloxane)</td>
<td>[Emim][TFO]</td>
<td>PEDOT: PSS</td>
<td>-</td>
<td>11.3 mF cm$^{-2}$</td>
<td>1 mV s$^{-1}$</td>
<td>[31]</td>
</tr>
<tr>
<td>2</td>
<td>5wt% methyl cellulose</td>
<td>[Emim][TFSI]</td>
<td>Carbon nanofiber</td>
<td>a) 3.2 mg cm$^{-2}$</td>
<td>122 mF cm$^{-2}$,</td>
<td>20 mV s$^{-1}$</td>
<td>[20]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>b) 5.2 mg cm$^{-2}$</td>
<td>38.25 F g$^{-1}$,</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>b) 151 mF cm$^{-2}$,</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>29.75 F g$^{-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2 wt% fumed silica and</td>
<td>[Emim][TFO]</td>
<td>Activated carbon</td>
<td>-</td>
<td>25 F g$^{-1}$</td>
<td>5 mV s$^{-1}$</td>
<td>[32]</td>
</tr>
<tr>
<td></td>
<td>hydroxyethyl cellulose</td>
<td>&amp; Mg[TiO]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Poly(vinylidine fluoride-co-</td>
<td>[Emim][TFO]</td>
<td>PEDOT: PSS &amp; Graphene</td>
<td>-</td>
<td>26.4 F g$^{-1}$ (105.6 F g$^{-1}$ for each electrode)</td>
<td></td>
<td>[33]</td>
</tr>
<tr>
<td></td>
<td>hexafluoropropylene)</td>
<td></td>
<td>nanoplatelets</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Capacitance was evaluated from electrochemical impedance spectroscopy.
<table>
<thead>
<tr>
<th>No.</th>
<th>Solid matrix precursor</th>
<th>Ionic liquid</th>
<th>Electrode material</th>
<th>Electrode mass loading</th>
<th>Specific capacitance (full cell)</th>
<th>scan rate</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Ni foam</td>
<td>[Emim][TFSI] &amp; [PMPyr][TFSI]</td>
<td>Ni foam</td>
<td>-</td>
<td>0.365 mF cm(^{-2}) (at 80°C)</td>
<td>1000 mV s(^{-1})</td>
<td>[4]</td>
</tr>
<tr>
<td>6</td>
<td>Silica (TMOS &amp; TEOS)</td>
<td>PIP13FSI &amp; PYR14FSI</td>
<td>Activated carbon</td>
<td>5 mg cm(^{2})</td>
<td>125 mF cm(^{-2}) (at 20°C)</td>
<td>50 mV s(^{-1}) (window: 0-3 V)</td>
<td>[12]</td>
</tr>
<tr>
<td>7</td>
<td>Silica (TMOS)</td>
<td>[Emim][TFSI]</td>
<td>Activated carbon</td>
<td>1 mg cm(^{2})</td>
<td>39 mF cm(^{-2})</td>
<td>2 mV s(^{-1})</td>
<td>[5]</td>
</tr>
<tr>
<td>8</td>
<td>Silica (TMOS &amp; MTMS)</td>
<td>[Emim][TfO]</td>
<td>Activated carbon</td>
<td>5.4 mg cm(^{2})</td>
<td>95.63 mF cm(^{2})</td>
<td>50 mV s(^{-1}) (window: 0-2.5 V)</td>
<td>This work</td>
</tr>
</tbody>
</table>
6.3.5 Visualisation of wettability using Raman line-mapping

The ionic liquid properties summarized in Table 6.1 and the electrochemical characterisation results suggest that the ‘maximum wetted state’ of the porous electrodes is achieved more quickly when ionogels are cured at higher temperatures as one might anticipate. By reducing viscosity and improving the penetration coefficient ($k$), ionic liquid is able to travel further through the electrode under the influence of capillary forces and wet larger area of the active material, consequently reducing the wetting time of the porous electrode. In order to visually characterise the ingress of ionic liquid through the depth of ionogel-coated AC electrodes, Raman line-maps of the cross section of electrodes cured at 125 and 200°C were collected. Figure 6.12a illustrates the direction in which the Raman line-map was acquired across the electrode cross section. As it is shown, the coated electrodes were sandwiched between two thin silicon wafers (Czochralski single crystal Si, 381±25 μm in thickness, Virginia Semiconductor) to mark the start and end points of the measurements (labelled as S and E, respectively) and to ensure that the electrode was positioned perpendicularly to the microscope lens.

Raman spectroscopy provides information about the vibrational frequencies of covalent bonds within a sample but does not facilitate separation. Subsequently, if there is more than one component/material within the sampled region, ~8 μm in this study, then the spectrum produced will show features for all components, leading to ambiguity of signal and making the determination of the distribution of each material at each sampling point challenging. This can be resolved by MCR analysis, which uses algorithms such as NIPALS and ALS to decompose mixed spectroscopic matrices into pure component (factors) and pure concentration (loadings) matrices [34–36]. In this work, four factors were utilised to account for each individual compound, namely the silicon wafer, the Al foil, activated carbon and the ionic liquid. Figure 6.12b shows a direct comparison of a typical Raman spectrum of each of the pure materials present (ionic liquid, activated carbon, silicon and Al) together with the MCR calculated pure spectral factors. As can be seen, the spectra of the pure compounds and their corresponding factors overlay very well indicating reliable MCR output. The unexpected spikes (e.g. in factor 4) are due to a phenomenon called Rank Deficiency caused by a combi-
nation of instrumental noise and overlap of concentration profiles of different components in the system and can reasonably be ignored [35].

![Diagram](image)

**Figure 6.12** (a) An illustration of the line-map direction over the cross section of the ionogel-coated electrodes and (b) Raman spectra of the four components available in the line-map together with the corresponding MCR-recognised factors based on their variation across the cross section.

By plotting the score (or Raman intensity at each point) of each pure component, a quantitative variation of each material across the cross section was realised as a function of location/distance travelled. Figures 6.13a and b show the optical images of the electrodes that have been subjected to curing temperatures of 125 and 200°C respectively, with the region from where the Raman data was collected being marked with dotted white lines. The corresponding Raman intensity variations of the ionic liquid at the cross sections are given in Figures 6.13c and d.

Working from the left hand side of Figure 6.13c relating to the sample which had been treated at 125°C, the intensity of the ionic liquid factor, and therefore its concentration, has a low/zero intensity through the AC electrode until the interface with the ionic liquid region is reached (~70 μm). Through the interface the intensity of the ionic liquid factor increases in a quasi-linear fashion and the gradient of this line, provides information about the sharpness of the interface.
and by inference indicates how far \([\text{Emim}][\text{TfO}]\) ionic liquid has permeated through the AC electrode pores. The analogous data for the sample, which had been treated at 200°C (Figure 6.13d) shows a much broader interface with a shallower gradient. This indicates that for this sample, \([\text{Emim}][\text{TfO}]\) ionic liquid has permeated a greater distance into the porous AC electrode. This supports the measured \(k\) values reported in Table 6.1, the high-resolution SEM images (Figure 6.6) and the impedance measurement results discussed in section 6.3.4. It is noteworthy to mention that these measurements were taken within 24 hours of synthesis and represent the very early wetting stage of the electrodes by the ionic liquid. Based on the EIS results, a ‘maximum wetted state’ may be achieved for the sample cured at 125°C if it is aged for an additional 24 hours.

Figure 6.13 (a & b) Optical images of ionogel-coated electrodes cross section cured at 125 and 200°C and (c and d) the corresponding Raman intensity variations of \([\text{Emim}][\text{TfO}]\) ionic liquid factor across the cross sections. The straight lines represent the best linear fit for ionic liquid distribution at the electrode-electrolyte interfaces within the first 12 hours.
6.4 Conclusions

One of the great challenges with using silica-based ionogels as a scalable and industrially applicable solid electrolyte in supercapacitors is their long gelation time. In addition, electrochemical systems containing ionic liquids suffer from high viscosity (compared to the conventional electrolytes), which limits ion mobility and electrode wetting rate, resulting in poor electrochemical performance at room temperature. This chapter reports the influence of heat-assisted gelation of ionogels as a measure to counter both of these limitations. The approach taken towards conducting this study is summarised in the diagram below.

![Diagram](image)

*Figure 6.14 Summary of steps undertaken to answer the main question of this investigation.*

In this chapter, a mixture of TMOS and MTMS was utilised to elucidate the electrochemical performance of such ionogels cured at 125, 150, 175 and 200°C. The gelation time of TMOS-MTMS-based ionogels was reduced to less than 90 minutes and the charge transfer resistance in the corresponding EDLCs was considerably reduced as the curing temperature was increased from 125 to 200°C. The resultant enhanced ion transport kinetics at room temperature inferred that the electrode-electrolyte interface area was increased as a result of the interlocking effect with increased temperature. Furthermore, the influence of elevated curing temperature on the penetration coefficient of ionic liquid reduced the time needed to achieve the 'maximum wetted state' of the electrode determined by capillary forces. Based on the results, one can conclude that 175°C is the optimal curing temperature for the studied system due to the mini-
mal resultant shrinkage, excellent capacitive behaviour (95 mF cm$^{-2}$) and short electrode wetting time (5 hours). Ionogels cured at 125 and 150°C showed no signs of shrinkage with an extended electrode wetting time of 48 hours. This investigation provides an insight towards the design of safer energy storage systems that are not only industrially scalable, due to their short fabrication time, but can also be operated at room temperature as well as higher temperatures.
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7. Exploratory investigation of the influence of ionic liquid water content, curing process and cell potential on the long-term stability of EDLCs containing 150°C-cured ionogels

7.1 Introduction
A ‘constant voltage load’ or ‘float test’ is a commonly used technique for evaluation of the long-term stability of supercapacitors [1–3]. During this test, the capacitor is held at a nominal potential and the change in capacitance is recorded as a function of time by occasional charge-discharge cycles. As explained in section 2.5.4, a float test is preferred over cycling for long-term stability characterisation of supercapacitors as it gives a realistic performance evaluation of the electrochemical cell without being as time consuming as the long-term cycling. According to Weingarth et al. commercial supercapacitors are expected to operate for 500,000 to 1,000,000 cycles before reaching 70% of their capacitance [3]; thus, it can be highly time consuming to validate. Generally, the float test is one of the preconditioning methods utilised in industry to ensure consistency of the electrochemical system and to eliminate faulty cells amongst each batch of EDLCs/batteries manufactured.

Different schools of thought exist regarding the end-of-life criteria for supercapacitors. Some research groups [3–5] define failure of an EDLC to be the state at which there is a 100% increase in the equivalent series resistance of the cell and/or 20-30% drop in the capacitance from its original value. In a more recent study, Liu et al. [6] used a 500% increase in the internal resistance or a 50% loss of capacitance as the criteria for the end-of-life of EDLCs. However, the underlying symptoms of performance degradation i.e. a drop of capacitance and an increase in internal resistance of the cell, seems to be agreed upon in all cases. Various mechanisms have been suggested to explain the performance degradation of EDLCs [1,2,4,5,7]. Generally, the application of aqueous based EDLCs is limited due to their moderate potential window (~1.2 V) determined by the thermodynamic stability of water [8]. Thus, it comes as no surprise that presence of water can be detrimental to the performance and stability of EDLCs with organic electrolytes or ionic liquids (ILs) whose operating potential is be-
yond 2.0 V (typically above 3.0 V for ionic liquids). For this reason, EDLC manufacturers utilise organic electrolytes with a water content of 20 ppm or less [2] and some researchers have emphasised on a drying process for ionic liquids under vacuum in order to reduce their water content to less than 20 ppm [9–11].

This chapter explores the long-term stability of cells containing 'dried' and 'as-received' [Emim][TfO] ionic liquid to understand the extent to which ionic liquid water content can degrade the capacitance of EDLCs with 150°C heat-cured ionogel electrolyte and to further examine the influence of the curing process discussed in Chapter 6 on the degradation rate of the EDLCs. The latter is executed by comparing the performance of heat-cured cells with EDLCs that contain liquid electrolyte rather than solid electrolyte. Lastly, this chapter seeks to determine the operational limit of the EDLCs with 150°C-cured ionogel by exposing the cells to potential windows above 2.5 V. The long-term stability tests listed in this chapter have been executed in Warwick University due to lack of suitable instrumentation (such as vacuum oven and Karl fisher titrator) at Sheffield Hallam University.

7.2 Experimental

7.2.1 Electrolyte preparation and EDLC fabrication

The ionogel electrolytes were synthesised as described in Chapter 6. Briefly, 20 μL of TMOS (Sigma Aldrich, ≥98%) and 55 μL of MTMS (Sigma Aldrich, ≥98%) were mixed in a glass vial together with 200 μL of [Emim][TfO] (Sigma Aldrich, ≥98%) under continuous stirring (600 rpm) for 10 minutes using a magnetic stir bar. The sol-gel process was then initiated by adding 65 μL FA (Aldrich ≥96%). This was followed by another 10 minutes mixing time. All of the chemicals were used as received. The TMOS: MTMS: FA: IL molar ratio was kept constant at 1: 3: 14: 8 for all samples.

A similar procedure was followed for samples containing dried ionic liquid. The [Emim][TfO] ionic liquid was dried at 70°C in a vacuum oven (VDL 115 BINDER GmbH, Germany) for 24 hours. The dried ionic liquid was then securely sealed with parafilm and was transferred into a dry room.
After the 20 minutes synthesis process, 60 μL of the mixture were deposited on activated carbon disks using a micropipette. The ionogel-coated electrodes were heated in a furnace (CWF 1200, Carbolite GERO, UK) to 150°C using a ramp rate of 5°C min⁻¹ and held isothermally at 150°C for 60 minutes. Once the heating process was completed, the ionogel coated AC electrodes were immediately transferred into a dry room and were heated at 60°C inside a vacuum oven for another 30 minutes to minimise moisture contamination. The double-layer supercapacitor cells were then assembled and crimped inside the dry room. The EDLCs containing liquid electrolytes (dried and as-received [Emim][TfO]) were assembled by sandwiching two activated carbon electrodes (each wetted by 36 μL of the ionic liquid) with a thin separator film (2325 Celgard Inc., USA), which was cut into disks of 2 cm diameter.

Prior to sandwiching the cells, the activated carbon electrodes, coin cell equipment (CR2032 bottom and top casings, spring, current collector plates) and the separator films were heated at 70°C in a vacuum oven for 2 hours in an attempt to remove/minimise the trapped water on the surface or within the pores of each component.

7.2.2 Measurement of ionic liquid water content
A coulombic Karl Fischer titrator was utilised to determine the water content inside [Emim][TfO] ionic liquid both as received and after the drying process described in the previous section.

7.2.3 Thermal stability of TMOS-MTMS ionogel
The thermogravimetric analysis (TGA) of the 150°C cured ionogels was performed as described in Chapter 3 section 3.3.3. The TGA measurements were repeated 3 times to examine the consistency of the results. The onset temperatures and %mass loss values were calculated in the same manner as that described in Chapter 5, section 5.4.2.

7.2.4 Long-term stability characterisation
Once the EDLCs were fabricated, they were aged for 48 hours for the ‘maximum wetted state’ to be achieved (as shown in Chapter 6). After this stage, 10 galvanostatic charge-discharge (GCD) cycles were collected with a constant current of 20 mA (equivalent to ~1.0 A g⁻¹ or ~5.7 mA cm⁻², based on the active
mass and planar area of both electrodes, respectively) between 0 V and the maximum/critical potential in order to evaluate the initial electrochemical characteristic of each cell. The float test was then executed by continuously applying the critical cell potential to the cell for 24 hours followed by 10 GCD cycles (with the same settings as above). This procedure was repeated for ~500 hours for each cell. Figure 7.1 displays a schematic description of the float test used in this work. The X represents the critical potential used for each test which ranges between 2.5 V to 4.0 V. As can be seen, after each float region, the cell is fully discharged before the GCD cycles begin. All measurements were executed using a MACCOR automated battery tester (series 4000, USA). These measurements were executed in duplicate for each type of system (with dried or as-received ionic liquid and at each critical potential) to examine the reproducibility of the results.

**Figure 7.1 Demonstration of the float test settings used in this work. After the initial GCD cycles, the cell is held at the critical potential (X) for 24 hours before being fully discharged followed by another set of 10 GCD cycles (between zero and X). This procedure is continued for ~500 hours for each EDLC.**

7.3 Results and discussion

7.3.1 Ionic liquid water content

Using TGA analysis, the %volatile impurity content (including water) of TMOS-MTMS ionogels after being heat-cured can be estimated with the assumption that the absorption of water from the atmosphere by the heat-cured gel after the curing process and prior to the TGA measurements is negligible. Figure 7.2 displays the TGA plots of 3 sets of 150°C cured TMOS-MTMS ionogels superimposed together with that of 'as-received' [Emim][TfO] ionic liquid (previously shown in Figure 5.13a) and the TMOS- and MTMS-based silica gels (prepared
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according to the procedure described in Chapter 4). As can be seen in Figure 7.2 and Table 7.1, the TMOS-MTMS ionogels undergo a gradual mass loss of 4.6%±0.2 as temperature is raised to ~300°C followed by major mass loss (with an onset of 430°C ± 1) that is (mainly) associated with decomposition of the ionic liquid. This pattern is similar to that of [Emim][TfO] ionic liquid which (as discussed in Chapter 5, section 5.4.2) shows an onset temperature of 418°C ± 4. The first stage (35-300°C) mass loss of the ionogels is associated with the loss of ionic liquid impurities (including water) and sol-gel process volatile by-products (including water, alcohol and ester), which in the case of TMOS-MTMS ionogels partly remained inside the gel even after the curing process. Based on the similarity of the TGA patterns of the TMOS-MTMS ionogels and the 'as-received' ionic liquid, one can postulate that the stage 1 mass loss (35-300°C) in the ionogels is mainly associated with the water and other impurities content inside the ionic liquid. Deviation in the decomposition rate (observable from the slope of the TGA graph in the 300-475°C region) of ionogels compared to that of ionic liquid and the increased stage II onset temperature indicate that the gel network has thermally stabilised the encapsulated ionic liquid.
Figure 7.2 Thermogravimetric analysis results of TMOS-MTMS ionogels, [Emim][TfO] ionic liquid (as-received) and TMOS- and MTMS-based gels between 35 to 800°C at 20°C min⁻¹.

Table 7.1 Average percentage mass loss in stage I and stage II of the heating process for TMOS-MTMS ionogels.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Stage I mass loss (35-300°C)</th>
<th>Stage II mass loss (300-475°C)</th>
<th>Onset temperature (300-475°C region)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMOS-MTMS ionogel</td>
<td>-4.6% ± 0.2</td>
<td>-88.3% ± 0.4</td>
<td>430°C ± 1.4</td>
</tr>
</tbody>
</table>

The TGA results indicated over 100% mass loss for the ionogel samples which is not meaningful. The TGA-determined mass losses ranged between -0.15 and -0.55 mg. In addition, small amount of silica particles remained inside the alumina crucible after the heating process which was expected since the silica network does not decompose within the temperature range experimented here. This is evident by the TMOS and MTMS gel TGA patterns shown in Figure 7.2. Therefore, the final TGA-determined masses are associated with an instrumen-
tation error even though the balance on TGA instrument is expected to have 0.1 μg sensitivity (based on manufacturer specifications). It is speculated that the gradual mass loss of MTMS silica gel beyond 500°C is associated with the condensation of the [Si]OH groups (formed reportedly between 375-550°C [12] as a result of decomposition and oxidation of the methyl groups in MTMS).

Assuming that the majority of the volatile impurities (including water) present inside the TMOS-MTMS ionogel has originated from the ionic liquid, this material was dried using the procedure described in 7.2.1 in order to compare the electrochemical performance of systems with 'as-received' and 'dried' ionic liquids. Based on Karl Fischer titration results, the 'as-received' ionic liquid contains 686.8 ppm water (equivalent to ~0.05% of total mass of the ionic liquid) while after the drying process this value was reduced to 52.3 ppm. This information proves that the 2%± 0.6 mass loss in 35-300°C region for the [Emim][TfO] ionic liquid (shown in Table 5.5, Chapter 5) is mainly ascribed to volatile impurities other than water. According to Liu et al. [13], in addition to water, traces of acids, residual solvent, volatile organics and halide ions can be present in ionic liquids as impurities. Influence of these impurities on the electrochemical performance of supercapacitors is not fully understood to this date and investigating the impact of [Emim][TfO] ionic liquid impurities on the long-term stability of the heat-cured EDLCs are out of the scope of this work. In addition, to consider ionic liquid or ionogel electrolyte to be the only source of water in the EDLCs is potentially flawed. Water present in the activated carbon electrodes, separator and casing components is difficult to quantify and in some cases, difficult to remove (e.g. trapped water in the micropores of the activated carbon [2]). Thus, their contribution to the overall performance should not be ignored.

7.3.2 Influence of ionic liquid water content on aging rate of EDLCs

Figure 7.3 demonstrates the float test results at 2.5 V for EDLCs containing 'as-received' and 'dried' ionic liquid electrolyte sandwiched between activated carbon electrodes. The x-axis represents the duration of the float test with the first data point collected after 48 hours for all samples. This corresponds to the 48 hours wetting time programmed into the MACCOR software. The y-axis is a representation of normalised capacitance derived from the 10th discharge curve
of each set of GCD cycles (as explained in section 7.2.4). The initial specific capacitance value in all samples ranged between 94.76 and 101.92 mF cm\(^{-2}\), which were used to normalise data to 100% in all cases.

As can be seen, both systems undergo a sharp drop of capacitance (~50%) within the first 3 days of the float test. The term 'burn-in' time or 'infant mortality failure' is often used to address the sudden drop of capacitance which is caused by unwanted electrochemical processes taking place within the cell [14,15]. One common cause of such processes is water splitting where water is decomposed into hydrogen and oxygen. Depending on the cell potential, hydrogen can be adsorbed on the surface of carbon or form H\(_2\) gas. In both cases hydrogen can occupy sites within the activated carbon and block pores reducing the accessible surface area of the electrode [7,16]. 'Burn-in' test is a key screening method in supercapacitor and battery manufacturing that can simulate device operation at accelerated conditions (such as long-term continuous usage, in some cases combined with high temperature [17,18]) in order to eliminate the likelihood of early stage failure of the device. A normal cell is expected to reach a stable state after the 'burn-in' time at which point it is ready to leave the manufacturing plant and into the hands of consumers [19].

As shown in Figure 7.3, the 'burn-in' region is followed by a small increase in capacitance values, which (based on the discussions in Chapter 6) can be explained by further wetting of the activated carbon electrodes with ionic liquid electrolyte during the float test. A similar observation was reported by Dagoussset et al. in 2017 [18]. The main driving force for this behaviour is the long-term electric field that is applied to each cell during the float test causing ionic liquid cations and anions to further ingress through the negative and positive electrodes, respectively [7]. It is clear that 48 hours of aging time is not significant for these systems to achieve their 'full wetted state'. After 144 hours of float test (excluding the 48 hours aging time), both systems rapidly degraded once again reaching 5% of the initial capacitance by the end of the float test.
Figure 7.3 Capacitance loss during ~500 hours of float test at 2.5 V in cells with 'as-received' and 'dried' [Emim][TfO] ionic liquid displayed in black and red, respectively. Each test was repeated in duplicate for each sample and the results are displayed as round 1 and 2.

In this work, the capacitance degradation pattern of the 'dried' system demonstrates a similar trend to that of the 'as-received' system, which seems surprising initially. In an interesting study done by Cericola et al. [2] the electrolyte water content was deliberately increased from 30 ppm to 1000 ppm in activated carbon-based EDLCs. At a float potential of 2.75 V and after 100 hours of float test, the cell containing 1000 ppm water showed a 10% drop of capacitance while the cell with 30 ppm water content demonstrated a 4% drop of capacitance. This difference is relatively small considering the big difference in the electrolyte water content. In addition, their investigation demonstrated that the effect of water content is limited to the first few hours of the float test (first 30-50 hours in their case at 2.75 V) and beyond that, the rate of capacitance decay remains unaffected. Similarly, Liu et al. ascribed the initial drop of capacitance to the consumption of impurities (mainly water) [6]. Thus, it can be presumed that in the case of the present work the difference between the 'as-received' and 'dried' ionic liquid water contents is not sufficient to cause a noticeable difference in the %capacitance drop during the 'burn-in' time between the two sys-
tems. However, it is also possible that other degradation mechanisms disguise the effects of water content. Other than water splitting (i.e. hydrogen and oxygen evolution), decomposition of oxygenated functional groups on the activated carbon electrode and carbon corrosion have been suggested as possible capacitance degradation mechanisms [8]. Table 7.2 summarises the possible parasitic reactions taking place inside activated carbon-based EDLC causing capacitance drop.

As can be seen in Table 7.2, decomposition of activated carbon functional groups such as phenol, anhydrides, carbonyl and carboxyl groups takes place at cell potentials above 0.6 V. A comprehensive review on surface functional groups available on activated carbon is presented by Shafeeyan et al. [20]. These functional groups are continuously reduced at the negative electrode forming alcohol-like groups while they are oxidised at the positive electrode forming CO and CO$_2$ gas, thus, increasing the internal pressure of the cell. Examples of such reactions are provided in Table 7.2 as reactions (1) and (2). In addition, hydrogen and oxygen evolution are expected at cell potentials above 1.2 V. The water present within the cell (inside electrolyte, electrode and the separator film) decomposes into oxygen at the positive electrode based on reaction (6) while at the negative electrode, water is split, and H is adsorbed onto the activated carbon surface as CH$_x$ via reaction (3). It has been reported that the adsorbed hydrogen atoms further combine into hydrogen gas via reactions (4) and/or (5) at 1.6 V cell potentials and above [16]. At such high cell potentials (1.6 V and above), water oxidation yields H and OH on the positive electrode which react with carbon groups to form phenol and carbonyl groups (carbon corrosion) and are later oxidised and form CO and CO$_2$ (reactions (7-12)). Carbon corrosion becomes increasingly more likely at high potentials compared to oxygen evolution. It has also been shown that aging can result in point defects in the sp$^2$ carbon lattice of the activated carbon and lead to the creation of sp$^3$ sites via attachment of different elements such as O, F, and H [6].
<table>
<thead>
<tr>
<th>Degradation mechanism</th>
<th>Reported cell Potential / V</th>
<th>Reaction(s)</th>
</tr>
</thead>
</table>
| Carbon surface functional groups decomposition [8,21,22] | >0.6 | On negative electrode:  
  e.g.  
  \[ R_1COR_2 + 2e^- + 2H^+ \rightarrow R_1CHOHR_2 \quad (1) \]  
  On positive electrode:  
  e.g.  
  \[ (RCO)_2O - 4e^- \rightarrow 2R + CO + CO_2 \quad (2) \] |
| Water splitting [8,16,23] | >1.2 | On negative electrode:  
  \[ C + xH_2O + xe^- \rightarrow CH_x + xOH^- \quad (3) \]  
  \[ CH_{ads} + H_2O + e^- \rightarrow H_2 + OH^- + C \quad (4) \]  
  \[ CH_{ads} + CH_{ads} \rightarrow H_2 + 2C \quad (5) \]  
  On positive electrode:  
  \[ 2H_2O - 4e^- \rightarrow O_2 + 4H^+ \quad (6) \] |
| Carbon Corrosion [8,24,25] | >1.6 | \[ H_2O - e^- \rightarrow OH^- + H^+ \quad (7) \]  
  \[ H_2O - 2e^- \rightarrow O^- + 2H^+ \quad (8) \]  
  \[ C + O^-/OH^- \rightarrow C = O, C-OH \quad (9) \]  
  \[ C - OH_{ads} \rightarrow CO + H^+ \quad (10) \]  
  \[ C + 2H_2O - 4e^- \rightarrow CO_2 + 4H^+ \quad (11) \]  
  \[ C + H_2O - 2e^- \rightarrow CO + 2H^+ \quad (12) \] |

Formation of gas bubbles (CO, CO₂, H₂ and O₂), alcohol-like products and the adsorbed hydrogen (and other elements such as F) can block activated carbon pores, obstructing ionic transport. In addition, increase in the internal pressure caused by the evolved gases can cause electrode cracks and connectivity issues [26]. Finally, carbon corrosion can result in a reduction of conductivity of the activated carbon electrode [7]. Therefore, capacitance drop is an indication of reduction in accessible electrode surface area and increase in the internal resistance of the supercapacitor. In the case of the present work where the cell potential is set to 2.5 V, a combination of all the above-mentioned degradation mechanisms occurs, resulting in a reduction of capacitance.
mechanisms is expected to cause the fast performance degradation of the 'as-received' and 'dried' systems. Figure 7.4 displays the GCD curves of the two systems at different times during float test. The IR drop i.e. the instantaneous drop in cell potential is highlighted in Figure 7.4a. As can be seen, the GCD curves shrink as the float test reaches 500 hours while the IR drop increases. Liu et al. reported a similar observation and using comparative EIS analysis they demonstrated that increase in the internal resistance is the cause for this shrinkage [6]. They attributed this resistance increase to the change in the electrical percolation network in the electrode as well as formation of a passive layer on the carbon electrode surface during the float test. As it is shown in Table 7.3, which summarises the initial specific capacitance and equivalent series resistance (ESR) values calculated based on the GCD IR drops, the internal resistance of the 'as-received and' 'dried' systems increases dramatically during the float test. The influence of water content (686.8 ppm versus 52.3 ppm) does not seem to be pronounced in the investigated systems as the float test and the GCD results of the 'as-received' and 'dried' cells are comparable. The reason for this observation is unclear.

Table 7.3 Initial capacitance (at t=48 hours) and ESR values at t=48, 121, 313 and 553 hours calculated from the GCD discharge curves displayed in Figure 7.4 associated with EDLCs with 'as-received' and 'dried' ionic liquids.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Floating potential / V</th>
<th>Initial Capacitance / mF cm²</th>
<th>ESR /Ω</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t=48</td>
<td>t=121</td>
<td>t=313</td>
</tr>
<tr>
<td>'As-received' IL, Round 1</td>
<td>2.5</td>
<td>102.53</td>
<td>14.00</td>
</tr>
<tr>
<td>'As-received' IL, Round 2</td>
<td>2.5</td>
<td>97.55</td>
<td>15.34</td>
</tr>
<tr>
<td>'Dried' ionic IL, Round 1</td>
<td>2.5</td>
<td>102.83</td>
<td>15.65</td>
</tr>
<tr>
<td>'Dried' ionic IL, Round 2</td>
<td>2.5</td>
<td>103.76</td>
<td>14.05</td>
</tr>
</tbody>
</table>
7.3.3 Influence of curing process on aging rate of EDLCs

The float test results of the 150°C-cured ionogels at 2.5 V are displayed in Figure 7.5. In both the 'dried' and 'as-received' systems, the rate of capacitance degradation slows down after the 'burn-in' time. After losing 25-50% of the initial capacitance value, the four tested EDLCs reach a steady state for the remaining of the float test with minimal change in the capacitance value. Based on the GCD curves shown in Figure 7.6, the initial specific capacitance values for the cells with 'as-received' ionic liquid were 84.69 and 85.40 mF cm\(^{-2}\), while the values obtained for the cells with 'dried' ionic liquid were 86.70 and 99.68 mF cm\(^{-2}\).

It is worth noting that the values of specific capacitance for the 'as-received' systems are close to that of the nominally identical system calculated from CV curves in Chapter 6 (85.98 and 74.07 mF cm\(^{-2}\) for Rounds 1 and 2, respectively). Based on Figure 7.6, samples with 'as-received' and 'dried' ionic liquids have similar charge-discharge profiles after ~3 days of the float test (t=121 hours) indicating that the initial water content in the ionic liquid has negligible influence on the capacitance after the 'burn-in' time. Table 7.4 provides more detailed information about each heat-cured cell. The initial capacitance values of the heat-cured cells are slightly less than that of the EDLCs with ionic liquid electrolyte tabulated in Table 7.3. This is not surprising as the presence of the porous gel network can limit mobility of the ionic species leading to lower electrolyte conductivity [27–29].
Figure 7.5 Capacitance loss of 150°C-cured ionogel EDLCs with ‘as-received’ (in black) and ‘dried’ (in red) ionic liquid during aging at 2.5V for ~500 hours of float test. Each test was repeated in duplicate for each sample and the results are displayed as round 1 and 2.

Figure 7.6 GCD curves of 150°C-cured EDLCs with (a) ‘as-received’ and (b) ‘dried’ ionic liquid at t=48, 121, 313 and 555 hours of float test at 2.5 V. The displayed GCD curves correspond to the round 2 of the float tests done for each sample.
Table 7.4 Initial capacitance (at t=48 hours) and ESR values at t=48, 121, 313 and 555 hours calculated from the GCD discharge curves displayed in Figure 7.6 associated with EDLCs with 150°C cured ionogels with 'as-received' and 'dried' ionic liquids.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Floating potential / V</th>
<th>Initial Capacitance / mF cm$^{-2}$</th>
<th>ESR /Ω</th>
<th>t=48 hours</th>
<th>t=121 hours</th>
<th>t=313 hours</th>
<th>t=555 hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>150°C-cured ionogel-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'as-received' IL, Round 1</td>
<td>2.5</td>
<td>84.69</td>
<td></td>
<td>35.98</td>
<td>52.70</td>
<td>56.42</td>
<td>58.67</td>
</tr>
<tr>
<td>'dried' IL, Round 1</td>
<td>2.5</td>
<td>86.70</td>
<td></td>
<td>35.70</td>
<td>40.51</td>
<td>42.60</td>
<td>42.84</td>
</tr>
<tr>
<td>'dried' IL, Round 2</td>
<td>2.5</td>
<td>99.68</td>
<td></td>
<td>33.50</td>
<td>41.00</td>
<td>41.50</td>
<td>42.50</td>
</tr>
</tbody>
</table>

Based on the ESR values calculated and reported in Tables 7.4, the increase in the internal resistance of heat-cured cells were limited to ~10-60%, which was negligible compared to that of cells with ionic liquid electrolyte (~600-700%, as can be deducted from Table 7.3). The initial ESR values of the EDLCs with ionic liquid electrolyte (no gel network) were smaller than the cells with heat-cured ionogels but they exceed the values of the ionogel systems after ~300 hours of the float test (Tables 7.3 and 7.4). It is clear that the EDLCs containing 150°C-cured ionogels have better long-term stability compared to the cells with ionic liquid (without the gel network). This improvement can be ascribed to the main differences between the two systems i.e. (a) the gel network encapsulating the ionic liquid electrolyte and (b) the curing process. In the context of long-term stability and based on the main degradation mechanisms listed in Table 7.2, not enough evidence exists to support that encapsulation of ionic liquid within silica network has a stabilising influence on long-term stability. A suitable route to examine this hypothesis is to compare the long-term stability of EDLCs with
heat-cured and room temperature-cured ionogel electrolytes (beyond the scope of current project due to time limitation). However, because of the curing process at 150°C, the water content (and other impurities such as alcohol and ester) in the electrolyte and the electrode structure are reduced resulting in a smaller number of parasitic reactions (i.e. water decomposition and carbon corrosion) taking place within the cell during float test. In addition, using temperature programmed desorption analysis technique it has been shown that carboxylic functional groups on activated carbon begin to be liberated as CO$_2$ at 100°C [20]. Thus, it can be assumed that a fraction of the carboxylic groups, present on the activated carbon electrodes, decompose during the ionogel curing process, thereby resulting in fewer decomposable functional groups during the float test.

7.3.3 Influence of cell potential on aging rate of EDLCs

As described in Chapter 2, one of the advantages of ionic liquids is their wide electrochemical potential window that is defined as the potential range within which the electrolyte is not oxidised or reduced at the electrode surface [9]. As it is shown in equation 2.11 (section 2.5.3), the energy density is proportional to the capacitance and square of the potential window. Therefore, widening the potential window is more influential in terms of the amount of energy stored in an EDLC compared to the specific capacitance.

In order to determine the stable potential window for EDLCs containing 150°C-cured ionogels (containing 'dried' ionic liquid), a series of float tests were conducted at 3.0, 3.5 and 4.0 V, the results of which are displayed in Figure 7.7. Based on the float test results, the rate of capacitance decay increases with potential window of the cell with capacitance of the cell operated at 4.0 V degrading to 25% of its initial value after only 24 hours of the float test.
Previous studies have considered the accelerated deterioration of performance when using a larger potential window \([1,3,8]\). When the cell potential is increased the applied electric field between the positive and the negative electrodes becomes stronger. This causes the parasitic reactions to take place at a higher rate. Ruch et al. \([1]\) investigated the aging mechanism of EDLCs with activated carbon electrodes and acetonitrile-based organic electrolyte (1.0 M solution of tetraethylammonium tetrafluoroborate) as a function of cell potential. The aging rate for their reported system became more severe above 3.0 V potential. It was also indicated that above 3.5 V and as a result of decomposition of the electrode binder (polytetrafluoroethylene), the negative electrode went through significant embrittlement once disassembled. Thus, additional degradation mechanisms can be introduced when the potential window exceeds the electrochemical limit of an EDLC. These could include degradation of the electrolyte, reaction between electrolyte and the current collector or the active material and/or corrosion of the current collector. In the case of the present work, \([\text{Emim}][\text{TfO}]\) ionic liquid is reportedly capable of withstanding up to 4.3 V before degrading.
[30], which means that below this potential the possibility of electrolyte decomposition is limited and can be ignored. However, it is likely that PVDF binder in the activated carbon electrode degrades with time resulting in formation of ‘isolated zones’ [26] within the electrode. This could partly explain the faster decay of cell performance at higher cell potentials shown in Figure 7.7. Based on the results, 2.5 V seems to be confirmed as the maximum suitable potential window for the current heat-cured EDLCs. Thorough understanding of the degradation mechanisms within the heat-cured cells is required in order to make suitable measures toward expanding the cell potential window. It is known that even though a 4.0 V potential window is very attractive from an electrochemical point of view, it requires the ionic liquid electrolyte to be free of water [31]. Furthermore, every other component in the cell must have the electrochemical stability not to undergo degradation at such high cell potential.
7.4 Conclusions
This chapter provided a preliminary investigation of the influence of ionic liquid water content, 150°C curing process and cell potential window on the long-term stability of EDLCs. The float test results did not indicate a clear difference between the performance of EDLCs with 'as-received' and 'dried' ionic liquids (with 686.8 and 52.3 ppm water content, respectively). Further investigation is required to determine the stability of the EDLCs containing ionic liquid with water content <20 ppm. However, it was shown that the ionogel curing process at 150°C improves long-term stability of the EDLCs. The exact reason for this observation requires further investigation to elucidate the influence of the heating process on the reduction of electrode and electrolyte water content, impurity content and the removal of activated carbon functional groups such as carboxylic groups. The long-term stability results indicated that a maximum stable potential window of 2.5 V can be achieved for EDLCs with 150°C ionogel electrolytes. Improvements in the EDLC potential window and its long-term stability are dependent on a deeper understanding of the degradation mechanisms at higher potential window. In this regard, examples of suitable studies are listed in the future works (Chapter 8, section 8.4). Whether the main cause of capacitance decay is the water content in the electrolyte and the electrode or the functional groups on the activated carbon, appropriate measures can be undertaken to improve cell performance.
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8. Conclusions and future work

8.1 Summary of the research questions
The ultimate aim of this thesis was to expand the current understanding of sol-gel processed ionogels as electrolytes for EDLCs. This work was designed to answer some of the key questions in relation to these ionogels:

- Can TMOS, TEOS, MTMS and MTES precursors influence the properties and performance of ionogels and if so, how (in terms of sol-gel process kinetics, microstructure, thermal stability and electrochemical performance)?
- How does [Emim][TfO] ionic liquid influence the kinetics of the sol-gel process for each investigated formulation?
- What influence a heat-curing process has on the resultant ionogels regarding:
  a) Gelation time,
  b) Penetration coefficient of the ionic liquid,
  c) Physical properties,
  d) Room-temperature electrochemical performance as electrolyte for activated carbon-based EDLCs.
- What factors can influence the long-term stability of EDLCs containing heat-cured ionogels?

8.2 Summary of the findings
Through a series of thorough investigations facilitated by Raman spectroscopy, SEM, EDX, TGA, and a series of electrochemical characterisation techniques, the influence of the nature of the alkoxide precursor, and the presence of [Emim][TfO] ionic liquid on the kinetics of the sol-gel process were identified and the physical properties of the resultant ionogels were characterised.

- Thermal stability of the ionic liquid was shown to improve when encapsulated inside a silica scaffold (the on-set decomposition temperature of [Emim][TfO] ionic liquid was increased by ≥10°C) while the type of the alkoxide precursor had no apparent influence on the thermal stability of the ionogels.
• The presence of the ionic liquid promoted the formation of macropores within the gel scaffolds. The non-hydrolysable methyl groups in MTMS and MTES resulted in the formation of larger secondary silica particles and larger pore sizes within the silica network compared to systems containing TMOS and TEOS.

• It was shown that the sol-gel transition point is achieved at a slower rate for MTMS and MTES ionogels (4 days) compared to the TMOS and TEOS ionogels (12 hours). This delay is thought to be caused by (a) the presence of the non-hydrolysable methyl groups which retards the formation and crosslinking of the secondary silica particles (due to steric hindrance) as well as (b) the presence of the ionic liquid which acts as a barrier between the secondary silica particles.

• According to the electrochemical analysis results, EDLCs based on MTMS and MTES ionogels demonstrate more resistive behaviour than capacitive behaviour, in contrast to cells containing TMOS and TEOS ionogels, where the inverse is true. The delayed gelation of MTMS and MTES ionogels is believed to have resulted in greater ingress of the electrolyte solution into the AC electrode, as seen via EDX analysis. Gelation within the electrode is believed to result in blockage of the electrode pores and reduction of surface area of the electrode which causes an increase in the internal resistance of the cell as indicated in the EIS analysis results. This phenomenon was not observed when the gelation process was accelerated by heating.

• The in situ Raman analyses showed that the rate of silicon alkoxide consumption (evolution of Si–O stretching vibration band associated with Si–OC_xH_{2x+1}) is reduced in the presence of [Emim][TfO] ionic liquid for formulations containing TMOS, MTMS and TEOS precursors and followed the order of MTMS>TMOS~MTES>TEOS. The MTES ionogel was the only formulation that showed no change in the precursor consumption rate compared to its counterpart xerogel. This can be associated with the non-uniform dispersion of the [Emim][TfO] ionic liquid within the MTES ionogel mixture resulting in no apparent change in the rate of MTES consumption.
Although TMOS and TEOS showed better electrochemical properties, their brittle structure can cause delamination from the AC electrode over time and result in an increase in the internal resistance of the EDLCs.

TMOS and MTMS were shown to be the most compatible precursors in terms of precursor consumption rate in both the absence and the presence of [Emim][TfO] ionic liquid among the four silica precursors studied.

Long gelation periods of the investigated ionogels are not industrially favourable or scalable, therefore, a series of thermally cured ionogels were synthesised at 125, 150, 175 and 200°C, in order to accelerate the gelation process. To ensure successful gelation with minimum shrinkage, a formulation containing 75 mol% MTMS and 25 mol% TMOS precursors was utilised.

The ionogels were found to fully gel between 75 and 90 minutes.

The EDLCs fabricated using thermally-cured ionogels were analysed electrochemically and demonstrated a reduction in resistivity with increased curing temperature. This was associated with (a) enhanced wetting of the AC electrode by the ionic liquid and (b) the interlocking effect at the electrode-electrolyte interface as a result of the heat-curing. The interlocking effect was shown to reduce $R_{ct}$ value of the AC-based EDLCs at room temperature enhancing the room-temperature ion transport kinetics.

Ionogels cured at 125 and 150°C showed no signs of shrinkage with an extended electrode wetting time of 48 hours.

It was shown that 175°C is the optimal curing temperature for the studied systems due to the minimal resultant shrinkage, excellent capacitive behaviour (95 mF cm$^{-2}$) and short electrode wetting time (5 hours).

Ionogels thermally cured at 200°C suffered from fracturing, making them an unsuitable candidate for solid electrolytes.

Based on the preliminary investigation on long-term stability (characterised by float test at 2.5 V) of the EDLCs, it was shown that the ionogel curing process at 150°C improves long-term stability of the EDLCs relative to cells with [Emim][TfO] ionic liquid without the gel network.
The long-term stability results indicated that a maximum stable potential window of 2.5 V can be achieved for activated carbon-based EDLCs containing ionogels cured at 150°C.

The float test results did not indicate a clear difference between the performance of EDLCs with 'as-received' and 'dried' ionic liquids (with 686.8 and 52.3 ppm water content, respectively).

8.3 Key conclusions
From the findings summarised in section 8.2, the following key conclusions have been drawn from this body of research. These conclusions are aimed at answering the initial research questions and providing direct solutions to the industry.

- The choice of alkoxide precursor for ionogel solid matrix has significant influence on the resulting microstructure and electrochemical performance of the ionogel as an electrolyte in EDLCs.
- For gelation under ambient conditions, TMOS and TEOS ionogels have been shown to be advantageous compared to MTMS and MTES ionogels in terms of gelation rate and electrochemical performance. However, these precursors can suffer from extensive shrinkage and fracturing when aged under ambient conditions, which jeopardises their application as solid electrolytes.
- A one-step heat-cure process can be utilised to improve not only the gelation rate of the sol-gel derived ionogels but also the electrode wetting rate and room-temperature ion transport kinetics in the resultant EDLCs. For the investigated system in this project, 175°C curing temperature demonstrated the shortest electrode wetting time of 5 hours and the highest specific capacitance of ~95 mFcm\(^{-2}\) compared to other curing temperatures investigated (125, 150 and 200°C).
- The heat-curing process at 150°C has been shown to improve the long-term stability of the EDLCs compared to cells without the gel network. The reason for this observation requires further investigation to characterise the key capacitance degradation mechanisms of EDLCs containing activated carbon electrodes and [Emim][TfO] ionic liquid electrolyte.
8.4 Placement of this work against published works

As it was highlighted in Chapter 2, supercapacitors possess higher power densities compared to batteries. A specific power density versus specific energy density plot, referred to as Ragone plot, is often used to demonstrate the difference in the performance of energy storage devices. In order to evaluate where this work stands against other published works in the field of energy storage, the specific energy and power density of the fabricated EDLC were calculated (as shown below) based on the specifications of the cell with 150°C-cured ionogel with ‘dried’ IL (as summarised in Table 7.4). Based on the calculated values, the Ragone plot (retrieved from [1]) in Figure 8.1 was modified accordingly.

\[
E = \frac{1}{2} C_{sp} V^2 = \frac{1}{2} (12.04)(2.5)^2 \frac{1000}{3600} = 10.45 \text{ Wh kg}^{-1}
\]

\[
P_{\text{max}} = \frac{V^2}{4 \times \text{ESR} \times m_T} = \frac{2.5^2}{4 \times 42.82 \times 19.12 \times 10^{-6}} = 1908.47 \text{ W kg}^{-1}
\]

Figure 8.1 Ragone plot retrieved and modified from [1]. Specifications of the cell utilised for energy and power densities calculations: 150°C-cured ionogel with ‘dried’ IL, Round 1 after 555 hours of float test, (Chapter 7, Table 7.4).
8.5 Future work

The work in this thesis has provided new beneficial insights into sol-gel derived ionogels as the electrolyte for EDLCs and investigated a number of influencing factors, including formulation, curing temperature and ionic liquid water content. The studies presented, while yielding new information that may be of interest to the energy storage industry, could benefit from further studies that were either out-of-scope of this project, or were not possible due to facility limitations:

The porous structure of the ionogels could be better understood through additional experimentation, such as through BET analysis, to understand the influence of the precursor material on the pore volume and pore size distribution of the silica skeleton.

The influence of environmental humidity on TMOS and TEOS based ionogels must be elucidated in order to prevent extensive shrinkage post gelation (as observed in Chapter 5 under ambient conditions) and to help develop the best handling practice of these ionogels.

More in situ and ex situ Raman analysis are needed to complement the conducted study on the IL-silica interactions when different alkoxide precursors are used in order to conclusively determine the nature and degree of these interactions.

Smaller step sizes could be investigated between 150 and 175°C in order to isolate an ideal temperature range for thermal curing, improving on the given ideal temperature of 175°C. The shelf-life of the heat-cured ionogels can be characterised using a combination of Raman spectroscopy and electrochemical analysis techniques after aging the ionogels or the ionogel-coated AC electrodes in a dry environment for 6 to 12 months.

A number of studies could be conducted to characterise the degradation mechanisms of the heat-cured EDLCs. Such studies can be categorised into two groups: in situ and post-failure. For the latter, the aged cells have to be disassembled. It would be necessary to wash the electrolyte from different components such as the electrode and the separator (if available) using D.I. water and drying them in a vacuum oven prior to any characterisations to
ensure no electrolyte or water residue has remained. It must be noted that during this preparation process, some of the parasitic products may be washed away. In the case of the present work, extra effort must be made to remove traces of silica scaffold infused within the surface of the activated carbon electrode (the heat-induced interlocking effect that was demonstrated in Chapter 6). Examples of the two categories of studies are provided here:

1) **In-situ studies:**
   a. Differential electrochemical mass spectroscopy (DEMS) can be used to characterise the real-time gas products from parasitic reactions throughout the float test of the EDLC [2].
   b. Raman spectroscopy (as suggested by Kim *et al.* in 2016 [3]) can be utilised instead of DEMS to carry out real-time characterisation of evolved gases as the EDLC is being aged.

2) **Post-failure studies:**
   a. Raman spectroscopy to evaluate the structural changes of the activated carbon [4] caused by the aging process. This study requires comparative analysis between fresh and aged positive and negative electrodes.
   b. SEM to monitor the variation in the morphology and microstructure of the electrode and current collector [5].
   c. BET analysis to characterise variations in the porosity of the activated carbon electrodes after being aged [6].
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