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Abstract—One of the issues in virtual machine consolidation 

(VMC) in cloud data centers is categorizing different 

workloads to classify the state of physical servers. In this 

paper, we propose a new scheme of host’s load categorization 

in energy-performance VMC framework to reduce energy 

consumption while meeting the quality of service (QoS) 

requirement. Specifically the underloaded hosts are classified 

into three further states, i.e., underloaded, normal and critical 

by applying the underload detection algorithm. We also design 

overload detection and virtual machine (VM) selection policies. 

The simulation results show that the proposed policies 

outperform the existing policies in CloudSim in terms of both 

energy and service level agreements violation (SLAV) 

reduction.  

Keywords— virtual machine consolidation (VMC); energy-

aware; energy-efficient; cloud data center 

I.  INTRODUCTION 

Data centers require huge amounts of energy to operate, 

resulting in high operating costs and carbon dioxide (CO2) 

emissions. According to statistics, data centers consume up 

to 3% of all global electricity production while producing 

200 million metric tons of CO2 in 2012. This percentage is 

expected to increase significantly in the next years [1].  

In recent years, significant research has focused on 

making data centers more sustainable and environment-

friendly, particularly in reducing their energy consumption. 

Virtualization technology plays an important role in 

reducing power consumption in data centers by creating 

multiple virtual machines (VMs) on a single physical server 

(referred to as host) and implementing the process of virtual 

machine consolidation (VMC).  

Due to the dynamic workloads, the number of VMs 

located in a host may vary, causing either performance 

degradation in case of CPU overutilization or increase in 

energy consumption in the other case. Hence, VMC in a 

cloud data center needs to perform live migration of VMs, 

i.e., to move a VM between hosts to meet the varied 

workloads and minimize the number of active hosts.  

The remainder of this paper is organized as follows. In 

section II we discuss the research problem and questions. In 

section III we discuss previous relevant work. In section IV 

we propose a  new scheme of host’s load categorization in 

VMC framework. In section V we design the overload 

detection and VMs selection policies. In section VI we 

present the initial results. Finally, we conclude the paper in 

section VII. 

 

II. RESEARCH PROBLEM 

A. Research Motivation 

In general, the VMC process can be divided into four 

tasks [2]:  

1. Apply the overload detection policies to evaluate if a 

host is overloaded. If yes, then some VMs should be 

migrated from it to other active hosts or to be activated, 

to avoid performance degradation.  

2. Apply the overload detection policies to evaluate if a 

host is underloaded. If yes, then all VMs should be 

migrated from it so that the host can be switched to a 

low-power mode.  

3. Apply VMs selection policies to select VMs to migrate 

from the overloaded host.  

4. Apply VMs placement policies to allocate the selected 

VMs on other active hosts or to be activated.  

Typically, hosts in cloud data centers are categorized 

into three states: overloaded, underloaded and idle. A host is 

overloaded when the total CPU demand of VMs in the host 

exceeds the capacity of the CPU host and causes service 

level agreements violation (SLAV). Underloaded host 

means the host is currently in use with no SLAV. Idle host 

means it is available but not currently in use. The common 

VMC process is first migrating VMs from overloaded hosts 

to avoid performance degradation until they become 

underloaded. Next, the VMs from underloaded hosts need to 

be migrated to other hosts in order to switch off all the 

underloaded hosts to save energy. The VMC process in 

cloud data centers can be illustrated in Figure 1.  

The above-mentioned VMC framework has a good 

performance in terms of energy consumption and SLAV 

reduction. However, it can be seen from the VMC process 

illustrated in Figure 1 that there is no state for the host when 

its load is between overloaded and underloaded states. 

Specifically, the hosts that are not considered as overloaded 

are not necessarily underload where all VMs need to be 

migrated. The hosts may be in a normal load that no action 

needs to be taken, or below the normal load but not really 



 

underloaded. That is critical as they have the capacity to 

receive the VMs to be migrated until they reach the normal 

load. Therefore, it is crucial to redesign the host’s load 

categorization in the VMC framework to make it more 

efficient. The main expected benefit from classifying 

underloaded hosts into three further states is to speed up the 

VMC process by determining from the beginning which 

hosts are suitable for placing the VMs selected for migration 

and which hosts are not.  

 
 

Figure 1. VMC process in cloud data center 
 

B. Research Questions 

The key questions that have to be answered are:  

 How to decide when, which VMs, and where to 

migrate to provide more energy-performance 

tradeoff? 

 How to redesign the categorization of underloaded 

hosts? 

 How to conduct the VM placement to reduce the 

energy consumption, number of migration VMs 

and SLAV in cloud data centers? 

 How to keep a balance between minimizing energy 

consumption and providing QoS performance in 

cloud data centers? 

C. Research Contributions:  

 To undertake a literature review on VMC 

algorithms in cloud data centers. The review will 

help identify the advantages and the limitations of 

each algorithm.  

 

 To develop a new scheme of host’s load 

categorization in VMC framework. 

 

 To develop the overload detection, VMs selection 

and VMs placement algorithms to save energy 

consumption in cloud datacenters. 

 

 To evaluate the proposed algorithms and policies 

using CloudSim [3] and on OpenStack Neat 

platform [4]. 

 

III. RELATED WORK 

Pinheiro et al. [5] studied energy management at the data 

center level. The authors have developed an algorithm that 

can switch nodes on and off dynamically according to the 

expected performance and power implications of the 

decision.  

Nathuji and Schwan [6] applied dynamic VMC for 

minimizing energy consumption of a data center. The 

authors have shown the energy advantages obtained by 

VMC. They concluded that the energy consumption can be 

significantly minimized when VMs are consolidated and the 

improvement of power consumption yields up to 34%.  

In [7], the authors have classified the VMC problem into 

four sub-problems: detect overloaded hosts, detect 

underloaded hosts, select VMs to migrate and place the 

selected VMs. To detect the overloaded hosts, a fixed 

utilization threshold policy (THR) was proposed. If the CPU 

utilization of a host drops below the lower threshold, all 

VMs should be migrated from this host. Then the host has to 

be switched to the low power mode in order to save energy. 

On the other hand, if the CPU utilization exceeds the upper 

threshold, some VMs should be migrated from this host in 

order to prevent performance degradation. The authors have 

proposed four polices for selecting VMs to migrate: single 

threshold (ST), Minimization of Migrations (MM), highest 

potential growth (HPG) and random choice (RC). The 

simulation results showed the flexibility of the proposed 

algorithms.  

However, setting fixed value for the threshold is 

inappropriate for an environment that has dynamic and 

changing workloads. Therefore, as a continuous work to the 

previous study in [7], the authors in [8] have studied the 

problem of allocating fixed utilization thresholds and 

suggested that the system has to adjust its behavior 

Hosts in 
Cloud Data 

Center

Overload Detection 
Algorithm

Is host 
overloaded?

VM Selection Policy
Some VMs need to 

be migrated

VM Selection Policy
All VMs need to be 
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End
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automatically based on the workload patterns presented by 

the applications. The authors have proposed a novel 

technique for the dynamic VMC with auto-adjustment of the 

threshold values based on a statistical analysis of the 

historical data collected during the lifetime of VMs, which 

guarantees a high level of meeting the service level 

agreements (SLA) [8].  

The idea of the dynamic threshold (DT) is based on the 

random variable that represents the sum of the CPU 

utilization by all VMs located to the host. The simulation 

findings showed that the DT is better than other migration-

aware policies in terms of the level of SLA violation 

(SLAV) (<1%) and the number of VM migrations. 

However, the level of energy consumption was the same.  

The authors in [2] have proposed four adaptive threshold 

utilization algorithms to estimate the CPU utilization and to 

detect the overloaded hosts based on the statistical analysis 

of historical data collected during the lifetime of VMs. The 

algorithms are: median absolute deviation (MAD), inter 

quartile range (IQR), local regression (LR) and robust local 

regression (RLL) with three different VM selection policies: 

the minimum migration time (MMT), random selection 

(RS) and maximum correlation (MC). The findings of 

implementing and comparing the proposed algorithms 

indicate that the dynamic VMC algorithms significantly 

outperform static allocation algorithms. The MMT policy 

produces better results compared with the MC and RS 

policies, dynamic VMC algorithms based on LR outperform 

the static threshold and adaptive-threshold-based 

algorithms.  

In [9], the authors have proposed a novel dynamic VM 

allocation and VM selection policies for reducing energy 

consumption and SLAV in cloud data centers. The mean 

and standard deviation of CPU utilization for VM were used 

to decide which hosts were considered overloaded. In 

addition, the positive maximum correlation coefficient was 

used to select VMs from overloaded hosts for migration. 

The study indicates that the proposed overload detection and 

selection policies outperform the implemented polices in 

CloudSim in terms of reduction in SLAV. However, the 

previous policies in [2] perform slightly better than the 

proposed policies in terms of energy consumption.  

The study in [10] focused on the VM selection task 

during the VMC process in cloud data centers and proposed 

a novel approach to illustrate how to use dynamic criteria to 

select VM to be migrated instead of the fixed ones used 

before. They modeled VM selection as a dynamic decision-

making (DDM) task by using fuzzy Q-learning (FQL) to 

integrate multiple criteria in VM selection policies, 

specifically the maximum and minimum CPU utilization of 

VM. The simulation showed that the FQL approach 

outperforms the state-of-the-art VM selection algorithms 

using fixed criteria in terms of the energy-performance 

trade-off in cloud data centers.  

In [11], the authors proposed a VMC framework for 

cloud data centers to achieve a better trade-off between 

energy consumption and SLA performance. They have 

implemented a SLAV decision algorithm (SLAVDA) to 

decide if a host is overloaded with SLAV. The authors have 

changed the first step about choosing the overloaded hosts 

of the existing VMC in CloudSim in [2]. They have 

classified the host states overload into two categories: 

overload with SLAV and overload with no SLAV. In the 

next step, the authors select VMs from the overload with 

SLAV hosts until they become overload with no SLAV. The 

simulation findings indicate that the proposed algorithm 

(SLAVDA) is better than the existing VMC framework with 

a reduction of 11.8%~27% in energy consumption, 

57.9%~78.4% in SLAV and 63.2%~84.1% in energy-

performance metrics.  

Compared to the previous works, the hosts in cloud data 

centers are classified into either overloaded or underloaded 

hosts while ignoring other states of the host. If a host is not 

overloaded, it is not necessarily in an underloaded state; it 

may be in a normal load or close to a normal load. In VMC, 

we need to fine-grain the level of underload in order to 

improve the VMC process in terms of minimizing the 

number of VMs, energy consumption and SLAV. In this 

paper, we propose a new scheme of host’s load 

categorization in energy-efficient VMC framework to 

minimize searching in all underloaded hosts to place the 

VMs to be migrated. Therefore, this will lead to a better 

performance than the existing VMC framework both in 

terms of minimizing energy consumption and meeting the 

QoS requirement. 

IV. PROPOSED HOST’S LOAD CATEGORIZATION FOR 

VIRTUAL MACHINE CONSOLIDATION 

A. Host’s Load Categorization 

The new host’s load categorization classifies the hosts into 

four states, instead of three, i.e., overloaded, normal, critical 

and underloaded. Some changes will be made in step 1 and 

step 2; but step 3 will remain the same. The proposed VMC 

steps are as follows:  

i. Classify the hosts in data centers into four states:  

1. Evaluate whether the host is considered as an 

overloaded host. Some VMs should be migrated to 

the critical host until it becomes normal.  

2. Evaluate whether the host is considered as an 

underloaded host. All VMs should be migrated to 

the critical host and then turn off the underloaded 

host.  

3. Evaluate whether the host is considered as a normal 

loaded host (between overloaded and critical). No 

action is needed.  

4. Evaluate whether the host is considered as a critical 

host (between underloaded and normal). No VMs 

migration is needed. The host is available to 

receive VMs until it reaches normal load.  

ii. Apply VMs selection policies to select VMs from 

overloaded hosts to be migrated.  

iii. Apply VMs placement algorithm to place the VMs 

selected for migration on critical hosts only.  



 

iv. Switch off all underloaded hosts to become idle to save 

energy. Some idle hosts may be turned on and become 

underloaded hosts.  

 

 
 

Figure 2. VMC flowchart based on the new  host’s load 

categorization 

 

Figure 2 shows the flowchart of VMC based on the new 

host’s load categorization. First, we use the overload 

detection algorithm to classify the hosts into two host states: 

overloaded and underloaded; and then we further classify 

the underloaded hosts into normal, underloaded and critical 

by using the underload detection algorithm. Next, the VM 

selection policies will be implemented to select VMs to 

continuously migrate from overloaded and underloaded 

hosts to the critical hosts until the load becomes normal. 

Finally, we apply the VM placement algorithm to reallocate 

the VMs selected for migration on the critical hosts based 

on the most efficient host that saves more energy.  

 

B. Overload Detection Policies 

The overload detection policy is used to decide whether 

a host is considered as overloaded or not by predicting the 

host CPU utilization. Four policies have already been 

implemented in CloudSim [2]: MAD, IQR, LR and LRR 

policies. It is suggested that the algorithm that uses LR 

policy to predict CPU utilization outperforms the other 

algorithms [2].  
 

C. Overload Detection Policy - Mean (Mn) 

This policy aims to use the mean only to set an adaptive 

upper CPU utilization threshold based on VMs’ average 

CPU utilization. The mean is equal to the sum of CPU 

utilization divided by the total number of VMs.  

Assume we have a set of VM CPU utilizations as {U1, 

U2, …. Un}, we sort these values in increasing order. Then 

we calculate the sum of CPU utilization of VMs (denoted as 

Xt) on host Hi in time t as:  

    ∑     

  

   

 

 

(1) 

 

where N is the number of VMs.  

 

Then we can calculate the mean (denoted as M) as:  

   
 

 
∑  

 

   

 

 

(2) 

 

According to [2], the prediction CPU utilization threshold 

(denoted as T) is defined as:  

   -    (3) 

 

where s is the safety parameter and it is a constant value. 

When T is higher than the current CPU utilization of Hi, 

then Hi is considered as an overloaded host.  

 

D. VM Selection Policies 

The VM selection policy is used to select VMs from 

overloaded hosts to be migrated to underloaded hosts to 

prevent performance degradation. There are four policies in 

CloudSim for selecting VMs to migrate from overloaded 

hosts: MMT, MU, RS and MC policies. It is suggested that 

MMT policy outperforms other policies because it selects 

the VM to be migrated that requires the minimum migration 

time [2]. It is calculated by the amount of RAM utilized by 

VM divided by the network bandwidth available for the 

host. Due to the fact that all network links have the same 

amount of bandwidth (1 Gbps), the migration time only 

considers the utilized RAM on VM.  

E. VM Selection Policy - Maximum Requested Bandwidth 

(MBW)  

The maximum requested bandwidth (MBW) policy aims 

to select VM Vi from overloaded host Hi that has the 

maximum requested bandwidth to migrate it. The step is 

repeated until the host Hi is considered not overloaded.  

V. METHODOLOGY AND PERFORMANCE METRICS 

A. Simulation Setup 

 As our goal is to implement infrastructure as a service 

(IaaS), we need to evaluate the proposed policies on a large-

scale virtualized data center infrastructure. As implementing 

repeatable large-scale experiments on a real infrastructure is 

not practical, CloudSim toolkit 3.0.3 simulator [3] was 

selected to evaluate the proposed policies. CloudSim is 

widely used to simulate cloud system components such as 

data centers and VMs. It supports policies for VMs 

allocation and selection, power models for data center 

resources and provides different types of workloads. A data 

center with 800 nodes was simulated with heterogeneous 

servers and VMs. Half of the servers are HP ProLiant 

ML110 G4, and the other half are HP ProLiant ML110 G5. 

We use the same power models provided in the website [12] 

for both servers, as shown in Table 1. The characteristics of 

hosts and VMs used in the experiments are listed in Table 2 

and 3, respectively.  



 

 

Table 2. Characteristics of the two types of hosts used in 

experiments 

 

Table 3. Characteristics of the four types of VMs used in 

experiments 
VM # of cores MIPS RAM Storage 

Type 1 1 2500 870 2.5 GB 
Type 2 1 2000 1740 2.5 GB 
Type 3 1 1000 1740 2.5 GB 
Type 4 1 500 613 2.5 GB 

 

B. Real Workload  

The real workload is provided as a part of the CoMon 

project, a monitoring infrastructure for PlanetLab [13]. We 

selected five days from the workload traces collected by 

Beloglazov and Buyya in April 2011 [2]. During the 

simulations, each VM is randomly assigned a workload 

trace from one of the VMs from the corresponding day. The 

number of VMs in each day is shown in Table 4. 
Table 4. The number of VMs in the real workload 

Date 3 April 9 April 11 April 12 April 20 April 

No. of VMs 1463 1358 1233 1054 1033 

 

C. Performance metrics 

The tradeoff between minimizing the energy 

consumption and meeting QoS requirements is very 

important in cloud based data centers. Meeting QoS 

requirements is usually formalized in the form of SLAs. 

There are also some characteristics such as minimum 

throughput or maximum response time delivered by the 

deployed system which can determine the level of QoS. 

These characteristics vary from one application to another, 

therefore it is necessary to define a workload independent 

metric that can be used to evaluate the SLA delivered to any 

VM deployed in an IaaS.  

According to the study in [2], the SLAs are delivered 

when 100% of the CPU utilization requested by applications 

inside a VM is satisfied. Therefore, we used SLA-related 

metrics defined in [2] to evaluate the proposed policies. 

These are: energy consumption, SLATAH (SLAV time per 

active host), PDM (performance degradation due to 

migrations), SLAV, ESV (Energy and SLAV) and number 

of VMs migration.  

1) Energy consumption 

This metric represents the total energy consumed by the 

physical data center resources.  

 

2) SLAV 

This combined metric can be calculated from both 

SLATAH and PDM metrics as equation (4):  

                 (4) 

where 

SLATAH =
 

 
∑

   

   

 
    (5) 

PDM = 
 

 
∑

   

   

 
    (6) 

where Tsi is the SLAV time on host Hi, Tai is the active time 

of host Hi, M is the total number of VMs, Cdj is the 

performance degradation of the VM j caused by migrations 

and Crj is the overall CPU capacity requested by VM j.  

 

3) ESV 

This combined metric can be calculated from both energy 

consumption and SLAV as [2]:  

                   (7) 

 

4) Number of VMs migration 

This metric represents the total number of migrated 

VMs. The least number of VMs migrations is the best for 

decreasing the performance degradation. Because the same 

amount of CPU capacity is allocated to a VM on the 

destination host, each VM migration triggers SLAV. Hence, 

it is important to minimize the number of VMs migration. 

 

VI. SIMULATION RESULTS 

We have evaluated three implemented overload detection 

policies (MAD, IQR and LR) and MMT as VM selection 

policy, the proposed overload detection policy (Mn) and the 

proposed VM selection policy (MBW) through CloudSim in 

terms of SLAV, energy consumption and number of VMs 

migration. We evaluated each algorithm on real workloads. 

The results show that the combination of mean and 

maximum requested bandwidth (Mn_MBW) was able to 

reduce the total energy consumption more effectively than 

the other three algorithms. In addition, the Mn_MBW was 

also able to minimize the number of VM migration more 

efficiently than the other three algorithms. The reason is that 

the VM selection policy based on choosing the maximum 

requested bandwidth to migrate has resulted in migrating 

# of 

hosts 

Type # of 

cores 
MIPS RAM Storage BW 

400 HP  ProLiant 

ML110 G4 

2 1860 4096 1 GB 1 GB 

400 HP ProLiant 
ML110  G5 

2 2660 4096 1 GB 1 GB 

Table 1. Power consumption by two types of hosts at different load level in Watts [6] 
Host 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 

HP ProLiant G4 86 89.4 92.6 96 99.5 102 106 108 112 114 117 

HP ProLiant G5 93.7 97 101 105 110 116 121 125 129 133 135 

 



 

few VMs from overloading hosts. The total energy 

consumptions consumed by all algorithms, the ESV and the 

number of VM migrations are shown in Table 4 and Figures 

3, 4 and 5. 
 

Table 4. The energy consumption, SLAV, ESV and number of VM 

migrations of the four algorithms (mean values) 

 

 

 
 

Figure 3. Energy consumption of the four algorithms 

 

 
 

Figure 4. ESV of the four algorithms 

 

 
 

Figure 5. Number of VMs migrations of the four algorithms 

 

VII. CONCLUSION 

We proposed a new scheme of host’s load categorization 

in VMC framework in cloud based data centers to reduce 

energy consumption while meeting QoS requirements. The 

main idea is to classify the underloaded hosts into three 

further states, i.e., underloaded, normal and critical by 

applying underload detection algorithms. We also designed 

an overload detection policy called Mn which uses the mean 

to predict the upper threshold and VM selection policy, 

called MBW, based on the maximum requested bandwidth. 

The simulation results show that the proposed policies 

outperform the existing policies in CloudSim with regards 

to both energy and SLAV reduction. 
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