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ABSTRACT

In the twenty-first century, the healthcare industry faces ever-changing economic, social, political and technology challenges. Costs are rising, funding is diminishing, human and fiscal resources are becoming scarcer, customer-expectations are rising, the complexity of disease is increasing and technology is becoming more complex. These trends have a massive impact on every aspect of hospital operations and the Emergency Department is no exception. Overcrowding in the Emergency Department (ED) in hospitals has become a growing problem in many developed countries around the world. ED overcrowding has a direct effect on patient-care, including compromised patient-safety, increased length-of-stay, increased mortality and morbidity-rates and increased costs. Healthcare policy-makers and hospital and ED administrators are being forced to search for ways to improve the capacity of EDs by better utilisation of existing resources and creating more efficient systems to overcome this problem.

Throughout the past few decades, there has been an increasing trend of using numerous systems-analysis tools and techniques which have come from manufacturing and other service industries to address the various issues in healthcare and EDs. Among those tools Discrete-Event Simulation (DES) is a powerful tool to improve the efficiency and capacity in dynamic and complex systems. Use of these tools to address the overcrowding problem in EDs has been patchy; specific aspects of issues have been studied but no attempt has been made to deploy DES or any other systems-analysis tool in a strategic and holistic manner.

The aim of this research is to develop a modelling-based framework to manage the overcrowding problem in EDs. The research identified the causes of overcrowding in EDs and developed a decisions-framework with the long-term, medium-term and short-term decisions in EDs that related to the overcrowding problem. Finally, it identified the best possible systems-analysis tools to support those decisions to overcome the overcrowding problem in EDs. This research could help the healthcare policy-makers, managers, systems-engineers as well as the researchers and consultants who are interesting in the Emergency Department operational management.
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1. Introduction

1.1 Background to the Research

Emergency Departments (EDs) in hospitals assess and treat people with serious injuries and those in need of emergency treatment. Acute illnesses and traumatic injuries happen at any time. Therefore, EDs are usually open 24 hours a day, 365 days of the year. Often an ED is the only source of emergency medical care. Unfortunately, overcrowding and increasing delays in many emergency departments has been recognised as a growing problem around the world (Kollek and Walker, 2002; Graff, 1999; Schafermeyer and Brent 2003; McManus, 2001; Derlet et al., 2001; McCaig and Burt, 2004; Cowan and Trzeciak, 2005). This problem has been recognized since the early 1990s (Andrulis et al., 1991).

Over the last two decades, hospitals have been struggling to manage this overcrowding problem with scarce resources and an increase in patient-demand. According to the Lewin Group (2002), 62% of all hospital EDs and more than 90% of large hospitals EDs in the United States are operating "at" or "over" capacity. A 2001 survey of ED medical directors in the state of Washington also revealed that 100% of large hospitals and 91% of small hospitals were reporting overcrowding problems (ACEP, 2002). This problem is not limited to the United States, and overcrowding and long delays in EDs have been cited as acute and growing in other countries as well (Fatovich, 2002). Bradley (2005) also shows that overcrowding and long stays have been reported in the United States, United Kingdom, Australia, Canada, and Spain, demonstrating that this problem is not unique to the US healthcare system. The UK Audit Commission (2001) has highlighted the fact that accident and emergency waiting-times to see a doctor and
to be admitted to hospital have increased steadily since 1996. EDs in many developed countries face similar difficulties in terms of long waiting-times, staff-resourcing problems, and capacity limitations (Brailsford et al., 2003).

The potential dangers of ED overcrowding have recently garnered national attention in the United States. ED overcrowding threatens patient safety and public health in the US and numerous stories cited in the lay-press have reported an unsafe environment in EDs because of overcrowding (Trzeciak and Rivers, 2003). ED overcrowding has a direct effect on patient-care, including compromised patient safety, increased costs, increased length of stay, and increased mortality and morbidity-rates. The overcrowding represents a challenge for hospital employees and clients, often leading to frustration and dissatisfaction as well.

As a result of these problems, hospital administrators and other healthcare policymakers are being forced to search for ways to improve the capacity of EDs by better utilisation of existing resources and creating more efficient systems. The crisis-level overcrowding problem has led to increased interest in analytical methods that allow ED activity to be studied at a system level (Connelly and Bair 2004). Unlike most other industries, hospital administrators cannot directly control demand. Their ability to manage their facilities depends on their effectiveness in utilizing scarce resources. Therefore, this crisis in EDs has compelled researchers and healthcare professionals to examine new ways to improve efficiency and reduce the overcrowding problem.

1.2 Justification for the Research

Over the past few decades, numerous systems-analysis tools and techniques from manufacturing and service industries have been approached to healthcare. These methods include Queuing Theory, Discrete-event Simulation, System Dynamics, Lean
Thinking, Six Sigma, Theory of Constraints, Supply-chain Management and Balanced Scorecards. Among them Discrete-Event Simulation (DES) is a powerful and successful tool used in many products and service industries (Law and Kelton, 1991).

Most systems-analysis tools are generally used to analyze existing systems for improvement. Mathematical analyses of system-operations include Queuing Theory, which could be used, for example, to understand the flow of patients through a system, the average time patients spend in the system or bottlenecks in the system. When complex changes and multiple implementations are made, the results are often impossible to predict accurately using most systems-analysis tools and conventional tools such as spreadsheets and flowcharts. This makes consensus on ideas for improvements difficult to attain. Simulations can be used as tools that enable EDs to conduct accurate and objective predictive analyses of the effects of process-improvements, facilities-changes, and new designs prior to implementation.

Discrete-event Simulation is an operational research technique that allows the end-user to assess the efficiency of existing delivery-systems, to ask 'what if?' questions, and to design new systems. DES can also be used to forecast the impact of changes in flows, to examine resource-needs or to investigate the complex relationships among the different model-variables (Jun 1999). DES helps to predict the outcome of decisions, to visualize, analyse, and optimize before committing capital and resources (Pollak et al., 2004). Simulation is more effective than analytical solutions for complex models, where the state of the system changes over time (Law and Kelton, 1991). Emergency Departments are considered one of the most complex systems to analyze. Rakich et al., (1991) state that simulation can assist hospital management to develop and enhance their decision-making skills when evaluating different operational alternatives in order to improve existing EDs or assist in designing and planning new EDs.
Throughout the nearly three decades, there is an increasing trend of using computer-simulation to address the various problems in healthcare and Emergency Departments including the long-waiting-time problem. In recent years, the application of Discrete-event Simulation in healthcare has become increasingly wide-spread covering almost all areas such as Emergency Departments, operating-theatres, clinics, outpatient and inpatient wards, ancillaries, and pharmacies. (Jun, 1999; Fone et al., 2003). But the application of simulation-modelling in the healthcare sector is not wide-spread when compared to other sectors such as the military, manufacturing and logistics sectors, despite the fact that simulation has been successfully used in these other sectors for some three decades (Baldwin et al., 2004). Efforts to develop computer-simulation of ED operations have been advancing since the late 1980s when Saunders et al. (1989) simulated a generalized ED. Since that time DES models have been used to study a wide range of factors such as the effect of changes in staffing-levels, the consequences of ED closures, and variables influencing patient-throughput (Lloyd and Aaron, 2004). Several studies have attempted to analysis the patient-flows to reduce the waiting-time and throughput-time at various stages in the Emergency Departments (Garcia et al., 1995; Mahapatra et al., 2003; McGuire1994; Samaha, Armel, and Starks, 2003). In addition, Emergency Department staff-scheduling also has been addressed (Centeno et al., 2003). Most simulation studies in Emergency Departments and healthcare are aimed to address specific problems in particular healthcare facilities. The commonalities in these studies are their objectives of improving performance such as reducing waiting-times or using resources more efficiently. Because they are specific, these studies guide a modeller as to how a specific problem can be solved (Günal and Pidd, 2007).

Even though overcrowding in EDs has been a serious problem for nearly two decades, no holistic-level attempt has been made to address this overcrowding problem using
simulation or other modelling tools. Use of simulation tools to address the issues in EDs has been patchy; specific aspects of issues have been studied using simulation but no attempt has been made to deploy simulation in a strategic manner. To make simulation a mainstream management-support-tool within Emergency Departments and to make a real impact, a more strategic and systematic approach is required to deploy and use simulation technologies. Therefore, it is important to identify the possibility of successfully using simulation and other alternative tools to address the overcrowding problem and develop a modelling-based decision-support infrastructure for the Emergency Department.

1.3 Aim and Objectives

Aim

The aim of this research is to develop a modelling-based framework to manage the overcrowding problem in Emergency Departments in hospitals.

To achieve this aim, the following objectives are set in this research.

Objectives

1. To investigate the current practices and applications of simulation in the healthcare and emergency-care.

2. To study the Emergency Department system and its operations.

3. To investigate the Emergency Department overcrowding problem and identify the causes of overcrowding.

4. To develop a holistic-level ED decisions framework that can be used to address the overcrowding problem in Emergency Departments.

5. To identify the possibility of using Discrete-event Simulation and other alternative tools in ED decision-making to overcome the overcrowding problem.
1.4 Outline of the Thesis

This thesis consists ten chapters. Each chapter starts with an introduction which briefly explains the contents of the chapter, and ends with a summary drawing conclusions from the chapter. The contents of each chapter are outlined as follows.

Chapter 1: Introduction

This chapter gives an overview of the research and explains the background, the justification for the research problem, and the aims and objectives of the research as well as outlining the contents of the thesis.

Chapter 2: Literature Review

This presents the concept of modelling and simulation in the context of the present research. It also discusses the current simulation practices and applications in healthcare and emergency-care, and the importance of simulation in the emergency department. Finally it gives a brief introduction about the other alternative tools and techniques that could be used in ED decision-making.

Chapter 3: Research Methodology

This chapter describes the research methodology adopted in this research. It justifies the research approaches, research strategies as well as the research type and methods used to achieve the multiple objectives of this research.

Chapter 4: An Overview of the Emergency Department in Hospitals

Chapter Four attempts to give an overview picture of the Emergency Department system and its operations. First it gives a general introduction about emergency-care and Emergency Departments including the ED function, resources and processes. Then it attempts to explore Emergency Departments in England.
Chapter 5: The Overcrowding Problem in Emergency Departments

This chapter discusses the overcrowding problem within the context of this research, based on the literature and the findings of the interviews with ED managers in England. It includes definitions of overcrowding, and its consequences and causes as well as the remedies which have been taken to overcome it. Finally, it presents the causes of overcrowding in a Fish-bone Diagram.

Chapter 6: The Development of a Decisions-framework for Emergency Departments

This chapter develops a decisions-frame which can be used to address the overcrowding problem in Emergency Departments. This ED decisions-frame includes nine decisions covering long-term, medium-term and short-term decisions in ED. All these decisions are selected based on the causes of overcrowding found in Chapter 5. It also discusses each of the decisions in detail, including the outcomes of the decisions.

Chapter 7: The Identification of Possible Tools for the Strategic Level Decisions in ED

This chapter analyses the possibility of using Discrete-event Simulation and other alternative tools and techniques in the long-term decisions in the framework explained in Chapter 6. The analysis and discussion is conducted under three strategic-level decision-headings: Introducing New Policy or Changes; Planning and Recruiting Workforce; and Planning Facilities and Technology.

Chapter 8: The Identification of Possible Tools for the Tactical Level Decisions in ED

This chapter analyses the possibility of using Discrete-event Simulation and other alternative tools and techniques in the medium-term decisions in the framework
described in Chapter 6. The analysis and discussion is conducted under three tactical-level decision-headings: Improving the ED Process, Scheduling Staff, and Allocating of Resources and Equipment.

Chapter 9: The Identification of Possible Tools for the Operational Level Decisions in ED

This chapter analyses the possibility of using Discrete-event Simulation and other alternative tools and techniques in the short-term decisions using the framework described in Chapter 6. The analysis and discussion is conducted under three operational-level decision-headings: Managing Patient-flows; Scheduling Patients for Doctors; and Scheduling Patients for Shared Resources.

Chapter 10: Conclusion

This is the last chapter in this thesis. This chapter presents the conclusions of the research, contribution to knowledge and the future work which is necessary.

1.5 Summary

This chapter presented the introduction to the research. It included the background of the research, and the justification for the research as well as its aims and objectives. It also included an outline of the thesis. A comprehensive survey of the literature on relevant concepts is presented in the following chapter of the research.
2. Literature Review

This chapter mainly presents the concept of modelling and simulation in the context of the present research. It also discusses the current simulation practices and application in healthcare and emergency departments and the importance of simulation in the emergency departments. Finally, it gives a brief description about the non-simulation tools and techniques that can be used in ED decision-making other than the simulation and their applications in healthcare.

2.1 System-modelling

The term system-modelling includes two important commonly-used concepts: system and modelling. It is imperative to clarify such concepts before attempting to focus on their relevance to this research. Hence, this section introduces these two concepts and provides generic classification of the various types of system-models.

2.1.1 System

The word system is commonly used in its broad meaning in a variety of engineering and non-engineering fields. In simple words, a system is often referred to as a set of elements or operations that are organized and logically related toward the attainment of a certain goal or objective. A system is defined to be a collection of entities, e.g., people or machines that act and interact together toward the accomplishment of some logical end (Schmidt and Taylor, 1970). Banks (1984) also describes a system as a group of objects that join together in some regular interaction or inter-dependence toward the accomplishment of some purpose. To attain the intended goal or to serve the desired function, it is necessary for the system to receive a set of inputs, to process them
correctly, and to produce the required outcomes. To sustain such flow, some control is required to govern system-behaviour.

Systems are of two types: the product system and the process system. A product system could be an automobile, a cellular phone, a computer, or a calculator. Any of these products involves the components of the system described above in terms of inputs, outputs, elements, relationships, controls, and goal. On the other hand, a process system can be a manufacturing process, an assembly line, a power plant, a business process such as banking operations, a logistic system, an educational system or emergency system. Similarly, any of these processes involves the system components defined in terms of inputs, outputs, elements, relationships, controls, and goal.

2.1.2 Modelling

Banks et al., 2000 defined a model as a representation of a system for the purpose of studying the system. The word *modelling* refers to the process of representing a system (a product or a process) with a model that is easier to understand than the actual model and less expensive to build (El-Haik and Al-Aomar, 2006). The system-representation in the model implies taking into account the components of the system. This includes representing the system’s elements, relationships, goal, inputs, controls, and outputs. Modelling a system therefore has two prerequisites:

- Understanding the structure of the actual (real-world) system and the functionality and characteristics of each system-component and relationship. It is imperative to be familiar with a system before attempting to model it and to understand its purpose and functionality before attempting to establish a useful representation of its behaviour. For example, the modeller needs to be familiar with the production-system of building vehicles before attempting to model a
vehicle body-shape or a vehicle-assembly operation. Similarly, the modeller needs to be familiar with ED functionality and structure before attempting to model an emergency department.

- Being familiar with different modelling and system representation techniques and methods. This skill is essential to choose the appropriate modelling technique for representing the underlying real-world system. Due to budgetary and time constraints, the model selected should be practically and economically feasible as well as beneficial in meeting the ultimate goal of modelling. There are several model types as describe in following sub chapter that can be used to create a system model, and selection of the most feasible modelling method is a decision based on economy, attainability, and usefulness.

The modelling of a system of interest is a combination of art and science that is used for abstracting a real-world system into a hypothetical model. The model should be clear, comprehensive, and accurate so that the user can rely on its representation in understanding system functionality, analyzing its various postures, and predicting its future behaviour. From this perspective, system-modelling is the process of transferring the actual system into a model that can be used to replace the actual one for system analysis and system improvement.

2.1.3 Types of Model

El-Haik and Al-Aomar (2006) classify the system-modelling into four major categories: physical models, graphical models, mathematical models, and computer models. It is depicted in Figure 2.1 and the following gives a summary of each type of models.

Physical models are tangible prototypes of actual products or processes. Prototypes can use a 1:1 scale or any other feasible scale of choice. Such models provide a close-to-
reality direct representation of the actual system and can be used to demonstrate the system’s structure, the role of each system-element, and the actual functionality of the system in a physical manner (El-Haik and Al-Aomar, 2006; Law 2000).

Graphical models are abstractions of actual products or processes using graphical tools. Common system graphical representations include a system-layout, flow-diagrams, block-diagrams, network-diagrams, process-maps, and operations-charts (El-Haik and Al-Aomar, 2006).

Mathematical modelling is the process of representing system behaviour with formulas or mathematical equations. They use mathematical equations, probabilistic models, and statistical methods to represent the fundamental relationships among system components. Design formulas for stress-strain analyses and mathematical programming models such as linear and goal programming are examples of mathematical models. Other examples include queuing-models, Markov chains, linear and nonlinear regression models, break-even analysis, forecasting models, and economic-order quantity models. Unfortunately, not all system responses can be modelled using mathematical formulas. The complexity of most real-world systems precludes the application of such models. Hence, a set of simplification assumptions must often accompany the application of mathematical models for the formulas to hold. Such assumptions often lead to impractical results that limit the chance of implementing or even, in some cases, considering such results (El-Haik and Al-Aomar, 2006; Law 2000).
Computer models are numerical, graphical, and logical representations of a system that utilizes the capability of a computer in fast computations, with a large capacity, consistency, animation, and accuracy (El-Haik and Al-Aomar, 2006). Computer simulation models, which represent the middleware of modelling, are virtual representations of real-world products and processes on the computer. Computer simulations of products and processes are developed using different application programs and software tools. Accurate and well-built computer models compensate for the limitations of the other types of models. They are built using software tools, which is easier, faster, and cheaper than building physical models. In addition, the flexibility of computer models allows for quick changes, easy testing of what-ifs, and quick evaluation of system-performance for experimental design and optimization studies. Computer models also provide the benefits of graphical models with modern animation and logical presentation tools. Indeed, most computer models are built using graphical modelling tools. Compared to mathematical models, computer models are much more realistic and efficient. They utilize computer capabilities for more accurate approximations, they run complicated computations in little time, and they can measure system performance without the need for a closed-form definition of the system objective function. Such capabilities made computer models the most common modelling techniques in today's production and business applications.
A Discrete Event Simulation (DES) model is a computer model that mimics the dynamic behaviour of a real process as it evolves over time in order to visualize and quantitatively analyze its performance. The validated and verified model is then used to study the behaviour of the original process and then identify the ways for its improvement (scenarios) based on some improvement criteria. This type of computer model is the major focus in this research, where discrete event simulation is used as the main modelling tool to improve the efficiency in the emergency department of a hospital.

2.2 Simulation-modelling

This section focuses on defining the simulation concept and the taxonomy of various types of simulation-models. Simulation is a widely used term in reference to computer simulation models that represent a product or a process. The word simulation throughout this research also means computer simulation models. Such models are built based on both mathematical and logical relationships within the system structure. For example, finite element analysis is the mathematical basis for a camshaft product simulation model, and the operation of a factory is the logical design basis for a plant process model. In the context of this research, there are a number of definitions for simulation in the literature.

Simulation, according to Shannon (1975), is “the process of designing a model of a real system and conducting experiments with this model for the purpose either of understanding the behaviour of the system or of evaluating various strategies (within the limits imposed by a criterion or set of criteria) for the operation of the system.”
A definition for simulation is given by Kelton et al., (1998): "Simulation refers to a broad collection of methods and applications which mimic the behaviour of real systems, usually on a computer with appropriate software".

In one of the most quoted definitions of simulation, Banks (1998) defines it as "the imitation of the operation of a real-world process or system over time. Simulation involves the generation of an artificial history of the system, and the observation of that artificial history to draw inferences concerning the operating characteristics of the real system that is represented".

In general, system-simulation or simulation-modelling is the mimicking of the activity of the operation of a real system, in a computer, with a focus on process flow, logic, and dynamics. According to Pegden, Shannon, and Sadowski (1995), simulation-modelling is a methodology that enables the building of a model to study the temporal behaviour of a system and to evaluate different alternatives for its operation. In simplest form, simulation means making a simplified representation of an original. Just as a model aircraft captures many of the important physical features of a real aircraft, so a simulation model captures the important operational features of a real system. Therefore, instead of attempting to build extensive mathematical models by experts, simulation software tools have made it possible to model and analyze the operation of a real system by not only programmers, but also engineers and managers. This allows engineers to collect pertinent information about the behaviour of the system by executing a computerized model instead of observing the real one.

In conclusion, the primary requirements for simulation are a simulation analyst, a computer, and a simulation language or software tool. The analyst is the key player in conducting the simulation study. He or she is responsible for understanding the real-
world system and analyzing its elements, logic, inputs, outputs, and goals. The analyst then operates the computer system and uses the software tool to build, validate, and verify the simulation-model. Finally, the analyst analyzes the results obtained from running the simulation-model and conducts experimental designs with the model in order to draw conclusions on model behaviour and determine the best parameter settings. The Figure 2.2 describes the simulation study schematically.

![Figure 2.2 Schematic of a Simulation Study (Maria, 1997)](image)

### 2.2.1 Types of Simulation-model

Based on the internal representation scheme selected, simulation-models can be discrete, continuous, or combined (El-Haik and Al-Aomar, 2006). Discrete-event simulation-models, which are the focus of this research, are the most common among simulation-types. DES models are based on a discrete internal representation of model variables that change their state at discrete points in time. In general, discrete
simulation-models focus on modelling discrete variables that are presented by random or probabilistic models, where the state of the system changes at discrete points in time. A discrete variable can be the number of customers in a bank, products and components in an assembly process, or cars in a drive-through restaurant.

Continuous simulation-models, on the other hand, focus on continuous variables, random or probabilistic, where the state of the system changes continuously. Examples of continuous variables include the level of water behind a dam, chemical processes in a petroleum refinery, and the flow of fluids in distribution-pipes. Combined simulation-models include both discrete and continuous elements. For example, separate (discrete) fluid containers travel in a chemical process where fluids are poured into a reservoir to be processed in a continuous manner (El-Haik and Al-Aomar 2006, Law 2000).

Furthermore, models are either deterministic or stochastic depending on whether they model randomness and uncertainty in a process or not. A stochastic process is a probabilistic model of a system that evolves randomly in time and space. Examples of stochastic models operating with random variables include inter-arrival times of customers arriving at a bank and service or processing times of customers’ requests or transactions, variable cycle times, and machines’ time to failure and time to repair parameters. Deterministic models, on the other hand, involve no random or probabilistic variables in their processes. Examples include modelling fixed-cycle-time operations, such as in the case of automated systems and arrivals with preset appointments to a doctor. The majority of real-world operations are probabilistic. Hence most simulation studies involve random generation and sampling from certain probability distributions to model key system variables.
Finally, and based on the nature of model evolution with time, models can be static or dynamic. In static models the system state does not change over time. For example, when a certain resource is always available in a manufacturing process, the state of such a resource is fixed with time. Every time this resource is required or needed, there will be no expected change in its status. Monte Carlo simulation-models are time-independent (static) models that deal with a system of fixed states. Most operational models are, however, dynamic. System state variables often change with time, and the interactions that result from such dynamic changes do affect the system behaviour. Hence, in DES simulation, the time dimension is live. This again makes DES models the most common among simulation types since they model variables that change their state at discrete points in time.

![Simulation Taxonomy](image)

Figure 2.3 Simulation Taxonomy (El-Haik and Al-Aomar, 2006)

Dynamic simulation-models are further divided into terminating and non-terminating models based on run-time. Terminating models are stopped by a certain natural event, such as a doctor who sees a limited number of patients per day, a workshop that finishes all quantity in a certain order, or a bank that operates for 8 hours a day. In such systems,
the length of a simulation-run depends on the number of items processed, or on reaching a specified time-period, with the model terminating upon completion. Models that run for a specified period often include initial conditions such as cleaning the system, filling bank ATMs, resetting computers in a government office, or emptying boxes on an assembly line. Non-terminating models, on the other hand, can run continuously, since the impact of initialization is negligible over the long run and no natural event has been specified to stop them. Most plants run on a continuous mode, where production lines start every shift without emptying the system (El-Haik and Al-Aomar 2006, Law 2000).

As noted with highlighted attributes in the figure 2.3, DES models are discrete, stochastic, and dynamic computer-models of terminating or non-terminating response. These three characteristics often resemble the actual behaviour of many real-world systems and transactional processes. For example, in manufacturing systems, the flow of raw material, assembly components, and products can be modelled as discrete, dynamic, and stochastic processes. Many service-facilities including emergency departments also often deal with discrete entities that run dynamically in a stochastic manner.

2.3 The Role of Simulation

Simulation is one of the most widely-used analytical techniques adopted by professionals in Operations Research and Management Science (Law and Kelton, 1991). It has unique and powerful capabilities in system-representation and performance estimation and improvement. Simulation is often the analysts' refuge when other solution tools, such as mathematical models, fail or it becomes extremely difficult to approximate the solution to a certain problem. Most real-world processes in production and business systems are complex, stochastic, and highly non-linear and dynamic, which makes it almost impossible to present them using physical or mathematical models.
Analytical methods, such as queuing-systems, inventory models, and Markovian models, which are commonly used to analyze production and business systems, often fail to provide statistics on system-performance when real-world conditions intensify to overwhelm and exceed the system-approximating assumptions. Examples include entities whose arrival at service is not a Poisson process, and where the flow of entities is based on complex decision-rules under stochastic variability within availability of system-resources. Simulation-models are much more flexible and versatile. They are free from assumptions of the particular type of the arrival-process (Poisson or not), as well as the service-time (exponential or not). Simulation can be used for the combined random and non-random arrival-flow as well. The system-structure (flow-map) can be complex enough to reflect a real-system structure, and custom action logic can be built in to capture the real-system behaviour. Therefore, simulation is often used to model the complex, stochastic, and dynamic real-world problems that cannot be solved by other analytical models.

According to Carson II (2005), simulation is most useful in the following situations where:

1. There is no simple analytic model, spreadsheet model or “back of the envelope” calculation that is sufficiently accurate to analyze the situation.

2. The real-system is regularized; that is, it is not chaotic and out of control. System components can be defined and characterized and their interaction defined.

3. The real-system has some level of complexity, interaction or interdependence between various components, or pure size that makes it difficult to grasp in its entirety. In particular, it is difficult or impossible to predict the effect of proposed changes.
4. You are designing a new system, considering major changes in physical layout or operating-rules in an existing system, or being faced with new and different demand.

5. You are considering a large investment in a new or existing system, and it represents a system modification of a type for which you have little or no experience and hence face considerable risk.

6. You need a tool where all the people involved can agree on a set of assumptions, and then see (both statistically and with animation) the results and effects of those assumptions. That is, the simulation-process as well as the simulation-model can be used to get all members of a team onto a (more) common understanding.

7. Simulation with animation is an excellent training and educational device, for managers, supervisors, engineers and labour. In fact, in systems of large physical scale, the simulation animation may be the only way in which most participants can visualize how their work contributes to overall system success or creates problems for others.

The simulation has the capabilities that are unique and powerful in system-representation, performance-estimation, and improvement. A simulation-model is the most effective tool to perform quantitative 'what-if' analysis, and play different scenarios of the process behaviour as its conditions and variables change over time. Simulation provides a decision-support to the engineers and managers who want to make the best decisions possible, especially when encountering critical stages of design, expansion, or improvement projects in a real-system (El-Haik and Al-Aomar, 2006). The simulation-model allows one safely, rapidly and efficiently to study and assess the impact of new methods, strategies and/or technologies in the peri-operative and
operative process (Volkner and Werners, 2002). This simulation capability allows one to make experiments on the computer display, and to test different solutions (scenarios) for their effectiveness before going to the hospital floor for the actual implementation.

According to Banks et al. (2000), a few guidelines can be mentioned here however, namely that simulation should not be used if:

- the problem can be solved using common sense;
- the problem can be solved analytically;
- it is easier to perform direct experiments;
- the costs exceeds the savings;
- resources are not available;
- time is not available;
- data is not available;
- verification and validation cannot be performed;
- managers have unreasonable expectations;
- system behaviour is too complex, or cannot be defined.

2.3.1 The Advantages of Simulation

Based on Banks et al. (2000), Banks (2000), and Law and Kelton (1991), the advantages of simulation are here summarized as:

- **Cost:** It enables cost reductions and/or avoids costs.
- **Time:** It reduces ramp-up time of production and possibly development lead-time.
- **Complexity:** It enhances understanding of relationships, interactions, dependencies, etc.
- **Dynamics:** It captures time-dependent behaviour.
• Replicability: experiments can be repeated at any time.
• Visualization: It provides visual-analysis capabilities.

2.3.2 The Disadvantages of Simulation

According to Banks, Carson and Nelson (1996) the disadvantages of simulation are:

• **The need for special training:** building a simulation model is an art that is learned over time and through experience. Although simulation software may look simple, simulation requires a lot of work both before and after running the model.

• **The difficulties of interpreting the results:** Since most simulation outputs are random variables, it can be difficult to distinguish between system interrelationships and randomness in the results. In most cases, a significant amount of knowledge of statistical theory and methods is required.

• **Time and cost:** Modelling and analysis can take a lot of time and may be expensive. There is usually a clear trade-off between the resources allocated for modelling and analysis, and the quality of the resulting simulation-model in terms of how well it mimics reality.

• **Inappropriate use:** Simulation is sometimes used when an analytical solution would have been possible or even preferable, or in any of the other cases described previously (see Section 2.3).

• **Non-optimized results:** Simulation is not optimization, and even when near-optimal results are achieved, there is a risk of sub-optimization.

2.4 Steps in a Simulation Study

Simulation is a multi-stage process. Over the course of years, simulation experts have proposed different procedures for conducting simulation projects featuring a varying
number of steps (Law and Kelton (2000), Banks et al. (2000), Law and Kelton (1991), Shannon (1998), Pegden et al. (1995), Benjamin et al. (2000)). The steps in a simulation study may be varying in different studies because of factors such as the nature of the problem and the simulation software used (El-Haik and Al-Aomar, 2006). However, the building blocks of the simulation procedure are typically common among simulation studies. All of the above approaches to simulation-modelling consist of 10 to 12 steps which can also be grouped into three major generic phases; i.e. defining the simulation-problem, building the simulation-model, and conducting simulation experiments. Banks et al. (2000) introduced a set of steps to guide a model-builder in a thorough and sound simulation-study. His procedure is selected to present in this research, as one of the most quoted procedure in simulation literature. Twelve major steps involved with this approach are shown in Fig. 2.4 and their major tasks are briefly depicted below it. Similar figures and their interpretation can be found in other sources such as Pegden et al. (1995) and Law and Kelton (2000).
Figure 2.4 Steps in Simulation Projects (Banks, 2000)

1. **Problem Formulation**: Every simulation study begins with a statement of the problem prepared by either client or simulation analyst. If the statement is provided by the client, the simulation analyst must take extreme care to insure
that the problem is clearly understood. If a problem statement is prepared by the simulation analyst, it is important that the client understand and agree with the formulation.

2. **Setting of Objectives and Overall Project Plan:** Here, the modeller establishes which tool should be used (e.g. a simulation or other analytical tool) as well as a set of assumptions. Also, the goals and definition of the project are defined, along with methods to evaluate the effectiveness of alternatives.

3. **Model Building:** This refers to devising a conceptual model of the system under study. This means a more or less simplified, abstracted representation of the processes to be studied consisting of the essential components only.

4. **Data Collection:** Data about the system is gathered if possible. If no data is available, rules of thumb or personal experience are used to approximate distributions. Data requirements may change as the model and its complexity progresses.

5. **Coding:** Once the conceptual model is established and the data gathered, the conceptual model is translated into executable code, i.e. into the actual simulation program.

6. **Verification:** This stage is necessary to assure the coded model does not contain any bugs and performs as expected and intended. If this verification fails, the code needs to be reviewed and corrected until it passes verification.

7. **Validation:** Here, the focus is on verifying whether the model represents the system to be modelled with sufficient accuracy. If the model does not represent the behaviour of the real system with sufficient accuracy, the conceptual model and/or the data gathered needs to be reviewed.
8. **Experimental Design:** This involves designing the alternatives to be studied, along with the number of replications, the replication length and warm-up periods.

9. **Production Runs and Analysis:** This phase consists of running the experiments designed in the previous step and analysing the results thus obtained.

10. **More Runs?:** At this stage, the modeller has to verify whether the results obtained thus far are sufficient, or whether more runs or different experiments have to be run.

11. **Document Study and Reporting Results:** The results obtained from the simulation-runs, once analysed, have to be documented and reported/presented to the problem owner so that the results can be implemented in the actual system. This is also important if the simulation is to be reused and/or modified, especially if that will be done by another analyst.

12. **Implementation:** Depending on how well the previous steps have been conducted, the implementation of the results from the experiments will be more or less successful.

### 2.5 Simulation Software

Nowadays many simulation software-packages are available (ProcessModel, ProModel, Arena, Simul8, etc) which provide a user-friendly interface that makes the efforts of building a realistic simulation-model not more demanding than the efforts needed to make simplifications, adjustments and calibrations to develop a rather complex but approximate queuing-model.

There are periodic surveys, of which the most comprehensive is that conducted biennially by Swain (2007) which summarises the features available in simulation
packages, with no specific application area in mind. Currently, more than sixty different simulation software are available on the market from various vendors at different prices ranging from less than US$99 up to US$45,000 and almost all of them are PC-based and Windows-compatible (Swain, 2007).

The software to be used must be able to cope with both simulation-modelling process issues, as well as other conventional user and modeller requirements. Hlupic (2000) surveys academic and industrial simulation-software users. His surveys revealed that Simul8 and Witness are the two most commonly-used by academics and Witness is the most widely-used among participant industrial users. The survey also reveals that the most important features of software are ease of use, ease of communicating with other programming tools, and applications for building a user-interface. Abu-Taeh et al. (2007) have investigated 56 simulation-packages with the aim of tackling the trends that simulation packages are pursuing; and to address the issues around the prevalent technology.

2.6 Simulation Applications

Computer-simulation has existed for almost 40 years and has been used in every industry to study systems where there are resources at locations acting upon people or products (Nance and Sargen, 2002). Typical DES applications include: staff and production scheduling, capacity planning, productivity improvement, cycle time and cost reduction, throughput capability, resources and activities utilization, and bottleneck finding and analysis. A few examples of simulated-systems are manufacturing-plants, banks, airports, or business organizations (Ferrin, Miller, and Giron, 2000). Kuljis et al. (2007) also reported that discrete-event simulation has been used mainly for testing different strategies for increasing dispatch-bay productivity, reducing transport costs by
minimizing the waiting-times for vehicles, job-shop scheduling, logistics and operations in construction, and analysis of the construction inspection-process.

Simulation is being used for a wide range of applications in both manufacturing and business operations. According to El-Haik and Al-Aomar (2006), as a powerful tool, simulation-models of manufacturing systems are used:

- To determine the throughput capability of a manufacturing cell or assembly-line;
- To determine the number of operators in a labour-intensive assembly process;
- To determine the number of automated-guided vehicles in a complex material-handling system;
- To determine the number of carriers in an electrified monorail system;
- To determine the number of storage and retrieval machines in a complex automated storage and retrieval system;
- To determine the best ordering policies for an inventory-control system;
- To validate the production plan in material-requirement planning;
- To determine the optimal buffer sizes for work-in-progress products;
- To plan the capacity of sub-assemblies feeding a production mainline.

Simulation models are also being used for the following wide range of applications in business operations:

- To determine the number of bank-tellers, which results in reducing customer-waiting-time by a certain percentage;
- To design distribution and transportation networks to improve the performance of logistic and vending systems;
- To analyze a company's financial system;
- To design the operating policies in a fast-food restaurant to reduce customer
time-in-system and increase customer-satisfaction;

- To evaluate hard-ware and software requirements for a computer network;
- To design the operating policies in an emergency room to reduce patient-waiting time and schedule the working-patterns of the medical staff;
- To assess the impact of government regulations on different public services at both the municipal and national level;
- To test the feasibility of product development processes and to evaluate their impact on a company's budget and competitive strategy;
- To design communication systems and data-transfer protocols.

2.7 Simulation in Healthcare

It is well-known that the use of modelling and simulation is widespread in business and manufacturing, and essential in the management of any type of organization. Over the last thirty years a growing number of studies have used simulation in modelling healthcare and ED performance. In the literature, two extensive reviews on the use of simulation in healthcare are found and both have been done until 1999 (Jun et al., 1999; Fone et al., 2003). Jun et al. (1999) surveys the application of simulations in healthcare over nearly a 30 year period, from 1960s to the late 1990s. They review 117 journal articles and classify them according to their objectives but only a few successful implementations are reported. Fone et al. (2003) also review more than a hundred papers related to the use of simulation-modelling in healthcare until 1999. Their review aimed to assess the quality of published studies and to consider their influence on policy rather than on operations. They opine that the quality of the papers has increased over the survey-period; however, few papers provide enough detail of model-implementation. Although the application of simulations has increased over the last three decades, simulation is still not widely accepted as a viable modelling-tool in
healthcare systems. Adriana (2000) reported that the healthcare industry has adopted simulation very slowly compared to other industries such as manufacturing. Eldabi et al. (2007) also report that the healthcare literature contains a large range of numerical and simulation techniques, but their application does not appear as widespread as in other sectors, which have long adopted such methods as part of their core operation, reaping significant benefits.

Jun et al. (1999) searched for studies of more complex, integrated and multi-facility systems and concluded that there seems to be a lack of such work reported in the literature. They suggest that the major reasons for this shortage are first, the level of complexity and resulting data requirements of the simulation model, and secondly, the resource-requirements including the time and money needed to conduct such research. They suggest that the main dilemma in such work is deciding on the appropriate level of detail. Increased detail leads to more realistic representation, which should increase the confidence of stakeholders. However, increased detail requires extensive, validated data and this may be expensive and time-consuming to collect. Washington and Khator (1997) state that the reason simulation-models are not used more often in healthcare settings is management’s lack of incentive to do so. Management often does not realize the benefits to be gained considering the time and cost that have to be invested in order to build a detailed simulation-tool. To overcome the resistance against simulation, Lowery (1994) suggests that hospital management should be directly involved in the development of the simulation projects in order to build the model's credibility; and the use of visual aids or animation to create more confidence in the model’s ability.

Gunal and Pidd (2005) conducted a study on performance assessment of the hospitals by using simulation and concluded that emergency departments and outpatient clinics are the most common studies in healthcare. They also note that there are no reported
uses of discrete-event-simulation for the development and improvement of health policy. Some researchers reported that simulation has been successfully used to model and analyze numerous emergency departments around the world (Mahapatra et al., 2003). Some other published material (Blasak, 2003 and Samaha, 2003) shows that emergency departments are utilizing simulation-modelling with the purpose of developing specific solutions tailored to resolving their respective issues. Gunal (2007) also reported that most simulation studies in the healthcare domain are aimed at solving specific problems in particular healthcare facilities. The commonalities in these studies are their objectives of improving performance such as reducing waiting-times or using resources more efficiently. Because they are specific, these studies guide a modeller as to how a specific problem can be solved.

This research includes a comprehensive literature survey of the use of simulation in healthcare from 1999 to early 2005 to fill the gap from 1999. 35 research papers that used simulation in healthcare were found from various journals and conference publications in this time-period. All of these papers are carefully reviewed and presented in Table 2.3 including the publisher, location of model in healthcare, software used and the aim/s of study. The table shows that simulation is used to model almost all the important areas in healthcare but the majority is used to model the emergency department and healthcare clinics. This review also revealed that simulation is used to model healthcare systems for different objectives such as performance improvement including waiting-time, resource-scheduling, capacity planning and utilization, and facility design. It further reveals that different modellers use different software-packages to model healthcare simulations. Arena has become the most popular software in modelling healthcare, while MedModel, Simul8 and Custom software also have been used in a significant number of studies.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Publisher</th>
<th>Location of Model</th>
<th>Software</th>
<th>Aim of Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rossetti et al. (1999)</td>
<td>Winter Simulation Conference</td>
<td>A&amp;E</td>
<td>Arena</td>
<td>Scheduling and Staffing</td>
</tr>
<tr>
<td>Cahill and Render (1999)</td>
<td>Winter Simulation Conference</td>
<td>ICU</td>
<td>Arena</td>
<td>Bed-size planning</td>
</tr>
<tr>
<td>Lowery and Davies (1999)</td>
<td>Winter Simulation Conference</td>
<td>Operational theatre</td>
<td>MedModel</td>
<td>Scheduling</td>
</tr>
<tr>
<td>Lehaney et al. (1999)</td>
<td>Journal of the Operational Research Society</td>
<td>Dermatolog y Outpatient Clinic</td>
<td>Simul8</td>
<td>Waiting-times</td>
</tr>
<tr>
<td>Eldabi et al. (1999)</td>
<td>Computers &amp; Industrial Engineering</td>
<td>Clinic</td>
<td>Simul8</td>
<td>Breast cancer treatment trial</td>
</tr>
<tr>
<td>Moreno et al. (2000)</td>
<td>Simulation (online)</td>
<td>Hospital</td>
<td>MODSIMP 2</td>
<td>General</td>
</tr>
<tr>
<td>Alexopoulos et al. (2001)</td>
<td>Winter Simulation Conference</td>
<td>Clinic</td>
<td>Custom software</td>
<td>General</td>
</tr>
<tr>
<td>Kuljis et al. (2001)</td>
<td>Simulation</td>
<td>Generic Clinic</td>
<td>Custom software CLINSIM</td>
<td>General</td>
</tr>
<tr>
<td>Pulat et al. (2001)</td>
<td>Simulation (online)</td>
<td>Hospital</td>
<td>Arena</td>
<td>Bed-capacity planning</td>
</tr>
<tr>
<td>Groothuis et al. (2001)</td>
<td>Comp. Methods and Programs in Biomedicine</td>
<td>Cardiac Dept.</td>
<td>MedModel</td>
<td>Capacity-planning</td>
</tr>
<tr>
<td>Reference</td>
<td>Conference</td>
<td>Laboratory</td>
<td>Software</td>
<td>Improvement</td>
</tr>
<tr>
<td>-----------</td>
<td>------------</td>
<td>------------</td>
<td>----------</td>
<td>-------------</td>
</tr>
<tr>
<td>Ramis et al. (2002)</td>
<td>Winter Simulation Conference</td>
<td>Laboratory</td>
<td>Arena + Excel</td>
<td>Standardize the service processes</td>
</tr>
<tr>
<td>Couchman et al (2002)</td>
<td>Simulation Modelling Practice &amp; Theory</td>
<td>Biochemistry Laboratory</td>
<td>Simul8</td>
<td>Capacity-planning</td>
</tr>
<tr>
<td>Blasak et al. (2003)</td>
<td>Winter Simulation Conference</td>
<td>A&amp;E</td>
<td>Arena</td>
<td>Waiting-time</td>
</tr>
<tr>
<td>Wong et al. (2003)</td>
<td>Winter Simulation Conference</td>
<td>Hospital</td>
<td>MedModel</td>
<td>Medication ordering and dispensing</td>
</tr>
<tr>
<td>Samaha et al. (2003)</td>
<td>Winter Simulation Conference</td>
<td>A&amp;E</td>
<td>Arena</td>
<td>Bottlenecks and reducing waits</td>
</tr>
<tr>
<td>Baesler et al. (2003)</td>
<td>Winter Simulation Conference</td>
<td>A&amp;E</td>
<td>Arena</td>
<td>Capacity-planning</td>
</tr>
<tr>
<td>Centeno et al. (2003)</td>
<td>Winter Simulation Conference</td>
<td>A&amp;E</td>
<td>Arena</td>
<td>Staff-requirement scheduling</td>
</tr>
<tr>
<td>Harper and Gamlin (2003)</td>
<td>OR Spectrum Scheduling</td>
<td>ENT Clinic</td>
<td>Simul8</td>
<td>Appointment Scheduling</td>
</tr>
<tr>
<td>Takakuwa and Shiozaki (2004)</td>
<td>Winter Simulation Conference</td>
<td>A&amp;E</td>
<td>Arena</td>
<td>Patient-flows and Waiting-times,</td>
</tr>
</tbody>
</table>
Griffiths et al. (2005)  | Journal of the Operational Research Society  | ICU  | Simul8  | Number of nurses and scheduling  
---|---|---|---|---
Ashton et al. (2005)  | Journal of the Operational Research Society  | Walk in Centre  | Micro Saint  | Designing and planning operations  

Table 2.1 Use of Simulation in Healthcare in 1999-2005

After carefully studying all the above literature especially in ED (including reviews of Jun et al., 1999 and Fone et al., 2003), the researcher concludes that though growing numbers of studies use simulation in ED, it is still not widely-used as a decision-making tool in hospital emergency departments. Most of the simulation studies in ED have used simulation to model specific hospital EDs for specific purposes. Only a few studies have attempted to develop a generic and flexible model for any hospital ED but they also focus on only limited issues in ED. Therefore, there is a need to develop a holistic ED simulation study with comprehensive details to fill the vacuum in the literature.

2.8 The Importance of Simulation in Emergency Departments

Hospital-based emergency departments are critically important to the healthcare and wellbeing of the patients. They have become frequently crowded environments, with patients sometimes waiting hours and even days for care (Aspin et al., 2003). This has been recognized as a growing, complex and serious problem with no easy solutions for nearly two decades. Overcrowding in emergency departments presents a serious threat to the quality, safety and timeliness of emergency care.
The overcrowding and the resultant congestion due to the long waiting of patients in 
emergency departments are becoming increasingly widespread across the world. 
Increasing crowding and delays in emergency departments have been recognised as a 
growing problem throughout the developed world (Graff, 1999; Schafermeyer and 
Brent, 2003; Derlet et al., 2001). A 2001 American Hospital Association survey of 
emergency department and hospital capacity reported that 62% of the emergency 
departments were at or over operating capacity and one-third of ED had ambulance 
diversions (The Lewin Group, 2002). Derlet, Richards, and Kravitz (2001) surveyed ED 
directors in 50 states in the USA, and 91% of the 575 who responded reported ED 
crowding as a problem. A 2001 survey of ED medical directors in the state of 
Washington also revealed that 100% of large hospitals and 91% of small hospitals 
reported overcrowding problems (ACEP, 2002).

A BMA survey of A&E waiting times, (2005) also reported that 48% of emergency 
departments in the UK have not met their four hours waiting-time target for the period 
ending 31 December 2004. This problem in United States has been recognized since the 
early 1990s (Andrulis et al., 1991). Whereas in the early 1990s crowding was confined 
to large city hospitals, it has now become pervasive in community EDs (Derlet et al., 
2001). According to Bradley (2005), overcrowding and long stay have been reported 
in the United States, United Kingdom, Australia, Canada, and Spain, demonstrating that 
this problem is not unique to the U.S. health care system. Kolb et al. (2008) also 
reported that emergency department overcrowding is a common medical-care issue in 
the United States and other developed nations. Shih et al. (1999) stated that 
overcrowding in one Taiwan hospital was so severe that 4% of admitted patients 
actually remained in the emergency department for four days or longer. Unfortunately, 
many EDs around the world are overcrowded on a daily basis (Cowan and Trzeciak,
2005; McCaig and Burt, 2004) and sometimes an ED stay can last up to eight hours because of crowding (Kowalczyk, 2007). According to this literature, it is very clear that overcrowding and long stays in emergency departments are a serious growing crisis in many countries throughout the world. Overcrowding in ED is multi-faceted and impacts on every aspect of emergency care.

Some hospitals try to alleviate the crowding by increasing additional capacity, staffing, or physical space. These extensive and generally costly approaches should not be tried until a hospital has fully evaluated and optimized the flow of patients though the ED and related units. Adding new capacity to an inefficient system may just create larger facilities that remain overcrowded. An efficient system assures maximum throughput and minimizes delays at each point along the delivery process, without any decline in the quality of care. Impaired patient-flow, on the other hand, results in bottlenecks that prolong delays for patients already in the process, as well as those awaiting entry into system.

There are a number of promising options that hospital administrators and policymakers have at their disposal to identify and resolve the problems that contribute to ED crowding and its consequences. Over the last few decades other industries have made use of a number of tools and techniques derived from engineering and operations research, which we collectively refer to as operations management. There are many operations management tools that could be applied to improve the management of the emergency department crowding crisis. Discrete-event simulation is a versatile tool among the modelling tools available to healthcare decision-makers that can assist in this endeavour.
Emergency departments are considered one of the most complex, interactive and dynamic systems to analyze. Similar to prescriptive models such as linear or nonlinear programming models, analytical models (queueing-models and Markov chains), which often rely on closed-form mathematical solutions, are very sensitive to the size, complexity and level of detail required by the system under study. Discrete-event simulation models, on the other hand, are much less sensitive to these parameters. The full power of simulation is realized when it is used to analyze dynamical systems with complex interactions among various components and processes (Law and Kelton, 2000). Therefore, discrete-event simulation is more suitable than analytical modelling solutions for complex systems like ED where the state of the system changes over time. Simulation models can provide a reasonable assessment of an ED’s efficiency, resource needs, utilizations and other performance measures as changes are made in the different system-settings.

In the literature, a number of researchers have shown simulation as a valuable modelling tool to model the emergency department in a hospital. Davies and Davies (1994) reported that since EDs are large, complex, and highly dynamic, it is obvious that discrete-event simulation tools are particularly suitable for modelling them. Miller et al. (2004) stated that simulation is a powerful tool for hospitals to understand how much impact each process-improvement will have on their facility. Kuljis et al. (2007) also assert that there are many potential uses of discrete-event simulation in healthcare areas, such as logistics; patient-pathway design, re-engineering, and management; scheduling and queue-management; and the reduction of waiting-times. Rakich et al. (1991) also state that simulation can assist hospital management to develop and enhance their decision-making skills when evaluating different operational alternatives in order to improve existing EDs or to assist in designing and planning new ones.
The literature in this section reveals that even though simulation is one of most suitable tools for modelling ED it is not used as a viable tool to overcome the overcrowding problem in EDs. Therefore, there is a need to find how simulation can be used to overcome the overcrowding problem in EDs. In addition to simulation there are many other non-simulation systems tools that can be used in ED and healthcare. The next section briefly describes the more suitable non-simulation techniques and their application in healthcare and EDs.

2.9 Other Tools and Techniques

Over the last few decades, numerous tools and techniques have been developed by industrial engineers and operations researchers to manage manufacturing and service operations. In the past two decades a variety of modelling and non-modelling techniques from manufacturing and service operations have been come to healthcare. From them, the researcher has chosen two modelling tools (Queuing theory and System Dynamics) and two non-modelling tools (Balance Scorecards, Lean and Six Sigma) to analyse the possibility of supporting the ED decision-making other than by the discrete-event simulation which is the main focus of this research. The following gives a brief description of these methods.

2.9.1 Queuing Theory

The literature on queuing theory goes back many decades and is included in the chapters of many text books (Taha, 2007 Bronson; Naadimuthu, 1997). Queuing theory is a mathematical modelling technique that is used to determine the capacity of services that are subject to variable demand over time. A queuing-model is based on the Poisson process and its companion exponential probability distribution with the underlying assumptions. It deals with problems that involve waiting (queuing) lines that form due
to the fact that resources are limited. It enables mathematical analysis of related processes, including arriving at the queue, waiting in the queue, and being served by the server(s) at the front of the queue. It also permits the derivation and calculation of several performance measures including the average waiting-time in the queue or the system, the expected number waiting or receiving service; and the probability of encountering the system in certain states, such as empty, full, having an available server or having to wait a certain time to be served.

Queuing theory has long been used for many decades in many industries such as banking and public transportation with the purpose of balancing customer service and resource limitations. Queuing theory models have had limited use in healthcare, but have been used to optimize scheduling and staffing in primary care, operating rooms, nursing homes, radiology departments and emergency departments (Gorunescu et al., 2002; Huang, 1995; Lucas et al., 2001; Murray and Berwick, 2003; Reinus et al., 2000; Siddharthan et al., 1996; McManus et al., 2004; Green et al., 2006).

2.9.2 System Dynamics

System dynamics (SD) is an analytical modelling methodology, the origins of which attributed to Forrester (1961) in his pioneering work on "industrial dynamics". Today, SD methodology is used beyond the industrial setting and has been applied in many different fields of study including health care (Dangerfield, 1999). System dynamics is defined as a methodology for mapping and then modelling the forces of change in any dynamically-complex system so that their influences on one another can be better understood, and the overall direction of the system can be better governed (Homer and Hirsch, 2006; Homer and Oliva, 2001). SD combines both qualitative and quantitative aspects and aims to enhance understanding of complex systems, to gain insights into system behavior. The qualitative aspect entails the construction of "causal maps" or
“influence diagrams” in which the system structure and the interrelations between the components of a system are explored. The quantitative aspect entails the development of a computer model in which flows of material or information around the system are modelled and bottlenecks identified. Such models can then be used in a “what if” mode to experiment with alternative configurations, flows, and resources. In the health care context, this entails modelling patient pathways, information flow, and resource use.

With nearly a 50 year history, SD modelling today is used productively in many fields of human endeavour (Roberts, 1999; Sterman, 2000). The span of applications has grown extensively and now encompasses work in corporate management (Repenning and Sterman, 2001); climate change (Sterman and Sweeney, 2002); urban development (Forrester, 1969); energy and global ecology (Meadows, 2004); human service delivery (Levin and Roberts, 1976); education (Saposnick, 2004); and more.

Since the 1970s, and increasingly today, innovative investigators have used SD modelling to better understand some of the problems that health leaders face (Milstein, 2006). Some significant examples include studies of healthcare problems such as healthcare reform (Hirsch et al., 2005); patient-flows (Lane et al., 2000; Wolstenholme, 1999); performance-assessment (McDonnell, et al., 2004); public health emergencies (Hirsch, 2004; Hoard et al., 2005); public health planning (Hirsch and Immediato, 1999; Homer and Milstein, 2004).

2.9.3 Balanced Scorecards

The Balanced Score Cards (BSC) is a strategic measurement and management system initially developed by Robert Kaplan and David Norton at the Harvard Business School (Kaplan and Norton, 1996). It is used extensively in business and industry, government, and non-profit organizations worldwide to align business activities to the vision and
strategy of the organization; and to improve internal and external communications, and monitor organization performance against strategic goals. It translates an organization's mission and strategy into a balanced set of integrated performance-measures.

The balanced scorecard has evolved from its early use as a simple performance measurement framework to a full strategic planning and management system. The "new" balanced scorecard transforms an organization's strategic plan from an attractive but passive document into the "marching orders" for the organization on a daily basis. It provides a framework that not only provides performance-measurements, but helps planners identify what should be done and measured. It enables executives to truly execute their strategies. The balanced scorecard suggests that it views the organization from four perspectives, and can develop metrics and collect data and analyze it relative to each of these perspectives: the Learning & Growth Perspective, the Business Process Perspective, the Customer Perspective and the Financial Perspective.

Tian and Bruce (2006) have analyzed 22 BSC in healthcare examples: 10 were from United States of America, 3 each from the United Kingdom and Sweden respectively, 2 each from Australia and New Zealand, and one each from Canada and Taiwan. According to this analysis, 17 of them were used as a strategic management tool and the rest were used as a performance management tool. Although many successful stories of using balanced scorecards have been reported in other industries and service organizations, little evidence of their application to hospitals has been reported (Chow and et al, 1998). Nevertheless, there is a strong consensus among prominent researchers from many countries about the need to use balanced scorecard reporting by healthcare providers (Forgione, 1998). Although the BSC has been applied successfully as a strategic management tool, there is also evidence of many failures. Neely and Bourne (2000) claim a failure rate of 70%. In healthcare, much of the literature relates
to how to apply BSC successfully (for example, Chow, Ganulin et al., 1998; Stewart and Bestor, 2000; Pink, Oliveira, 2001; Fitzpatrick, 2002; Shutt, 2003; Tarantino, 2003; and Radnor and Lovell, 2003).

2.9.4 The Lean and Six Sigma

Lean is an effective business improvement methodology that is commonly used in manufacturing (George, 2005, 2003). Lean principles come from the Japanese manufacturing industry. It started with Toyota in the 1950s and was developed by Womack and Jones (Womack, 1996). Lean means “using less to do more” by “determining the value of any given process by distinguishing value-added steps from non-value-added and eliminating waste so that ultimately every step adds value to the process” (Miller, 2005). It seeks to provide what the customer wants quickly, efficiently, and with little waste.

The goals of the Lean Business Improvement method are to make better business decisions through intimate knowledge about the customer, intimate knowledge about the process, with data and the right people involved. Waste is defined as work, time, or supplies used to provide a service that adds no value in the eyes of the customer. Waste can be in many forms: time, motion, transportation, inefficient work-flows, deficient supplies, re-work, handoffs, and process-variation. The core data in Lean are derived from process and work-flow maps that are “time-mapped” (measuring the time spent at each particular activity in the workflow) and then “time-value stream” mapped (defining if each particular activity in the workflow is value-added or non-value-added work in the eyes of the patient). These principles have been applied to hospital services delivery and have been reported to be highly successful in the ED setting and the inpatient setting in case-reports in peer-reviewed journals (Aldarrab, 2006; Fairbanks, 2007; de Koning et al., 2006; and Sunyog, 2004).
The Six Sigma method of business management also comes from Japanese manufacturing industry (Caldwell C. et al. 2005; and Brassard M. and Ritter D., 2002). Six Sigma was developed by Motorola in the late 1970s as a universal system to assess quality, produce quantifiable results, and establish quality goals (Harry and Schroeder, 1999). Six Sigma goes after specific opportunities to eliminate defects, to improve quality, and to reduce costs. The Six Sigma method recognizes that variability hinders the ability to deliver high quality service reliably. It tools associates with advanced, powerful statistics. Six Sigma involves data-driven decision-making, using all of the traditional tools of quality, a cadre of Six Sigma tools, all the tools of Lean, and, as routine, complex statistical analytical methods to find major solutions to big problems. Lean is now often a module within Six Sigma training programs.

Integrating Lean and Six Sigma creates a “Win-win” situation. A combination of both can provide the philosophy and the effective tools to solve problems and create rapid transformational improvement at lower cost. Potentially, this could increase productivity, improve quality, reduce costs, improve speed, create a safer environment for patients and staff and exceed customer expectations (Bevan et al., 2005). Therefore, these methods may have the potential to improve both the efficiency and quality of care-delivery systems.
2.10 Modelling-based Frameworks in Healthcare

As discussed in the above sub-chapters, simulation and other systems tools have been successfully used to address operational problems in Emergency Departments and Healthcare systems in general. However, in all the reported cases, modelling tools have been used to address specific issues in isolation. To date, no work has been reported on the development of a comprehensive and holistic framework which enables the use of modelling tools across all decision-making processes, from strategic to operational.

More recently, a collaborative project between Brunel, Cambridge, Southampton and Ulster universities, has identified the need for a comprehensive framework to embed and integrate modelling tools (Eldabi and Young, 2007b). These authors reported that the changing needs of Healthcare provision around the world are forcing service designers and decision-makers to adopt new tools in the design and evaluation of processes. (Reid et al. 2005) also reports the need for an integrated framework based on a partnership between engineers and Healthcare professionals. They suggest systems-engineering tools and information technologies have the potential of improving radically the quality and productivity of American Healthcare. Harper and Pitt (2004) also emphasised that careful thought should be given to selecting the appropriate modelling tools, and successful projects should be promoted to a wider Healthcare audience.

Although the above authors have identified the need for a comprehensive framework to embed modelling tools in the decision-making process, to date, no work has been done to develop such a framework. Therefore the proposed research work is timely and novel.
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2.11 Summary

In the past few decades a variety of modelling and non-modelling tools and techniques from manufacturing and service operations have been approached to the healthcare sector. Among them, discrete-event simulation is one of the most important tools available to engineers as well as to managers to analyze the behaviour of large, complex and dynamic systems. Although over the last thirty years a growing number of studies have used modelling and simulation in healthcare and emergency departments, simulation is still not widely accepted as a viable modelling tool in decision-making in health and emergency care systems. The emergency department is the most important, complex, and highly dynamic part of the health and emergency care system. Over the last two decades, the overcrowding and delay in the emergency department has become a growing, complex and serious problem in many developed countries with no easy solutions. Over nearly three decades, computer simulation also has been used to address the various problems in healthcare and emergency departments including overcrowding and long waiting-time problem. Most of the simulation studies in ED have used simulation to model specific hospital EDs for specific purposes with limited details. Only a few studies have attempted to develop a generic and flexible model for any hospital ED but they also focused on only limited issues in the overcrowding problem. Therefore, there is a great need to develop a holistic and embedded ED modelling and simulation study that provides a sufficiently comprehensive and detailed framework for the simulation-model builders in ED as well as for the Healthcare and ED Managers to overcome this overcrowding problem.
CHAPTER THREE

3. Research Methodology

The previous chapter presented the underlying theoretical concepts of this research. This chapter describes the research methodology adopted throughout this research. For any kind of research, the theory on which that research rests obviously becomes very relevant. However, there is not one single theory or methodology of research, but rather a set of theories and methodologies that have evolved over time. Therefore, there is no universal right or wrong choice of research methodology: it is always possible to argue for or against a particular theory of science based on one’s own subjective opinions. Therefore, it is necessary to justify the adopted research methodology to answer this particular research problem. This chapter attempts to explain the research approach and strategy including the type and methods of this research.

3.1 Research Approach

In research methodology literature, mainly there are two research approaches: the deductive approach (deduction) and the inductive approach (induction). The choice between the deductive or inductive research paradigms has been discussed by a number of authors (Cavaye, 1996; Hussey and Hussey, 1997; Saunders et al., 2006; Gilbert, 1993).

According to Gilbert, (1993) the process of working through a single case and observing a relationship, then observing the same relationship in several more cases and finally constructing a general theory to cover all the cases, is known as induction. It is the basic technique for moving from a set of observations to a theory and is illustrated in Figure 3.1. Induction is the dominant approach in social research. Once a theory has
been formulated, it can be used to explain. The process, starting with a theory and using it to explain particular observations, is known as deduction and illustrated it in Figure 3.2. Deduction takes the data about a particular case and applies the general theory in order to deduce an explanation for the data. The deductive approach is generally considered as scientific research. Hence, it is the dominant approach in the natural sciences, where the laws provide the basis of explanation and predict their occurrence. Thus induction is the technique for generating theories and deduction is the technique for applying them. Table 3.1 further distinguishes these two approaches.

![Figure 3.1 Induction Approach](image1)

![Figure 3.2 Deduction Approach](image2)
## Elements of the Deductive Approach

This approach:

- Involves an understanding of scientific principles
- Moves from theory to data
- Explains causal relationships between variables
- Generates and uses quantitative data
- Involves a highly structured approach
- Exhibits a high concern about generalization
- Encourages researcher independence in what is being researched
- Requires samples of sufficient size
- Involves common research strategies: experiments, surveys

## Elements of the Inductive Approach

This approach:

- Involves an understanding of humans' attachment to events
- Moves from data to theory
- Explains by understanding
- Generates and uses qualitative data
- Uses a more flexible structure to permit changes
- Exhibits less concern about generalization
- Involves the researcher as part of the research process
- Uses common research strategies: surveys, Grounded Theory, case studies, Action Research

<table>
<thead>
<tr>
<th>Elements of the Deductive Approach</th>
<th>Elements of the Inductive Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>This approach:</td>
<td>This approach:</td>
</tr>
<tr>
<td>o Involves an understanding of scientific principles</td>
<td>o Involves an understanding of humans' attachment to events</td>
</tr>
<tr>
<td>o Moves from theory to data</td>
<td>o Moves from data to theory</td>
</tr>
<tr>
<td>o Explains causal relationships between variables</td>
<td>o Explains by understanding</td>
</tr>
<tr>
<td>o Generates and uses quantitative data</td>
<td>o Generates and uses qualitative data</td>
</tr>
<tr>
<td>o Involves a highly structured approach</td>
<td>o Uses a more flexible structure to permit changes</td>
</tr>
<tr>
<td>o Exhibits a high concern about generalization</td>
<td>o Exhibits less concern about generalization</td>
</tr>
<tr>
<td>o Encourages researcher independence in what is being researched</td>
<td>o Involves the researcher as part of the research process</td>
</tr>
<tr>
<td>o Requires samples of sufficient size</td>
<td>o Uses common research strategies: surveys, Grounded Theory, case studies, Action Research</td>
</tr>
<tr>
<td>o Involves common research strategies: experiments, surveys</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1 Induction Approach versus Deduction Approach

However, Saunders et al. (2006) and Gilbert (1993) emphasize that a clear adoption of one approach to a particular research project is impossible in reality. They recommend that the combination of the two approaches to research is often advantageous. This research also required the adoption of both these approaches to achieve the multiple objective of the research. As explained above, deductive reasoning works from the more general to the more specific. The deductive approach is most suitable for the first part of this research. The first part of the research deals with existing theory to explain...
particular observations. The overcrowding in ED is an existing general theory. The first part of the research investigates and identifies the causes and effects of the overcrowding and accordingly develops a decisions-framework for the ED. That process is a deductive approach. The final part of the research attempts to identify the most suitable tool or set of tools for the ED decision-making to manage the overcrowding problem. This process is carried out by identifying and analysing many successful cases and applications to derive a general conclusion. This process moves from specific observations to broader generalizations. Thus it is an inductive approach. Therefore, both these approaches are used to achieve the aim of this research. The next section elaborates on the research strategies and methods used in this research.

3.2 Research Strategy

In the research methodology literature, many research strategies are described by different authors. The selecting of the appropriate research strategy or strategies depends on the purpose of the research. According to the purpose of research, there are three types of researches: exploratory, descriptive and explanatory (Saunders et al. 2006). An exploratory study is a valuable means of finding out 'what is happening; to seek new insights; to ask questions and to assess phenomena in a new light' (Robson, 2002). It is particularly useful if the researcher wishes to clarify the understanding of a problem, for instance, if the precise nature of the problem is unsure. Descriptive research, also known as statistical research, describes data and characteristics about the population or phenomenon being studied. It is necessary to have a clear picture of the phenomenon on which the researcher wishes to collect data prior to the collection of the data. This may be an extension of, or a forerunner to, a piece of exploratory research or, more often, a piece of explanatory research. The studies that establish causal relationships between variables may be termed explanatory research. The emphasis of
explanatory research is on studying a situation or a problem in order to explain the relationships between variables.

According to the nature and objectives of this research, the researcher believes the exploratory type study is more suitable for this research and the strategies of research are selected accordingly. Saunders et al. (2006) describe three principal ways of conducting exploratory research: a search of the literature; interviewing 'experts' in the subject; conducting focus group interviews.

According to Yin (2003) and Saunders et al (2006), there are many research strategies which can be used for exploratory, descriptive and explanatory research. The most common research strategies are:

- Experiment;
- Survey;
- Case Study;
- Action Research;
- Grounded Theory;
- Modelling;
- Ethnography;
- Archival Research.

Some of strategies clearly belong to the deductive approach, others to the inductive approach. However, allocating strategies to one approach or the other is often unduly simplistic. Saunders et al. (2006) emphasize that no research strategy is inherently superior or inferior to any other. Consequently, what is most important is not the label that is attached to a particular strategy, but whether it will be able to answer the particular research question and/or meet research objectives. So, the choice of research
strategy will be guided by research question(s) and objectives, the extent of existing knowledge, the amount of time and other resources which are available, as well as the researcher’s own philosophical underpinnings.

The goal of this research is to develop a modelling-based framework to overcome the overcrowding problem in Emergency Departments. To achieve this goal, the research has set multiple objectives as explained in Chapter One. Overcrowding in ED is a very complex interaction with people, facilities, technologies, processes and many other sub-systems. In order to address this problem, it is necessary to understand the overcrowding problem, ED operations and its decisions as well as the available tools and techniques. After studying all these factors it develops a holistic-level decisions-framework for ED and then identify the most suitable tool or set of tools to support each decision to overcome the overcrowding problem.

The nature of this research process is highly qualitative rather than quantitative. Qualitative research is a field of inquiry applicable to many disciplines and subject-matters. Qualitative researchers aim to gather an in-depth understanding of human behaviour and the reasons that govern such behaviour. The qualitative method investigates the why and how of decision-making, not just what, where, and when. Quantitative research is the systematic scientific investigation of quantitative properties and phenomena and their relationships (Wikipedia, 2009). The objective of quantitative research is to develop and employ mathematical models, theories and/or hypotheses pertaining to natural phenomena.

According to Patton (1990) qualitative research methods permit the evaluator to study selected issues in depth and detail. Approaching fieldwork without being constrained by predetermined categories of analysis contributes to the depth, openness, and detail of
qualitative inquiry. Qualitative research is multi-method in its focus, involving an interpretive, naturalistic approach to its subject-matter (Denzin and Lincoln 1998). This means that qualitative researchers study things in their natural settings, attempting to make sense of, or interpret, phenomena in terms of the meaning people bring to them. Qualitative research is interpretive, observational and historical; it involves the studied use and collection of a variety of empirical case-studies, personal experiences, in-depth interviews, visual texts that describe routine, problematic moments and meanings in individual's lives, and much more. In this context the researcher selected multiple strategies i.e. grounded theory, case study analysis, stakeholder interviews, and literature reviews to answer this research problem. The following describes these strategies in brief.

3.2.1 Grounded Theory

Grounded Theory is often thought as one of the best examples of the inductive approach and it can be used to explore a wide range of business and management issues (Saunders et al 2006). In Grounded Theory, data collection starts without formation of an initial theoretical framework. A theory is developed from analysis of data generated by a series of observations. Qualitative analysis on data gathered is conducted in a general sense in a less formalised or procedural way. Such a data-analysis leads to the generation of predictions that are then tested by further observations which may confirm, or otherwise, the predictions. This research involves well-established theories and practices in the discrete-event simulation and other alternative non-simulation techniques where facts and observations are well-recorded. Grounded Theory is not presentation of raw data. It is essential that the data collected are considered at a conceptual level in order to draw conclusions which contain theoretical insights. Therefore, Grounded Theory strategy is more justifiable for gathering data and
information in this research, as it makes provision for the researcher to compare the data and concepts used constantly to aid the process of developing the decision-framework in the context of this research.

3.2.2 Case-study Analysis

The case-study as a research strategy has been explored by a number of authors (Cavaye, 1996, Darke et al., 1998). Case-studies are defined in various ways and a standard does not exist. However, a definition may be compiled from a number of sources (Benbasat, 1987; Yin, 2003). Yin (2003), for example, defined a case-study as ‘an empirical inquiry that investigates a contemporary phenomenon within its real-life context’. Robson (2002) also defines a case-study as ‘a strategy for doing research which involves an empirical investigation of a particular contemporary phenomenon within its real-life context using multiple sources of evidence’.

The case-study approach is multi-faceted and may be applied and used in a number of different ways (Cavaye, 1996). Case studies can be undertaken from a positivist or interpretivist paradigm, may be deductive or inductive, may involve single or multiple cases using literal or theoretical replication and may use qualitative and quantitative data (Shanks and Parr, 2003). The case-study strategy will be of particular interest if the researcher wishes to gain a rich understanding of the context of the research and the processes being enacted (Morris and Wood, 1991). The case-study strategy also has considerable ability to generate answers to the question 'why?' as well as the 'what?' and 'how?' questions, although 'what?' and 'how?' questions tend to be more the concern of the survey strategy. For this reason the case-study strategy is most often used in explanatory and exploratory research.
This research uses multiple case-studies for its research purpose. To understand the complexity of the patient-flows in the emergency departments it studied the patient-flows of the Sheffield Children's Hospital as a single case study. It also uses a large number of published cases where simulation or other selected systems-tools have been successfully applied in Emergency Departments or any other similar healthcare operations from all over the world. These successful multiple cases in literature are analysed to justify the suitability of selected tools and techniques to support the given ED decisions in the framework developed in this research.

3.2.3 Stakeholder Interviews

An interview is a purposeful discussion between two or more people (Kahn and Cannell, 1957). Interviews can be used to gather valid and reliable data that are relevant to the research question(s) and objectives. According to Saunders et al. (2006), basically, there are three types of research interviews: structured, semi-structured and unstructured interviews.

Structured interviews are conducted using questionnaires based on a predetermined and identical set of questions. As structured interviews are used to collect quantifiable data, they are also referred to as 'quantitative research interviews'. Structured interviews are normally used in descriptive studies to identify general patterns. They are also used to gather data, which will then be the subject of quantitative analysis, for example as part of a survey strategy. Structured interviews may also be used in relation to an explanatory study, in a statistical sense.

In semi-structured interviews, the researcher has a list of themes and questions to be covered, although these may vary from interview to interview. This means that the interviewer may omit some questions in particular interviews, given a specific
organizational context that is encountered in relation to the research topic. The order of questions may also be varied depending on the flow of the conversation. Semi-structured interviews are used in explanatory studies in order to understand the relationships between variables, such as those revealed from a descriptive study. Semi-structured interviews may also be used in relation to an exploratory study.

Unstructured interviews are informal. Researchers use methods to explore in depth a general area in which they are interested. There is no predetermined list of questions to work through in this situation, although the researcher needs to have a clear idea about the aspect or aspects that he wants to explore. Normally, unstructured interviews are very helpful in an exploratory study, to 'find out what is happening and to seek new insights' (Robson, 2002). Unstructured interviews are used to gather data, which are normally analyzed qualitatively.

In this research, semi-structured and unstructured interviews were conducted as a method of some data and information collection in the ED decision-framework development process. The researcher conducted semi-structured interviews with the key informants in the selected hospitals in England. The hospitals were selected using a simple random sampling method. For convenience the researcher mainly selected three hospitals that were close to the researcher's living area. These three hospitals were Sheffield Northern General Hospital, Chesterfield Hospital, and Sheffield Children's Hospital. The researcher regularly visited the Emergency Departments of these hospitals and conducted semi-structured interviews with ED managers, nurse managers and ED consultants to get the relevant information and clarification at the various stages in the development of the ED decision-framework. The semi-structured interviews were also conducted with these key informants for the validation of the framework and the decisions selected for the framework. At the same time, in those visits the researcher
had an opportunity to conduct unstructured interviews with other stakeholders such as patients, doctors and nurses to get further information and a clear picture of the ED issues.

3.3 The Development of the Framework

The development of the modelling-based framework is spread throughout this research. Based on the analysis and findings through the above-mentioned research strategies, the researcher developed the framework to answer this research problem. In the first part of the research, the researcher attempted to get full awareness of the Emergency Department’s operations and its current issues. Then, the researcher analysed the overcrowding problem in ED and found the causes of the overcrowding problem. Based on the causes of the overcrowding problem, the researcher developed a two-dimensional decisions-frame to address this overcrowding problem. In the final part of this research, the researcher identifies best possible tools to support the decisions in this framework based on the successful cases and applications in healthcare. Taken as a whole, this work provides a comprehensive and holistic framework to ED managers and policymakers to overcome the overcrowding problem in EDs.

3.4 Summary

This chapter described the methodology adopted in this research including the research approaches and strategies as well as the research type and methods. The whole methodology and process of this research are depicted in Figure 3.2. The multiple objectives of this research required both deductive and inductive approaches. The researcher has chosen three research strategies to achieve the objectives of this research. Those strategies are: Grounded Theory, case-study analysis, and stakeholder interviews.
Figure 3.3 The Research Methodology and Process
4. An Overview of the Emergency Department in Hospitals

The previous chapter described the methodology adopted in this research. It is necessary to study the Emergency Department and its operations before attempting to address the research problem explained in Chapter One. Therefore, this chapter attempts to give an overview of the Emergency Department in hospitals and its operations. First, it gives a general introduction about emergency-care including the ED function, resources and processes. Then, it briefly describes the Emergency Departments in England. Finally, it studies the patients’ flow in the Emergency Department in Sheffield Children’s Hospital.

4.1 Emergency Department of Hospitals

Emergency-care encompasses the full continuum of services involved in emergency medical care, hospital-based Emergency Department and trauma care, on-call specialty care, and all other pre-hospital emergency medical services. The Commission for Healthcare Audit and Inspection (2008) uses the term ‘emergency care’ to describe the care provided by a number of important services; and this ranges from lifesaving treatment for people who suffer strokes, heart attacks or other serious medical conditions, to providing treatment and support to people with an urgent need for care or reassurance. The Emergency-care System refers to the organized delivery-system for emergency-care within a specified geographic area. The Emergency Department is the hub of the Emergency-care System.
The Emergency Department, sometimes termed the Emergency Room (ER), Emergency Ward (EW), Accident & Emergency (A&E) Department or Casualty Department is a department in a hospital that provides initial treatment to patients with a broad spectrum of illnesses and injuries, some of which may be life-threatening and require immediate attention. The abbreviation ER is generally used throughout the United States, while A&E is used in the UK including many Commonwealth nations. ED is preferred in Canada and Australia. In this research the abbreviation ED is used for Emergency Department throughout the research.

The Emergency Department is the dedicated area in a hospital that is organised and administered to provide a high standard of emergency-care to those in the community who perceive the need for, or are in need of, acute or urgent care, including hospital admission (Australasian College of Emergency Medicine, 2009). EDs must meet an uncertain demand from patients, some of whom can be treated within the Emergency Department, others of whom are admitted to the hospital for further treatment as inpatients. The performance of the EDs affects the patients they serve and also the rest of the Emergency-care System.

The emergence of the modern Emergency Department is a surprisingly recent development. According to The National Academy of Sciences (2006), prior to the 1960s Emergency Rooms were often poorly equipped, understaffed, unsupervised, and largely ignored. At that time in many hospitals in the US, the Emergency Room was a single room staffed by nurses and physicians with little or no training in the treatment of injuries (The National Academy of Sciences, 2006). Over four decades, the hospital Emergency Department has been transformed into a highly effective setting for urgent and lifesaving care, as well as a core provider of ambulatory care. An extraordinary range of capabilities converge in the ED: highly-trained emergency providers, the latest
imaging and therapeutic technologies, and highly-trained on-call specialists in almost any field are all available 24 hours a day, 7 days a week.

Increasingly Emergency Departments are organised in similar ways in the USA, Canada, Australia and New Zealand, but the systems in Europe are very different. The former have a specialty of Emergency Medicine and these specialists are the first contact for many patients presenting with emergencies to hospital. European systems rapidly triage patients to inpatient specialties for care and have a wider system of community facilities for those with less severe conditions. Britain has more similarities with the non-European systems except it has traditionally undertaken less extensive investigation of complex medical problems, although this is changing with time. The organisation of the whole Emergency-care System is different in all these countries. Therefore it can be difficult to extrapolate changes in one system to another system. But the purpose of ED is similar among all the countries. All EDs are primarily established to treat seriously ill and injured patients who require urgent attention. While not all Emergency Departments are organized in the same way, all EDs have unique characteristics. For example, the majority of visits to EDs are unexpected and unscheduled and involve immediate assessment. Most Emergency Departments are open 24 hours a day, and deal with patients of all ages and with all conditions, although there are some departments that see only children, or only adults, or only patients with eye-problems.

4.1.1 Areas and functions of ED

A typical Emergency Department has several different areas and functions for their services; each specializes in patients with particular severities or types of illness. The essential areas and functions of a modern ED are summarised below.
A patient arriving at the ED must first be registered into the hospital's information system at reception within a few minutes of arriving. After completing the registration, the patient is initially assessed by a triage nurse who makes an initial judgment of how rapidly emergency-care needs to be rendered. This process is done at the triage area and the process is sometimes called "triage," or sometimes called "initial assessment."

The resuscitation area is a key area of an Emergency Department. It requires adequate facilities but, more importantly, it requires direct supervision by experienced staff. It usually contains several individual resuscitation bays, usually with one specially equipped for paediatric resuscitation. Each bay is equipped with a defibrillator, airway equipment, oxygen, intravenous lines and fluids, and emergency drugs. Resuscitation areas also have ECG machines, and often limited X-ray facilities to perform chest and pelvis films.

The "majors" (major injuries) or general medical area is for stable patients who still need to be confined to bed. This area is often very busy, filled with many patients with a wide range of medical and surgical problems. Many will require further investigation and possible admission. The department needs enough space to cope with peaks in demand and enough staff to ensure patient-safety. The key to the proper function of this part of the department is the timely support of inpatient-teams in assessing patients referred for inpatient care and the ability of the hospital to move those patients needing admission.

Patients who are not in need of immediate treatment are sent to the "minors" (minor injuries) area. Such patients may still have been found to have significant problems, including fractures, dislocations, and lacerations requiring suturing. This is the highest patient volume area of the department. The staffing will depend on local circumstances;
EM doctors, GPs, Emergency Nurse Practitioners or Advanced Physiotherapy Practitioners work as part of a team in this service.

A paediatric area for the treatment of children has recently become standard, to dedicate separate waiting-areas and facilities for children. Approximately 40% of general EDs in England have separate facilities for children that are staffed 24 hours-a-day (Commission for Healthcare Audit and Inspection, 2005). 25% of patients attending a general ED in the UK are children (BAEM, 2007).

There is another essential part of the ED called the Clinical Decision Unit. It allows time for the assessment and investigation of those patients with more complex conditions. Such units allow the safe discharge of patients and outpatient-management of conditions that would in the past have required admission to hospital.

Some modern ED may also have a separately-streamed service for minor and rapidly treatable conditions, such as minor injuries. The fast track may be staffed by Emergency Nurse Practitioners, Physician-assistants and/or Physicians, and special consultation rooms are specifically designated for this purpose. This system allows for quicker treatment of patients who may otherwise be forced to wait for more pressing cases to be resolved. This part of the department may be called by several names e.g. Urgent Care Centre, Fast Track Unit, 'See and Treat' or Primary Care Suite depending on the countries or local emphasis.

### 4.1.2 Resources in EDs

The resources in Emergency Departments are of mainly two types; human resources and other physical resources like any other service. Emergency Departments must possess the staff and other resources necessary for the care of all individuals presenting to the department. Resources should exist in the department to accommodate each patient
from the time of arrival through all processes: assessment, evaluation, treatment, and disposition.

**Human Resources:**

Human resources are the most important factor in providing an appropriate, timely and clinically-effective service to patients in the ED. Staff in the ED are of mainly three types i.e. medical staff, nursing staff, and ancillary and other staff. Because of the unscheduled and episodic nature of health emergencies and acute illnesses, experienced and qualified medical, nursing, and ancillary personnel must be available 24 hours a day to provide the necessary care in the ED. The emergency medical staff, emergency nursing staff, and other additional medical team members are the core components of the emergency medical-care system and all the staff under each group are given in Table 4.1.

<table>
<thead>
<tr>
<th>Medical staffing</th>
<th>Nursing staff</th>
<th>Ancillary and other staff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consultants</td>
<td>Nurse Managers</td>
<td>Managers</td>
</tr>
<tr>
<td>Associate Specialists</td>
<td>Nurse Consultants</td>
<td>Receptionists</td>
</tr>
<tr>
<td>Staff Grades</td>
<td>Modern Matrons</td>
<td>Secretaries</td>
</tr>
<tr>
<td>Specialist registrars</td>
<td>Nurse Practitioners</td>
<td>Security</td>
</tr>
<tr>
<td>Other middle grades</td>
<td>NHS nurses (all grades)</td>
<td>Porters</td>
</tr>
<tr>
<td>SHOs</td>
<td>Nursing Students</td>
<td>Radiographers</td>
</tr>
<tr>
<td>PRHs</td>
<td>Agency Nurses</td>
<td>Physiotherapists</td>
</tr>
<tr>
<td>Medical Students.</td>
<td>Healthcare Assistants.</td>
<td>Occupational Therapists</td>
</tr>
</tbody>
</table>

Table 4.1 Staff in a typical Emergency Department
Physical Resources:

The ED is designed to provide a safe environment in which to render care; and to enable convenient access for all individuals who arrive for care. It also should be designed to protect, to the maximum extent reasonably possible consistent with medical necessity, the right of the patient to visual and auditory privacy. Physical resources used in EDs are of mainly three types; facilities, equipment and supplies, and pharmacological/therapeutic drugs. The facility for ancillary services such as radiological, imaging, and other diagnostic services and laboratory services must be available within a reasonable period of time for individuals who require these services. Equipment and supplies and necessary drugs must be of high quality and should be appropriate to the reasonable needs of all patients anticipated by the ED and immediately available in the facility at all times. The specific ancillary services and laboratory capabilities available and the timeliness of availability of these services for emergency patients in an individual hospital’s ED should be determined by the medical director of the ED in collaboration with the directors of the services and other appropriate individuals. A full list of equipment and supplies, pharmacological /therapeutic drugs, radiological, imaging, and other diagnostic services and laboratory capabilities in ED is given in Appendix 1.

4.1.3 ED Processes

The ED process has mainly four important components: Source of Arrival, Registration and Triage, Assessment and Treatment, and Disposition. These components are briefly described in following.

Source of Patients’ Arrival:

The patients arrive at the Emergency Department from different sources. Those sources are;
• self-referral
• emergency-ambulance
• referral by General Practitioner (GP)
• referral by other healthcare professionals (e.g. NHS Direct, Walk-in Centre)
• referral by other service providers (e.g. police, school).

What-ever the arrival source, all the patients need to be registered and attended to the triage-process except the very urgent cases arriving by ambulance.

**Registration and Triage:**

The registration is the very first and a simple process in ED, and it takes only a few minutes to register the patient on the hospital information system. After the registration, the patient is immediately attended to by the triage process. The triage process is a critical step in patient-throughput from the standpoint of both the quality of care and resource utilization. The idea of triage is to find out who can best deal with the patient and in which area of the department the patient can be dealt with, whether any treatment or investigations can be started, and whether the patient needs to be seen urgently. This process also allows the patient to be given pain-killers as soon as possible. Patients with life or limb-threatening conditions may bypass triage and be seen directly by a physician. Sometimes the patient can be treated on the spot, or directed to a more appropriate service. Patients are seen in order of medical urgency, not in order of arrival. Most Emergency Departments allocate each patient a “triage category,” which indicates in which order patients should be seen, not necessarily how serious the problem is. At some time or other, most EDs have used a 5-colour triage system: Blue, Green, Yellow, Orange and Red. In this system, Blue denotes the least severe cases and
Red are is real emergencies in which life is at risk (Manchester Triage Group et al, 2006).

Assessment and Treatment:

Once a patient has been effectively registered and triaged, the patient is moved to the next process and evaluated by an ED physician or nurse practitioner, who often orders a series of patient- and problem-specific diagnostic tests such as x-rays, electrocardiogram, and blood tests. In this process the patient may be moved into other areas in order to have certain tests done, particularly radiological and other imaging tests. The physician also decides that the patient needs to be seen by a specialist or that the evaluation should continue. Sometimes patients can be treated and discharged, and some will need to be admitted to hospital depending on the patient-acuity. Many Emergency Departments have their own wards to which patients can be admitted for short periods of observation or treatment. Depending on information obtained by continuous monitoring, a previously-chosen course of diagnostic testing or therapeutic intervention may need to be modified. Finally the decision is made as to whether the patient needs to be admitted to the hospital, or can be safely discharged home or transferred to another destination.

Disposition:

Disposition refers to the discharge of patients from the ED to the next phase of care as appropriate. The disposition of the patient is dependent on his/her condition and acuity level. The main dispositions from EDs are as follows.

- Discharge home;
- Discharge to another community facility;
- Referral to outpatient care;
- Admission to the patient’s own hospital (regular ward, ICU / HDU or theatres);
• Admission to another hospital;
• Mortuary.

4.2 Emergency Departments in the UK

The English National Health Service (NHS) is one of the largest healthcare systems in the world. Its annual budget is more than £70 billion and it employs 1.3 million staff. There are 202 major A&E departments in England that are open 24 hours a day. They have the resources to deal with all emergency cases and have access to a complete range of medical and surgical specialties. They are attended by more than 13 million people every year and range in size from 20,000 patients per annum to over 100,000 patients. A typical department is attended 60,000 patients per year, which translates into approximately 10 patients arriving per hour at the peak times between 9am and 7pm (Commission for Healthcare Audit and Inspection, 2005).

Most EDs are facing an inexorable rise in new-patient attendances. The national average increase in the UK is usually quoted as 2% per annum, although many centres have seen rises of over 10% in recent years (BAEM, 2005). The increased demand has not been matched by greater resources and the number of medical staff has been a particular problem. The Commission for Healthcare Audit and Inspection (2005) reported that the average percentage of vacancies for nurses in England is 8% and it rises to 16% in London.

Figure 4.1 shows the patient-flow through a typical Emergency Department in England. In this flow the patients arrive at the ED by two modes: by walking in or by ambulance. In a typical Emergency Department the largest group is those who make their own way and walk in. Approximately 20% of patients are brought in by ambulance, either referred by their GP or following an emergency call (Commission for Healthcare Audit
and Inspection, 2005). In some emergency cases, patients coming in by ambulance bypass ED and go straight to an assessment unit or ward, but in other cases they will still go through ED.

Figure 4.1 Patient-flows Through a Typical Emergency Department
(Commission for Healthcare Audit and Inspection, 2005)

The patients receive an initial assessment or triage, before being seen by a doctor or Emergency Nurse Practitioner who can diagnose their condition and treat them. The flow of the patient is dependent very much on the condition of the patient. Most patients are investigated, treated and discharged. Approximately 20% of patients are assessed as needing further treatment and admission i.e. they leave for a hospital inpatient bed or, in some cases, a medical assessment unit for further investigation. If a patient needs
further observation in ED, s/he may be admitted to a ward under the care of an ED consultant. A few, perhaps up to 5%, are transferred to another hospital, usually because they require access to more specialist facilities (Commission for Healthcare Audit and Inspection, 2005). The patient needs to wait before each process in ED until his turn. Figure 4.1 shows two principal time-intervals that have most impact on patients: they are the initial wait to see a doctor or Emergency Nurse Practitioner, and the total time spent in the department before admission, transfer or discharge.

In England, the government has specified that 98% of patients should be seen, treated and either admitted or discharged within 4 hours of arriving in the Emergency Department. The Department of Health in England has analysed breaches of the four hour waiting-time with three groups of patients and the summary is given in Table 4.2. While the great majority of patients with minor injuries or illnesses were dealt with in less than four hours, 23% of patients who had more serious conditions or required admission stayed in the ED for longer than four hours. These data reveal that the government target on waiting-times and delays is still not being achieved and further studies are needed to improve the delays in the Emergency Department.

<table>
<thead>
<tr>
<th>Type of Patient</th>
<th>Proportion of Total Attendees (%)</th>
<th>Waiting More Than Four Hours (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minor</td>
<td>57</td>
<td>2</td>
</tr>
<tr>
<td>Major not admitted</td>
<td>23</td>
<td>7.5</td>
</tr>
<tr>
<td>Admitted to hospital</td>
<td>20</td>
<td>23</td>
</tr>
</tbody>
</table>

Table 4.2 Patient-attendance and Waiting More Than Four Hours in England (Department of Health, 2004)
4.3 The ED in Sheffield Children’s Hospital

As a case study the researcher studied the patients flow in the Emergency Department of Sheffield Children's Hospital to get the further knowledge about the ED process and patients' flows. Sheffield Children's Hospital is one of only eight specialist children's hospitals in the UK and represents a unique combination of facilities, expertise and understanding. The hospital provides specialist care for the children up to 16 years old within the primary catchment area being the North Trent region, but it also has some patients referred from all over the country. More than 40,000 patients attend at the Accident and Emergency Department and nearly 9,000 children are admitted into hospital as emergency every year.

The researcher analysed nearly 43000 patients’ attendance-data at this Emergency Department in the year 2005 using the Minitab statistical package. The annual attendance of patients at Sheffield Children’s Hospital’s Emergency Department also continually increases showing the UK national trend as well as the trend in many other developed countries. The figure 4.2 shows the annual trend of attendance from 1999 to 2005.

Patients arriving at this Emergency Department also mainly use two arrival-modes i.e. their own transport or the ambulance service. 92 % of patients of this ED use their own transport, and nearly 8% of patients use an ambulance to arrive at the Emergency Department. The other important finding of this arrival-data analysis is that more than 98% of patients are self-referred patients while only 2% of patients are referred by GPs or all other healthcare services.
Figure 4.2 Annual Attendance at Sheffield Children’s Hospital (2000-2005)

Since the number of patient-arrivals is beyond the control of the Emergency Department, the ED manager needs to adjust the system and operations according to the arrival of patients. Therefore, analysis of the patient-arrivals is a very important part of the ED management. The ED arrivals are varied according to time: mainly the season, the day of the week and the hour of the day etc. The arrival of patients at the Emergency Department of Sheffield Children’s Hospital is carefully analysed in this section. Figure 4.3 shows the hourly arrivals-patterns of this ED by the day of the week in the year 2005.

Even though Figure 4.3 shows a similar pattern of the hourly arrivals of patients between the days of the week, the researcher further conducted the Paired T-test using the Minitab software-package to test the hypothesis "there are no differences of hourly arrivals-patterns between the days of the week". The results of this analysis and Minitab outputs are given in Appendix 2. According to this analysis there is no significant difference of hourly arrival patterns between Sundays and Mondays, Tuesdays and Wednesdays, and Thursdays and Fridays. In other words, there is a similar pattern of
arrivals in between these pairs of days. It also reveals that there are significant differences of the arrivals between the other days of the week. It means there is no similar pattern of arrivals between the other days of the week.

**Hourly Patient-arrivals on Days of the Week (2005)**
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**Figure 4.3** Hourly Patient-arrivals on the Days of the Week in 2005

The researcher also conducted a Paired T-test to compare the significant differences of the daily patient-arrivals between the months of the year to check the seasonal variation of the arrivals. The Minitab output and the test-results of this analysis are given in Appendix 3. The test-results reveal that there are significant differences of arrivals-patterns between the months February and March, April and May, May and June, July and August, and August and September. The analysis also reveals that there are similarities of the arrivals of patients between the months January and February, March and April, June and July, September and October, October and November, November and December, and December and January.
Another important uncontrollable factor in the Emergency Department is the acuity-level of the patients. Sheffield Children's Hospital also uses the 5-colour triage system: Blue, Green, Yellow, Orange and Red like most Emergency Departments in the U.K. These colours are assigned according to the acuity-level of the patients. In this, Blue is the least severe cases and Red is real emergencies in which life is at risk. Since the patient-flow through the ED is dependent on the acuity-level or triage-code of the patients, it is necessary to analyse the arrivals according to the triage-code of the patients. Annual patient-arrivals at the ED in Sheffield Children's Hospital are given in Table 4.3. It shows nearly 93% of arrivals are DD (Green) category patients without immediate danger or distress.

<table>
<thead>
<tr>
<th>Triage Code</th>
<th>No of patients</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red (AA)</td>
<td>48</td>
<td>0.1</td>
</tr>
<tr>
<td>Orange (BB)</td>
<td>151</td>
<td>0.4</td>
</tr>
<tr>
<td>Yellow (CC)</td>
<td>2522</td>
<td>6.2</td>
</tr>
<tr>
<td>Green (DD)</td>
<td>37523</td>
<td>92.9</td>
</tr>
<tr>
<td>Blue (EE)</td>
<td>150</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 4.3 Patient-arrivals by Triage-category (2005)

All the patients arriving at the Emergency Department must register on the hospital information-system and then are attended to via the triage-process except for some urgent patients who come by ambulance and may bypass registration and triage (registration and triage are done for these patients en-route to the Emergency Department). The patients mainly go through six processes; registration, triage, examination by physician, lab test/x-ray, examination by specialist and treatment depending on the individual patient's triage-category. The patient-process flow through this Emergency Department was mapped using a flow-diagram and shown in figure 4.4.
Figure 4.4 Patients Process Flow in the Emergency Department
4.4 Summary

This chapter attempted to give an overview of the Emergency Department and its operation in hospitals. It described the comprehensive nature of the emergency-care and Emergency Department operations including the ED function, resources and processes. It also discussed the current practices in Emergency Departments in England including patient-flows and waiting-time practices. Finally it studied the patients flow in the Emergency Department of Sheffield Children's Hospital to get the further knowledge about the ED process and patients' flows. The next chapter of this thesis will analyse the overcrowding problem in Emergency Departments.
CHAPTER FIVE

5. The Overcrowding Problem in Emergency Departments

As explained in Chapter 2.8, overcrowding with its concomitant delays is the most important, growing, complex problem to solve in Emergency Departments. A large number of studies have been published concerning the international problem of overcrowding, waits and delays in EDs. It is very important to analyse this overcrowding problem before the development of the decisions-framework to overcome the problem. This chapter discusses and analyse the overcrowding problem within the context of this research, including the definitions, causes, and consequences of the overcrowding as well as the current solutions which have been taken to overcome the problem.

5.1 Definitions of Overcrowding

The concept of overcrowding in ED is described using many terms including “overcrowding”, “crowding”, “congestion”, “delay”, and “waiting” with the same meaning in different studies. There is not a universally-held standard definition for the overcrowding problem in Emergency Departments. Therefore the measures of overcrowding and waits vary in different countries making it difficult to compare this problem. Various studies have developed definitions of overcrowding, but in its simplest form, it exists when there is an excess demand for an Emergency Department. This mismatch between the demand and supply of ED service affects the ability of Emergency Departments to deliver effective care, and the whole hospital care-system.
The American College of Emergency Physicians describes ED overcrowding as “A situation in which the identified need for emergency services outstrips available resources in that ED. This situation occurs in hospital EDs, when there are more patients than staff and ED treatment beds; and when wait- times exceed a reasonable period. Overcrowding typically involves patients being monitored in non-treatment areas and awaiting ED treatment beds or inpatient beds. Overcrowding may also involve an inability to appropriately triage patients, with large numbers of patients of any triage assessment category in the ED waiting-area.” (Overcrowding Resources, 2002).

The Canadian Association of Emergency Physicians and the National Emergency Nurses Affiliation, (2003) defines EDC as a “situation in which the demand for emergency services exceeds the ability of a department to provide quality care within acceptable time-frames”.

Internationally a variety of definitions are used for overcrowding, and in England the issue is referred to as excessive wait rather than overcrowding. The NHS Plan (Department of Health, 2000) has defined an excessive wait as more than four hours total time in the Emergency Department (measured from the time a patient arrives until they leave the Emergency Department).

Some have described overcrowding on the basis of excessive waiting-times to see an ED physician or based on treatment-time delays in the ED. Others have based the definition on delays in the movement of admitted ED patients to inpatient beds. For some, the definition is based on the number of patients versus the number of available ED treatment beds, or the forced use of the ED hallway to care for or hold ED patients. Others have attempted to define overcrowding on the basis of an assessment of patient
acuity in the ED in relation to staffing resources. Some link ED overcrowding to the need to divert incoming ambulance transports (Gordon et al., 2001).

In addition to above there are a number of commonly-held definitions for overcrowding including patients placed in hallways; all ED beds occupied for more than 6 hours per day; a full ED waiting-room for 6 hours or more per day; physicians feeling rushed for 6 hours or more per day; and the number of acutely-ill patients who wait more than 60 minutes to see a physician (Derlet, 2001, Richards, 2001). In the literature, there are no easy definitions or formulas to determine when an ED is overcrowded to an unsafe level. From the above definitions, overcrowding can be interpreted as a phenomenon that involves the interaction of the demand and supply in the Emergency Department.

5.2 The Consequences of Overcrowding

ED overcrowding could potentially affect anyone who suffers unexpected severe illness or injury requiring time-sensitive emergency treatment. A wealth of research demonstrates the severe consequences of Emergency Department overcrowding on patients and staff. The findings are the following:

- **An Increased Number of Medical Errors**

Patient safety is at risk in overcrowded EDs because of the delays in provision of care, intensity of decision-making, pressure to move patients quickly through the system, and providing care in less than desirable places such as hallways and waiting areas (Canadian Association of Emergency Physicians Working Group, 2002). One report linked ED overcrowding to delays in identification and treatment of time-sensitive conditions such as acute myocardial infarction, acute stroke, acute surgical emergencies,
and severe sepsis. At least one of these cases of delayed treatment resulted in an unexpected death (Derlet and Richards, 2002).

A number of articles have documented the increase in medical errors associated with boarding and overcrowding (Weissman et al, 2007). Many of these are errors of omission and not commission since the emergency staff must simultaneously care for inpatients and focus on the new emergencies coming in the door (Cowan and Trzeciak, Clinical Review, 2005). According to the Joint Commission, 50% of sentinel events causing serious injury or death occur in the Emergency Department and approximately one third of these are related to overcrowding (Joint Commission, 2002).

Derlet et al. (2002) conducted a national random survey of 575 ED directors in 1998–1999 regarding the definition and extent of ED overcrowding and factors associated with it; and they reported one third of the directors said that patients had experienced poor outcomes as a result of overcrowding. Wilper et al. (2008) and Burt &d McCaig (2006) also argue that, as a symptom of this overcrowding, wait-times are increased, and the quality and speed of care are diminished. A study of patients with acute appendicitis showed that those who had an emergency physician delay or a delay in the surgeon performing the operation had a worse outcome (Chung et al., 2000).

- **Prolonged Pain and Suffering**

This is a critical problem, because many illnesses are time-dependent and early intervention gives rise to better outcomes. The Centres for Disease Control and Prevention (CDC) in the USA found that more than 10% of patients judged by the triage nurse to be critical waited more than 1 hour to see a physician in the Emergency Department (QuickStats, 2006). Late diagnoses might be too late, with permanent consequences of disability or death (Pines, 2006). During times of overcrowding,
patients may experience prolonged pain and suffering unnecessarily because the Emergency Department staff are too busy to attend to them (Derlet and Richards, 2000).

- **A Higher Rate of Patient-deaths**

Several recent studies have compared mortality rates in patients seeking emergency care during times of overcrowding versus times of no overcrowding and concluded that the rate of death is higher during times of overcrowding (Lie et al., 2005; Sprivulis et al., 2005; Richardson, 2006). According to JCAHO (2003) a review of sentinel events has attributed patient-deaths to delays in patient-care. Delay in treatment is the most common type of sentinel event (46.2%) listed for hospital Emergency Departments. In a sentinel event alert, JCAHO (2002) reported 52 patient-deaths and EDC was cited in 31% of the cases. A quantitative study (Miro et al., 1999) also described an increase in patient-mortality with EDC in Spain.

- **An Adverse Effect on Patient-satisfaction**

Patient-satisfaction is an indicator of timely and quality care. Patients have expressed dissatisfaction with delays in treatment and delays in admission (Sun, Adams & Burstin, 2001; Sun et al., 2000; Taylor, Wolfe & Cameron, 2002). Trout et al. (2000) performed a literature review to identify factors associated with overall patient-satisfaction following attendance at Emergency Departments. They found 16 studies relating satisfaction to service and patient factors. Perceived waiting-time was consistently associated with overall satisfaction but little is known of the relationship between actual waits and satisfaction. Taylor and Benger, (2004) also reported that waiting-times in Emergency Departments have been a key determinant of patient-satisfaction. However, Sun et al. (2000) found that perception of wait-time led to more dissatisfaction than the actual length of stay or time waiting to be seen by a physician.
• An Increase in Numbers of Patients Leaving Before Treatment

The dissatisfaction of patients is reflected in an increasing number of patients who leave without being seen. In some cases, patients decide not to endure the long wait and simply leave without having received evaluation or treatment. According to Pexton (2003) an average of 1.5% of all Emergency Department patients in the USA left before being seen by a physician in 2001, while this number may be 8 to 10% (or higher) in high-volume Emergency Departments.

Weiss, Ernst and Nick, (2005) found the longer patients wait, the greater the likelihood they will leave prior to receiving care. Kyriacou et al., (1999) also have shown that waiting-time is related to the proportion of patients who leave prior to receiving care. The consequence of this is the potential for minor medical problems to become more serious from delay in care. According to Richardson and Bryant, (2004) a number of these walkouts before treatment subsequently require admission to hospital.

• Violence

ED overcrowding and delays have also been associated with adverse outcomes (Derlet and Richards, 2000). A systematic review of violence in Emergency Departments demonstrated the association between increased violence against staff and longer waiting-times (Stirling et al, 2001).

• An Adverse Effect on Staff

Overcrowding adversely affects healthcare professionals. The many causes of overcrowding have had a negative effect on medical staff productivity and satisfaction. Emergency physicians have attempted to fill in the gaps, as they must stretch their
ability to see many patients at the same time. At a certain limit of patients, productivity declines and patient-care is compromised (Derlet and Richards, 2000).

- Ambulance Diversion

This is a dramatic consequence of overcrowding. Although an ambulance with a patient is indeed near a particular hospital, it may have to be diverted to a hospital far away, because the initial ED was full. This is called 'Ambulance Diversion' from the overcrowded hospital. This leads to higher mortality-rates for those diverted patients (Brewer 2002; Richardson, 2006). According to the CDC in USA, approximately 50% of Emergency Departments experience overcrowding, and one third of hospitals have experienced Ambulance Diversion (Burt and McCaig, 2003). When one hospital is 'on diversion', others have to take the overflow patients. Before long, the other hospitals might need to go ‘on diversion’ as well. This situation is referred to as "diversion override," and this occurs when all EDs in an area have called for diversion but are forced to re-open, even though they are operating at, or exceeding, capacity. Overcrowding and Ambulance Diversion have raised alarm regarding the ability of the healthcare system to respond to catastrophe (Minority Staff Special Investigations Division, 2001).

- Increase Costs

The overcrowding of EDs with inpatients results in an increased average inpatient length-of-stay, which leads to increased costs per patient. Bayley et al. (2002) estimated the cost in America as $190 per patient waiting more than three hours. Overcrowding increases medical negligence claims, which increases healthcare costs for everyone. Increased average inpatient length-of-stay caused by overcrowding of the Emergency
Department has been shown to result in increased costs per patient (Krochmal and Riley, 1994).

<table>
<thead>
<tr>
<th>Consequences of Overcrowding</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>An increase in medical errors.</td>
<td>Derlet and Richards, 2002; CEPWG, 2002; Weissman et al., 2007; Cowan, Trzeciak, and Clinical Review, 2005; Joint Commission, 2002; Derlet et al., 2002; Chung et al., 2000; Wilper et al., 2008; Burt and McCaig, 2006.</td>
</tr>
<tr>
<td>Increased number of patient-deaths.</td>
<td>Lie et al., 2005; Sprivulis et al., 2005; Richardson, 2006; JCAHO, 2003; JCAHO, 2002.</td>
</tr>
<tr>
<td>An increase in patients leaving before treatment.</td>
<td>Asplin et al., 2002; and Brown, 2002; Richardson and Bryant, 2004; Pexton 2003; Miro et al., 1999.</td>
</tr>
<tr>
<td>Violence.</td>
<td>Brown, 2002; Dunn, 2003; Schull et al., 2003; Derlet and Richards, 2000; Stirling et al., 2001.</td>
</tr>
<tr>
<td>Effects on Staff.</td>
<td>Derlet and Richards, 2000</td>
</tr>
<tr>
<td>Ambulance Diversion</td>
<td>Schull et al., 2003; Brewer 2002; Richardson, 2006; Burt and McCaig 2003; Burt, McCaig and, Valverde, 2002; Minority Staff Special Investigations Division, 2001; Brown, 2002.</td>
</tr>
<tr>
<td>Increased Costs</td>
<td>Krochmal and Riley, 1994; Bayley et al., 2002.</td>
</tr>
</tbody>
</table>

Table 5.1 The Consequences of Crowding in ED and References
5.3 The Causes of Crowding

The causes for emergency department crowding are numerous and interrelated. However it is a symptom of the overall crisis in a healthcare system. The crowding in emergency department is an emergency care system problem not just an ED problem (Emergency Medicine Practice Subcommittee on Crowding, 2004). Many studies have considered the causes of crowding and wait using a wide variety of techniques. The different studies indicate that causes of crowding vary between hospitals and may be multi factorial. The most of the literature in the area of crowding and waits in the emergency departments is mainly anecdotal and tends to focus on assessing the extent of the situation or giving ‘expert’ opinion on causes and possible solutions.

American Academy of Pediatrics (2004) has listed the 18 causes of overcrowding in emergency department. These causes are:

- Increased ED patient volumes
- Increased ED patient acuity
- Increased complexity of diseases and associated evaluations
- Lack of inpatient hospital beds and related resources
- Nursing shortage
- Physician shortage
- On-call physician/consultant availability
- Insufficient physical plant space for the ED
- Ancillary service (e.g. lab, radiology) delays
- Reduced access to primary care services
- Reduced access to subspecialty care services
- Difficulty in arranging follow-up care
• Language and cultural barriers
• Medical record documentation requirements
• Medical liability issues
• Managed care issues
• Uninsured and underinsured patients
• Inadequate funding for emergency services

Gordon and Asplin (2004) also have listed the factors contributing to delays in ED throughput (from arrival to disposition) and the non-exhaustive list includes the following:

• Staffing (physician, resident, nurse)
• Available treatment areas (acute care beds, fast track)
• Arrival mode (car, ambulance, police)
• Ancillary throughput (laboratory, radiology)
• Arrival rate
• Patient acuity
• Hospital inpatient census (behavioral health, intensive care unit, telemetry)
• Housekeeping availability
• Major resources (operating room, catheterization laboratory)
• Time (season, day of week, holiday).

The NHS conducted a survey on waiting time of emergency departments in the UK (British Medical Association, 2005). They distributed a postal questionnaire among all A&E departments in January 2005 and received a response from 80 percent of departments (163/205). Forty eight percent of departments (78/163) have said they did
not meet the four hour target for the period ending 31 December 2004. The main reasons for not reaching four hour waiting target are summarised in Table 5.2.

<table>
<thead>
<tr>
<th>Causes of delay</th>
<th>Major Reason</th>
<th>Minor Reason</th>
<th>No Effect</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not enough in-patient beds</td>
<td>69 (90%)</td>
<td>8 (10%)</td>
<td>-</td>
<td>77</td>
</tr>
<tr>
<td>Delayed discharges</td>
<td>60 (80%)</td>
<td>15 (20%)</td>
<td>-</td>
<td>75</td>
</tr>
<tr>
<td>Delay in accessing specialist opinion</td>
<td>41 (57%)</td>
<td>29 (40%)</td>
<td>2 (3%)</td>
<td>72</td>
</tr>
<tr>
<td>Not enough middle grade doctors</td>
<td>31 (46%)</td>
<td>28 (42%)</td>
<td>8 (10%)</td>
<td>67</td>
</tr>
<tr>
<td>Not enough nurses</td>
<td>31 (49%)</td>
<td>26 (41%)</td>
<td>6 (10%)</td>
<td>63</td>
</tr>
<tr>
<td>Department too small</td>
<td>22 (36%)</td>
<td>19 (31%)</td>
<td>21 (34%)</td>
<td>62</td>
</tr>
<tr>
<td>Delay in accessing diagnostic services</td>
<td>21 (30%)</td>
<td>41 (59%)</td>
<td>7 (10%)</td>
<td>69</td>
</tr>
<tr>
<td>Not enough SHOs</td>
<td>13 (22%)</td>
<td>30 (50%)</td>
<td>17 (28%)</td>
<td>60</td>
</tr>
<tr>
<td>Not enough consultants</td>
<td>16 (24%)</td>
<td>38 (56%)</td>
<td>14 (21%)</td>
<td>68</td>
</tr>
</tbody>
</table>

Table 5.2 Reasons for not reaching the four hour waiting target in the UK (British Medical Association, 2005)

In addition to above studies, many more studies have discussed the causes of crowding in ED in literature of healthcare (Bradley, 2005). Although the relative importance of factors may vary in different countries and communities, the researcher indentified five main sources of ED overcrowding with the opinions of the selected ED managers in England and those five sources are discussed separately as follows.

1) Demand for ED care
2) Inefficient ED process and policies
3) Shortage of Staff
4) Insufficient facility, resource and technology
5) Factors beyond the ED and hospital
5.3.1 Demand for ED Care

The increasing of the patients demand in ED and the reduction of the number of EDs increases the overcrowding problem. ACEP (2002) reported that the number of annual ED visits between 1992 and 1999 in the US increased by 14 percent, from 89.8 million to 103 million and during the same time, nearly 10 percent of the general acute care hospitals were closed. The same report estimated the increase in the average daily ED census, amounting to 35,000 additional patients per day for all of the EDs in the US in 1999, as compared to 1992. Nawar, Niska and Xu (2005) also showed that the annual number of ED visits in the US from 1995 through 2005 increased nearly 20% from 96.5 million to 115.3 million and the number of hospital EDs decreased nearly 10% in the same period. According to the Figure 5.1, emergency department visits between 1994 and 2004 have increased by 26%, while the number of EDs has decreased by 9% and hospitals have closed 198,000 beds in the United State (Kellerman, 2006). Ostensibly, it would explain the observed overcrowding in EDs. In addition to above, six more studies have identified the increasing demand in ED as a reason for increasing ED crowding (Derlet et al., 2001, Fatovich & Hirsch, 2003, Kyriacou et al., 1999, McManus, 2001, Reeder et al., 2002 and The Lewin Group, 2002).

According to ACEP (2002) the increasing of the complexity of medical problems in ED patients also related with crowding problem. Lambe et al. (2002) reported a 59% increase in critically ill patients attended to California EDs from 1990 to 1999. The increasing severity of illness among ED patients has been attributed to age shifts in the population and a higher prevalence of patients with severe chronic medical conditions. Lambe et al. (2002) further explained that an aging population and an increasing prevalence of high complexity medical problems have increased the severity of illness among ED patients, and this has become an important determinant of ED overcrowding.
Derlet et al. (2001), General Accounting Office (2003), Moroney (2002) and Reeder et al. (2002) also have identified that high acuity and complexity of diseases increase the ED crowding. Seasonal variation (e.g. season, holiday, day of week) is also a primary factor for increasing crowding in ED (Gordon and Asplin 2004). Some studies have found Language and cultural barriers also affected the crowding in ED (Derlet & Richards, 2000 and Moroney, 2002).

Figure 5.1  Trends in EDs in the United States, 1994–2004 (Kellermann, 2006)

5.3.2 Inefficient ED Process and Policies

A delay in the process of Emergency Departments and ancillary services affects the ability to move patients safely and efficiently through the system. Some studies have indentified delay in diagnostics as one of main reasons for overcrowding in EDs (Schull et al., 2001a; Derlet et al., 2000; Andersson and Karlberg, 2001; Schumacher Group, 2002; Fletcher et al., 2004). Estey et al. (2003) reported that slow throughput of patients is one reason for overcrowding in EDs. Inpatient boarding for admission to
hospital is a common reason for overcrowding in EDs and many studies have found it as one of the major reasons for overcrowding (Asplin et al., 2002; Cameron et al., 2002; Dunn, 2003; Fatovich & Hirsch, 2003; Forster et al., 2003; Richardson, 2002; and Schull et al., 2003). A study of England Accident and Emergency Trusts found a strong correlation between ED treatment-time and hospital occupancy (Cooke et al., 2004).

Bottlenecks in laboratory, radiology, respiratory therapy and other ancillary services often contribute to ED delays and a number of studies have measured their impact on overall operational efficiency. There are many studies that have identified delays in ancillary services as a main reason for overcrowding (Derlet, 1992; Derlet et al., 2001; Estey et al., 2003; General Accounting Office, 2003; and McManus, 2001). The availability and use of more complex technology often requires more time, attention, and patient-management than in the past. Frequently, the use of such technology, which is often shared with hospital inpatients, requires waiting time for availability that further reduces the EDs' ability to supply other services. Two studies have identified that the increasing medical record documentation requirements also affect the overcrowding problem in EDs (Schumacher Group, 2002 and Derlet & Richards, 2000).

5.3.3 Shortage of Staff

The shortage of healthcare professionals is one of most obvious factors in the current overcrowding crisis. Many researchers have identified the major contributors to the problem of overcrowding as a growing shortage of healthcare professionals. Shortage of medical staff with expanding demand have dramatically increased the workloads of the remaining workers and created an undesirable work-environment. A point-prevalence study of overcrowding in United State found that the average nurse was caring for 4 patients simultaneously, and the average physician was caring for 10 patients simultaneously (Schneider et al., 2003).
According to the American Academy of Pediatrics (2004), among all the supply-shortages in healthcare professional groups in the USA, the greatest deficiency is found within the ranks of registered nurses. It further reported that experienced ED nurses are truly the backbone of emergency care and there is a deficiency of such nurses, with vacancy-rates in some states as high as 18%. Some studies suggest that the nursing shortage is a primary contributing factor for ED overcrowding (Derlet and Richards, 2002; Richards, 2000; The American College of Emergency Physicians, 2002; Lambe et al., 2003; and Estey et al., 2003). Moorchead et al. (1999) found that real shortages in the supply of residency-trained emergency physicians and subspecialty-trained pediatric emergency physicians lead to increase overcrowding problems in the USA. A BMA survey of A&E waiting-times, (2005) also reported that one of the main reasons for not reaching four-hour waiting-targets in the UK is that there are not enough middle-grade doctors and nurses. A study in California showed that lower staffing levels of physicians and triage nurses predisposed patients to wait longer for care (Lambe, et al., 2003).

Many hospitals anecdotally reported a shortage of on-call specialists. Both the California Medical Association and the Arizona College of Emergency Physicians have issued reports identifying this as a critical problem (California Medical Association, 2001). Lambe (2003) reported that 33% of waiting-time in California EDs was related to patients waiting to see on-call physicians. When patients wait a long time to see on-call specialists, they occupy ED beds and reduce the remaining treatment-capacity.

Another notable problem that threatens the viability of the emergency-care system and leads to overcrowding is the decreasing number of medical and surgical subspecialists who are willing or available to provide consultative backup to the ED (Asplin and Knopp, 2001; Johnson, Taylor and Lev, 2001; General Accounting Office, 2003; and
McManus, 2001). AAP (2004) reported that the shortages in key medical subspecialties and surgical specialties and variations in geographic availability are both long-standing contributors to ED overcrowding, particularly for rural hospitals. Derlet (1992) identified the shortage of radiologists is also affecting the crowding in EDs. In addition to the above shortage, EDs face vacancies for several other types of care-giver as well, such as technicians, nursing assistants, and housekeeping and maintenance personnel. For example, the vacancy-rate in US in 2001 for imaging technicians was 15.3% and laboratory technicians 9.5% (The American Hospital Association et al., 2001).

5.3.4 Insufficient Facilities, Resources and Technology

A lack of facilities, resources and technology adversely impact on patient waiting-times and overcrowding in ED. The factor most commonly associated with overcrowding is the inability to transfer existing ED patients to hospital inpatient beds. The inability to transfer the patients may arise from a lack of available inpatient hospital beds. This leads to keeping patients in the ED for a longer period of time "boarding" and requires staff, space and equipment that cannot be used for other patients waiting to be seen.

Gordon (2001) and Richardson (2002) identified the most important cause of ED overcrowding as the insufficient inpatient capacity for ED patients who require hospital admission. Schull et al. (2003) reported the lack of inpatient beds is the most important contributor to overcrowding and ambulance diversion in ED. Fatovich (2002) suggests that ED overcrowding is not limited to the United States, and inpatient-capacity has been cited as the most important factor in ED overcrowding in other countries as well. The American Academy of Pediatrics, (2004) reports that ninety percent of the surveyed hospitals in the US reported "boarding" of admitted patients in their ED, with nearly 50% indicating an average boarding time of 2 hours or longer.
ED overcrowding has been linked to inadequate inpatient bed availability in the United Kingdom and Australia (Acute Health Division, 2001), and has been recognised as an “international symptom of healthcare system failure” (Graff, 1999). The General Accounting Office (2003) also identified the boarding of hospital inpatients in the ED as the most important contributing factor to ED overcrowding and ambulance diversion. Lack of available beds will not only delay those requiring a bed but create a log-jam effect, leading to unavailability of space, and consequent delay of other patients’ discharge from the Emergency Department. In addition to the above, there are many other studies which have found a lack of inpatient beds as a main cause for overcrowding (Dunn, 2003; Forster et al., 2003; General Accounting Office, 2003; Moroney, 2002; Proudlove et al., 2003; Fletcher et al., 2004; and The Lewin Group, 2002).

According to Derlet et al., (2001), insufficient ED space also has become a cause of overcrowding in ED. Estey et al., (2003) found that slow or incompatible information systems also lead to increased overcrowding in ED. The shortage of specialist services is another cause of overcrowding. Some EDs do not have site-based specialty services (e.g., orthopaedics, paediatrics and psychiatry) and ED staff needs to coordinate patient-transfers with staff to places that services are available and such transfers could increase overcrowding.

As the capabilities of medicine increase, new, more complex, and more expensive diagnostic equipment becomes a necessary part of patient-care. Some of these procedures cause increasing overcrowding either because of the shortage of equipment needed, or the time necessary for lengthy tests and procedures. Some patients may need a variety of tests, all of which can be performed only in an ED or a hospital setting.
Hence, advancing technology makes the ED an attractive alternative and is a potential cause for overcrowding.

5.3.5 Factors beyond the ED and Hospital

As mentioned in the sub chapter 5.3, the overcrowding is not only the Emergency Department problem. Some studies in emergency-care literature have reported the factors beyond the Emergency Department that lead to increased problems of overcrowding. Lack of funding for healthcare and emergency-care is one of the main reasons for the increase in the overcrowding problem (Richardson et al., 2002). Cuts in funding for healthcare and hospitals have led to diminished hospital and ED capacity. The closure of hospitals, trauma centres and community health clinics, and curtailment of charity care to the indigent, have downstream effects of an inadequately funded healthcare system leading to ED overcrowding. During the period 1994 to 2004 the number of Emergency Departments in the US has decreased by 9% while ED visits have increased by 26% (Kellerman, 2006). Fatovich & Hirsch, (2003) and the General Accounting Office, (2003) also report that closure or the decreased hours of other hospitals increase the patient-demand and overcrowding in the remaining EDs.

Lack of primary care is another main reason for overcrowding in EDs. The ability to get an urgent or timely appointment with a primary care doctor has become increasingly difficult in some countries, and patients who lack access to primary healthcare often seek care and treatment in Emergency Departments. This leads to an increase in the overcrowding problem in EDs (Burt et al., 2004; Brewster LR et al., 2001).

Lack of preventive care (Richardson et al., 2002) and community care such as home care, sub-acute care, and long-term care (Estey et al., 2003; Schull et al., 2001a) are also reported as a cause of overcrowding in EDs.
The summary of this review of causes of overcrowding in ED is presented with the references in the Table 5.3 and in the Fish-bone Diagram in Figure 5.2. The Fish-bone Diagram is useful to further understand the main categories of causes and the various factors leading to an increase in the overcrowding problem in hospital Emergency Departments. According to this analysis, the main categories of causes of overcrowding are of two types; causes within the control of Emergency Departments and causes beyond the immediate control of the Emergency Departments. The Fish-bone Diagram shows key elements that contribute to the overcrowding and indicates which may be controllable within the ED. The two un-shaded categories in the Fish-bone Diagram i.e. Demand for ED Care and Factors beyond the ED and Hospital are beyond the immediate control by ED managers. Other three shaded categories i.e. Inefficient ED process and policies, Shortage of Staff, and Insufficient facility, resource and technology are able to be managed within the Emergency Department and hospital. Under each main category, many sub-causes of overcrowding are identified and presented in the Fish-bone Diagram.
<table>
<thead>
<tr>
<th>Causes of ED Overcrowding</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demand for ED care</strong></td>
<td></td>
</tr>
<tr>
<td>Increase in ED patient-demand</td>
<td>Kellerman, 2006; Nawar, Niska and Xu, 2005; ACEP, 2002; Derlet et al., 2001; Fatovich &amp; Hirsch, 2003; Kyriacou et al., 1999; McManus, 2001; Reeder et al., 2002; and The Lewin Group, 2002</td>
</tr>
<tr>
<td>High patient-acuity and complexity of diseases</td>
<td>Lambe et al. 2002; Derlet et al., 2001; General Accounting Office, 2003; Moroney, 2002; and Reeder et al., 2002</td>
</tr>
<tr>
<td>Language and cultural barriers</td>
<td>Derlet &amp; Richards, 2000; Moroney, 2002; AAP, 2004</td>
</tr>
<tr>
<td>Seasonal Variation (e.g. season, holidays, day of the week)</td>
<td>Gordon and Asplin, 2004</td>
</tr>
<tr>
<td><strong>Inefficient ED Process and Policy</strong></td>
<td></td>
</tr>
<tr>
<td>Delays in diagnostics</td>
<td>Schull et al., 2001a; Derlet et al., 2000; Andersson and Karlberg, 2001; The Schumacher Group, 2002; Fletcher et al., 2004</td>
</tr>
<tr>
<td>Boarding patients for admission to hospital</td>
<td>Asplin et al., 2002; Cameron et al., 2002; Dunn, 2003; Fatovich &amp; Hirsch, 2003; Forster et al., 2003; Richardson, 2002; Schull et al., 2003</td>
</tr>
<tr>
<td>Slow throughput of patients</td>
<td>Estey et al., 2003</td>
</tr>
<tr>
<td>Delays in ancillary services (laboratory, radiology, respiratory therapy, etc.)</td>
<td>Derlet, 1992; Derlet et al., 2001; Estey et al., 2003; General Accounting Office, 2003; and McManus, 2001</td>
</tr>
<tr>
<td>Medical record documentation requirements</td>
<td>Schumacher Group, 2002; Derlet &amp; Richards, 2000; AAP, 2004</td>
</tr>
<tr>
<td><strong>Shortage of Staff</strong></td>
<td></td>
</tr>
<tr>
<td>Shortage of ED nurses</td>
<td>Schneider et al. 2003; AAP, 2004; Derlet and Richards, 2000; ACEP, 2002; Lambe et al., 2003; Estey et al., 2003</td>
</tr>
<tr>
<td>Shortage of physicians</td>
<td>Moorhead et al. 1999; Schneider et al., 2003; BMA survey of A&amp;E waiting-times, 2005; AAP, 2004; Lambe et al., 2003</td>
</tr>
<tr>
<td>Cause</td>
<td>References</td>
</tr>
<tr>
<td>----------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Shortages of medical and surgical subspecialists</strong></td>
<td>General Accounting Office, 2003; McManus, 2001; Derlet, 1992; American Hospital Association et al., 2001</td>
</tr>
<tr>
<td><strong>Shortages of other support-staff (radiologists, technicians, housekeepers, etc.)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Insufficient facilities, resources and technology</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Lack of inpatient beds</strong></td>
<td>Gordon, 2001; Richardson et al.; 2002, Schull et al., 2003; Fletcher et al., 2004; Regan, 2000; Fatovich, 2002; AAP, 2004; Curry et al., 2003; AHD, 2002; Graff, 1999; General Accounting Office, 2003; BMA survey of A&amp;E waiting-times, 2005; Dunn, 2003; Forster et al., 2003; Moroney, 2002; Proudlove et al., 2003; and The Lewin Group, 2002</td>
</tr>
<tr>
<td><strong>Unavailability of ancillary services</strong></td>
<td>AAP, 2004; General Accounting Office, 2003; Derlet et al., 2001; Gordon and Asplin 2004</td>
</tr>
<tr>
<td><strong>Insufficient ED space</strong></td>
<td>Derlet et al., 2001 ; AAP, 2004 ; Gordon and Asplin 2004</td>
</tr>
<tr>
<td><strong>Slow or incompatible information systems</strong></td>
<td>Estey et al., 2003</td>
</tr>
<tr>
<td><strong>Factors beyond the ED and Hospital</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Lack of funding</strong></td>
<td>Richardson et al., 2002; AAP, 2004</td>
</tr>
<tr>
<td><strong>Closure or decreased hours of other hospitals</strong></td>
<td>Fatovich and Hirsch, 2003; General Accounting Office, 2003; Kellerman, 2006.</td>
</tr>
<tr>
<td><strong>Reduced access to primary care</strong></td>
<td>Burt et al. 2004 ; AAP, 2004</td>
</tr>
<tr>
<td><strong>Lack of community care</strong></td>
<td>Schull et al. 2001a ; Estey et al. 2003 ;</td>
</tr>
<tr>
<td><strong>Lack of preventive care</strong></td>
<td>Richardson et al. 2002</td>
</tr>
</tbody>
</table>

Table 5.3 Summary of the Causes of ED Overcrowding and References
Figure 5.2 Causes of ED Overcrowding
5.4 Solutions for ED Overcrowding

Emergency Department overcrowding is a complex problem with no straight-forward easy solutions. The definitive solutions to ED overcrowding are complex, resource-intensive, and expensive. In the healthcare and emergency-care literature, there are many solutions that have been introduced to overcome this problem. But the overcrowding problem is a still-growing problem in many developed countries’ Emergency Departments.

All the countries that face the overcrowding and long-delay problem in EDs have introduced some new policies, procedures and actions to overcome the problem. Bagust, Place and Posnett (1999) suggested interventions in four categories to avoid or alleviate ED overcrowding: avoid admissions; develop alternatives to admission; become more efficient at managing existing resources; and facilitate early discharges. Asplin et al. (2003) developed an input, throughput and output conceptual model of ED overcrowding as a practical framework for problem-resolution. The ACEP Task Force (2008) has identified Emergency Department actions and processes that will improve access and flow as the solutions for ED overcrowding. These actions and processes are as follows:

- Carry out a bedside registration.
- Limit triage to what is crucial and bypass triage altogether when beds are available.
- Develop a fast-track for treating simple fractures, lacerations, sore throats, etc.
- Expand the practice of observation medicine.
- Establish clearly-defined turnaround-time.
- Carefully evaluate staffing needs.
• Use scribes for documentation (to reduce documentation).
• Close the waiting room.
• Consider the use of an electronic medical record (EMR).
• Define response times for both initiation and completion of consultations.
• Implement triage protocols.
• Assign a physician to triage.
• Monitor individual practitioners in the Emergency Department.
• Defer care of non-urgent patients.
• Expand the size of the Emergency Department.
• Make use of ambulance diversion.
• Provide additional staff during times of increased volume.
• Have a clear understanding of the financial cost of the Emergency Department.

While there are many strategies reported in the healthcare literature, there is no study reporting which strategies are effective in reducing ED overcrowding. Determining the cause and effect of relationships between administrative interventions is difficult because the interventions may overlap; or they may be implemented as a bundle rather than individually; and other changes may have occurred that affected results.

As shown in sub chapter 5.3, the causes of overcrowding are mainly two types. The solutions for overcrowding can also be divided into two types, as solutions within the ED and solutions beyond the ED. This study focuses only on the solutions within the Emergency Department. Government Accountability Office, (2003) found that strategies to address ED overcrowding fell into two categories: those increasing capacity and those increasing efficiency. If the ED capacity and efficiency problems can be remedied, three main causes of ED overcrowding will have been addressed. In other
words, addressing these three causes of overcrowding will increase the capacity and efficiency of the ED. Being able to move patients quickly and efficiently through the system by improving capacity and efficiency is the key to overcoming the overcrowding problem as well as improving the patient-access, patient-safety and patient-satisfaction cost-effectively. Modelling techniques can be helpful in this regard. By developing a holistic-level decisions framework which can be used to address the overcrowding and applying the right tools and techniques, the EDs can take a more proactive approach to improving the many aspects involved in the delivery of efficient, safe and cost-effective patient-care.

5.5 Summary

Overcrowding is the most serious issue confronting Emergency Departments. It is a situation in which the demand for ED services exceeds the ability of a department to provide quality care within acceptable time frames. This chapter identified numerous effects of this problem, including increased medical errors, prolonged pain and suffering, deaths, reduced patient-satisfaction, patients leaving before treatment, violence, frustrated staff, ambulance diversion, and increasing costs. It also analysed the causes of overcrowding and identified two main causes of overcrowding i.e. causes within the control of the Emergency Department and causes beyond the immediate control of the Emergency Department. The causes within the control of the ED are the main focus of this research, and it includes Inefficient ED processes and policies, Shortage of staff, and Insufficient facilities, resources and technology. These causes are the result of inefficiencies in the management of ED capacity and patient-flow and can be improved by using the appropriate tools and techniques. The next chapter of this research develops an ED decisions-framework to address this overcrowding problem based on the findings of this chapter.
6. The Development of a Decisions-framework for Emergency Departments

This chapter develops a decision-framework which can be used to address the overcrowding problem in Emergency Departments. The decisions-selection for this framework is based on the causes of overcrowding found in Chapter 5 and the findings of the interviews conducted with ED managers in England. The decisions are classified into three major levels of decisions and three major areas or categories of decisions. Altogether, it includes nine managerial decisions which are highly related to the overcrowding problem in ED. The Chapter describes each decision in detail including the expected outcomes of the decisions.

6.1 The Classification of Decisions in ED

Emergency Departments make numerous clinical and non-clinical decisions in their operations. This research considers only non-clinical decisions which are associated with the overcrowding problem. The decisions considered in this research are two-dimensional. One dimension is the level of the decisions and the other dimension is the category of the decisions. The following briefly describes each dimension.

6.1.1 The Level of the Decisions

Decisions are made at three different levels in an organisation's hierarchy: strategic-level decisions (long-term), tactical-level decisions (medium-term), and operational-level decisions (short-term).
Strategic decisions or long-term decisions are the highest-level decisions. This level of decision concerns the general direction of an organisation, and its long-term goals and values. These decisions are the least-structured and most imaginative; they are the most risky and of the most uncertain outcome, partly because they reach so far into the future and partly because they are of such importance.

Tactical decisions or Medium-term decisions support strategic decisions. They tend to be medium-range, of medium-significance, with moderate consequences. These decisions share more features with operational decisions than they do with strategic decisions. They are regular and repetitive, albeit on a much longer interval than, and not necessarily totally identical with, operational decisions.

Operational decisions or short-term decisions are every-day decisions, used to support tactical decisions. The former are repetitive, with a relatively short time-scale and concerned with control rather than planning. Their impact is immediate, short-term, short-range, and usually low-cost. The consequences of a bad operational decision will be minimal, although a series of bad or sloppy operational decisions can cause harm.

Basically, these three levels of decisions in the Emergency Department are considered in this framework. The decisions selected for each level are described in the later part of this chapter.

6.1.2 The Category of Decisions

An Emergency Department makes numerous decisions from strategic-level to operational-level. In the context of this research, the selection of ED decisions for this framework is crucial. In Chapter 5, the causes of overcrowding which can be controlled within the Emergency Department are categorized into three main types i.e. inefficient ED process and policy; deficiencies in the workforce; and inadequate facilities, resources and
Considering these causes of overcrowding and the suggestions of the ED managers interviewed in this framework development-process, the decisions of the ED are also categorized into three main types. These three categories are: policy and process decisions, personnel decisions, and facilities, resources and technology decisions.

6.2 The Decisions-framework for the ED

After identifying the two dimensions of the decisions i.e. the levels of the decisions and the categories of the decisions, the researcher followed a lengthy process to select the critical and relevant decisions for this framework in the context of this research. Initially, as the part of the pilot-survey identifying appropriate decisions, the researcher listed the relevant ED decisions based on the findings of the causes of overcrowding in chapter 5 and other sources in the literature survey. Then, semi-structured interviews were conducted with the managers and consultants in selected Emergency Departments in England to select the most suitable decisions under each level and categories of decisions defined in this framework and to validate the final framework. The decisions were reviewed carefully based on the findings of these interviews and the causes of overcrowding in Chapter 5. The pre-designed IDEF0\(^1\) type diagrams are used as the schedule to interview these key informants and to record the required information under each decision. At the same time as conducting the interviews, the inputs and outcomes of the decisions as well as the control and mechanism of the decisions are also recorded using the pre-designed IDEF0 type diagrams. The completed IDEF0 diagrams are presented in figure 6.1, 6.2, 6.3 and 6.4 as follows.

\(^1\) A brief introduction to the IDEF0 is given in appendix 6.
Figure 6.1 Decision-Levels in the Emergency Department
Figure 6.2 Policy and Process Decisions in the Emergency Department
Figure 6.3 Personnel Decisions in the Emergency Department
Figure 6.4 Facility, Resources & Technology Decisions in the Emergency Department
The simplified decisions-framework showing the two dimensions with the selected decisions is depicted in Figure 6.5. This decision-framework includes nine ED decisions reflecting the holistic decision-making process of a generic Emergency Department world-wide. These decisions are selected from each hierarchical decision-level in EDs covering all three categories earlier indentified. These decisions are:

Strategic-level (long-term) Decisions
- Introducing new policy or changes
- Planning and recruiting workforce
- Planning facilities and technology

Tactical-level (medium-term) Decisions
- Improving ED process
- Scheduling staff
- Allocating resources and equipments

Operational-level (short-term) Decisions
- Managing patient-flows
- Scheduling patients for doctors
- Scheduling patients for shared resources

Even though there are some differences in ED settings in different countries, these selected decisions are common in any generic Emergency Department. Every Emergency Department faces challenges in making these decisions in an effective and efficient manner with limited resources and increasing demand. The following sub-chapters describe each decision in this framework separately under each level of decision.
6.3 Strategic-level (Long-term) Decisions

At this level of the framework, three strategic decisions are included covering all three categories of decisions explained in section 6.1.2. These three decisions are: introducing new policies or changes; planning and recruiting the workforce; and planning facilities and technology. The following sections discuss these decisions in detail.

6.3.1 Introducing New Policies or Changes

Various policies for hospital Emergency Departments are frequently introduced by the government and/or emergency-care decision-makers to improve care for patients. These
policies give major challenges to the hospital and Emergency Department management. For example, some of the government policies which have been introduced to the UK healthcare system in recent years are: Reforming Emergency Care in England; the European Working Time Directive; Modernising Medical Careers; The new Consultant Contract; and Keeping the NHS Local (England).

In addition to the government policies, the hospital and Emergency Departments themselves also introduce new policies within the department such as fast-track queuing, bed-side registration, new appointment systems, changing the methodology for assigning patients to beds, or implementing an electronic patient-record system to improve the patient-care and efficiency of the operations. Both kinds of policies will have a major impact on the whole emergency-care system and special implications for the Emergency Department. Most of the policy-changes introduced to the Emergency Department cannot be implemented without evaluation because of the high risks associated with failure. Therefore, before and after introducing such policy-changes, policy-makers need to carefully assess and evaluate the policy using appropriate tools and techniques.

The outcomes of introducing new policy depend on the policy introduced. The most common outcomes of this decision are: improving patient care, reducing overcrowding and waiting-times, increasing patient-satisfaction, reducing costs etc. For example, under the Reforming Emergency Care policy, the NHS Plan in 2000 set out the following targets for emergency-care (Department of Health, 2000).

- By December 2002 ambulance response-times will be improved so that an ambulance will respond to 75% of calls to life-threatening emergencies within 8 minutes.
By 2003 75% of heart-attack patients will receive thrombolysis (clot-busting drugs) within 20 minutes of their arrival in hospital. Ambulance crews will also be trained to provide thrombolysis for appropriate patients before they arrive in hospital.

By March 2004 all patients will see a GP within 48 hours, and other primary-care professionals within 24 hours.

By 2004 no-one will wait more than 4 hours in an A&E department from arrival to admission to a bed in the hospital, transfer elsewhere or discharge. The average length-of-waiting should fall to 75 minutes.

6.3.2 Planning and Recruiting the Workforce

Appropriate staffing of the Emergency Department is the single most important factor in providing a prompt, timely and clinically-effective service to patients. All Emergency Departments within the UK have an establishment for medical and nursing staff with which to perform their activities. In 2005 the British Association for Emergency Medicine (BAEM, 2005) indicated in the “Way Ahead” document the appropriate medical staffing-levels necessary for UK Emergency Departments to carry out their core activity and achieve 90% of the four-hour target. Paw (2008) has undertaken a study to determine medical and nursing staffing-levels in Emergency Departments in England and Wales and concluded that there is great variability in staffing-numbers in similar-sized departments, and most departments are understaffed in comparison with the recommendations of the British Association for Emergency Medicine.

There are no national UK guidelines for Emergency Department nursing establishments, although Australia and parts of the USA have minimum nurse: bed ratios for Emergency Departments (Royal College of Nursing, 2003). Traditionally, the UK has
employed a bottom-up method for determining nursing-numbers which, while taking into account some measure of workload, is heavily dependent on some level of personal judgement by local managers. Victoria, Australia, has set into legislation a minimum level of one nurse per three patients plus a nurse in triage plus a nurse in charge of the whole Emergency Department. California has legislated that the maximum number of patients that can be looked after by a nurse in an Emergency Department at any one time is four, with a maximum of two critical-care patients or one trauma-patient. There are no guidelines or recommendations as to skill-mix and seniority and there is a dearth of research into the effect of skill-mix on patient-outcomes in the UK, although such work has been carried out in the USA where a positive relationship has been found between outcome and higher levels of trained Registered Nurses (Paw, 2008).

According to Paw (2008) the number of staff in the Emergency Department is influenced by local historical factors, trust priorities and finances, 4-hour targets, local activity profiles, staff-seniority, working-styles, availability of support-staff, ability to recruit staff, European Working Time Directives, changes in junior-doctor educational requirements, case-mix, patient-numbers and many other factors.

Workforce planning is the balance of demand for staff with its supply, to ensure that sufficient (but not over-sufficient) numbers of appropriately-qualified personnel are available in the right place and at the right time to match the demand for their services (Hall and Mejia, 1998; O’Brien Pallas et al 2001; AHWAC, 2004). Determination of the appropriate number of medical staff and other employees has at least three dimensions:

(1) The need to know how many physicians and nurses are required to serve the population at current service-levels.
(2) The need to know how many physicians and nurses are required to meet the expected needs of the population (including any needs not currently met).

(3) The need to know how many physicians and nurses will be required if the services are re-organised.

Since there is no widely-accepted method of determining the optimal number of medical staff, the need for appropriate tools will become increasingly important to the hospital and Emergency Department administration.

The outcome of the planning and recruiting of the workforce is simple. The aim of this decision is to maintain an optimum number of physicians, nursing and other staff in the department to provide a timely, and quality emergency-care to all the patients arriving at the department. The main outcomes of this decision are: reduced waiting-time and throughput-time; an increase in the quality of care; and increased satisfaction of patients and staff.

6.3.3 Planning Facilities and Technology

The healthcare providers frequently introduce new facilities and technology to the Emergency Department to improve its operations. The foundation of this introduction is typically driven by deficiencies and/or improving the current facilities that do not support new workflows or do not meet patient- or staff-needs. The continuing trend of increasing demand for emergency-care has put increased pressure upon hospital management to expand their services and/or to build new facilities to handle the increasing demand.

Expanding and/or replacing facilities presents many challenges to the Emergency Department managers. This decision typically has addressed the issues of how much capacity is needed and how and where these new facilities should be located. In
emergency-care systems, facility-size and location issues are particularly complex because of the interaction between the demand for services, workforce and technology. Hospitals must ensure old and new facilities are truly integrated in their technology solutions and systems, clinical process and other workflows as well as patient-flows and the overall patient-experience. Emergency Department facilities and the technology infrastructure must support the needs of all stakeholders: patients and visitors, physicians and nurses and other hospital staff. It essentially requires the appropriate tools and techniques to deal with these issues in planning the facilities and technology in the Emergency Department.

The main outcomes of this decision are: improving patient-care and safety, improving the ED performance and increasing patient- and staff-satisfaction.

6.4 Tactical Level (Medium-Term) Decisions

At this level of the framework, three tactical decisions are included covering all three categories of decisions explained in section 6.1.2. These three decisions are: improving the ED process; scheduling staff; and allocating resources and equipment. The following sections discuss these decisions in detail.

6.4.1 Improving the ED Process

In recent years, Emergency Departments across the world have faced problems with increasing healthcare costs that limit their ability to expand resources in order to cope with the increasing demand for care. As shown in Chapter 5, overcrowding in the ED has become an increasing problem, leading to frequent ambulance diversion, long waiting-times, poor patient-satisfaction, and increased risk to patient-safety. Faced with these problems, ED managers and other healthcare policy-makers are being forced to
search for ways to reduce costs and improve the efficiency and safety of care by improving the ED process. Radical analysis of industrial-processes over the last three decades has greatly improved the quality and efficiency of manufacturing and services. Similar methods to deliver higher quality and efficient emergency-care at a lower cost would be extremely valuable in the Emergency Departments.

The main outcomes of this decision are: identifying bottlenecks; optimal utilization of resources; a reduction in waiting-time and throughput-time; improved quality and safety of patient-care; and reduced costs.

6.4.2 Scheduling Staff

Medical staff is a limited, expensive and the most important resource in the Emergency Department. The scheduling of medical staffs is one of the most challenging problems for ED managers. There are two main types of medical staff (nurses and physicians) to be scheduled in ED. The most common scheduling-tool in healthcare is the electronic spreadsheet to create and edit their schedules.

According to Mullinax and Lawley (2002) scheduling staff in healthcare is very complex. Firstly, interrelations among highly-trained and skilled personnel who must be available at appropriate times for different patients. ED is unable to control the arrival and acuity-level of patients and must schedule their staff accordingly. Secondly, it is frequently difficult to measure the quality of work, especially in terms of successful patient-outcomes. The proper scheduling of staff significantly impacts on prompt, timely and clinically-effective patient-care and overall system-performance in ED.

The main outcomes of the decision are: optimum utilization of staff-resources; reduced patient waiting-times and throughput time; and increased patient- and staff-satisfaction.
6.4.3 Allocating Resources and Equipments

Emergency Departments use many limited, complex, expensive and essential resources and equipment apart from the human resources for the delivery of patient-care. All the resources and equipment used in Emergency Departments are presented in Appendix 1. With the rise in the cost of providing quality healthcare, hospital and ED administrators have approached cost-containment by minimising resources for healthcare provision while still striving to provide quality healthcare for patients. This predicament is becoming more prevalent in hospital and Emergency Department management and it requires appropriate tools and techniques to analyse the allocation of scarce healthcare resources and equipment in the Emergency Department.

The main outcomes of this decision are: optimal resource-allocation and utilization; reduced costs; reduced waiting-times; and improved ED performance and patient-care.

6.5 Operational Level (Short-Term) Decisions

At this level of the framework, three operational decisions are included covering all three categories of decisions explained in section 6.1.2. These three decisions are: managing patient-flows; scheduling patients for doctors; and scheduling patients for shared-resources. The following sections discuss these decisions in detail.

6.5.1 Managing Patient-flows

As discussed in Chapter 4, the patient-flows in the Emergency Department share four common characteristics: 1) an entrance; 2) an exit; 3) a path connecting the entrance to the exit; and 4) the random nature of the healthcare elements. Emergency Department patient-flow begins at the point when the patient first enters the Emergency Department. Likewise, after the admission to the hospital, when the patient leaves or is discharged
from the department are signals of the patient-flow’s exit. Between these two points is a set of conditions, activities, services, or locations that the patient may encounter. Within these points, the patient requires a variety of healthcare resources (e.g. nurses, physicians, beds, examining-rooms, or medical procedures). Patient-flows are typical in Emergency Department settings, where patients arrive without appointments, and require treatment for a large and varied set of ailments and conditions. These ailments can range from the benign (in non-critical patients) to the fatal (in critical patients). For most Emergency Departments, 80% of their volume is considered non-urgent and therefore that volume would lend itself to more of a primary-care treatment. Though their arrival is highly-unpredictable, the sequence by which patients can be treated (that is, routed) can be controlled by medical staff. Busy Emergency Departments mainly handle three inflows of patients:

1) patients who do not need emergency-care but use the Emergency Room as their primary source of healthcare;

2) patients who need emergency services but do not require admission to the hospital;

3) patients who need emergency services and do require admission.

Historically, groups 1 and 2 have been at the mercy of group 3. The patients who required admission to the hospital presented the greatest challenge to Emergency Department flow. Most often, Emergency Departments divert some of these patients to other hospitals because their hospitals do not have the space to move patients forward (Committee on Government Reform, 2001; GAO, 2003).

The patient-flow management method, “See and Treat” is a popular approach in the UK (NHS 2004); and in the USA many hospitals have implemented “fast-track” systems (Rodi et al., 2006; Sanchez et al., 2006). Although the demand for the Emergency Department is a random process, it occurs repeatedly and can be forecast to some
degree with statistical-models. Managing the patient-flows is a big challenge for the Emergency Department managers and it requires appropriate tools and techniques to manage it efficiently.

The outcomes of this decision are: reduced risks; reduced waiting-time and boarding of patients; reduced ambulance diversion; a minimized number of patients leaving without treatment; improved throughput-time, optimal resource-utilization; and increased patient- and staff-satisfaction.

6.5.2 Scheduling Patients for Doctors

Patient-scheduling is a procedure for matching patients with medical staff within the Emergency Department both in terms of when and how they are set in a given day, and their length of time. Within the Emergency Department there are two main types of scheduling. That is inpatient-scheduling with care-givers (physicians, surgeons, specialists) and scheduling patients for revisit. More specifically, this involves rules that determine when appointments can be made and the length of time between appointments. This may also be extended to include designating the specific type of medical staff who will be responsible for treating patients and the ED space that will be required to deliver the necessary treatment. These issues can have a significant impact on how resources can be optimally utilised so as to maximise patient-flow without incurring the additional costs of excessive patient-waiting. Patient-scheduling rules along with patient appointment-timing can both have a significant impact on physician-utilisation and patient waiting-times. It requires appropriate tools and techniques for efficient scheduling of the patients for physicians in the Emergency Department.
The main outcomes of this decision are: increased staff-utilization and decreased staff idle-times; improved throughput-time; reduced waiting-time; and increased satisfaction of both patients and staff.

6.5.3 Scheduling Patients for Shared Resources

The Emergency Department uses many shared resources and equipment in the patient treatment-process. Sometimes it uses shared, limited, and expensive equipment where patients go through lengthy and periodic treatments and need to utilize that equipment efficiently. It is an important task to continue to treat current patients without any interruption along with incoming patients. Short access-time to those shared resources is crucial for high patient-throughput in the Emergency Department. The patients’ needs have varying attributes, including their urgency, corresponding to the group they belong to. Allocating hired resources for individual patients like these is also a crucial operational-decision in an Emergency Department and it requires an appropriate tool to manage it efficiently.

The main outcomes of this decision are: improved resource-utilization; reduced risk; reduced waiting-time and throughput-time; and increased patient- and staff-satisfaction.

6.6 Validation of the Decisions-framework

After developing the decisions-framework, the researcher demonstrated it to the selected senior ED managers and consultants in England and conducted semi-structured interviews with them for the final validation of this framework. The schedule used for the interviews is given in Appendix 5. Eight experts, both from the ED managers and consultants expressed their opinion regarding the proposed the decisions-framework. The views expressed by them are as follows.
• 100% of ED managers and consultants are strongly agreed with the three decision levels in this framework.

• 75% of ED consultants and managers are agreed with the decision categories in the framework.

• 100% of ED consultants and managers are agreed with the nine decisions selected for this framework.

• All the ED managers and consultants assured the requirement of suitable tool or technique in making the given decisions in the framework.

• The outcomes of some decisions are changed according to the opinions of the experts.

6.7 Summary

This Chapter developed an Emergency Department decisions-framework based mainly on the findings in Chapter 5. The decisions chosen are highly-related to the Emergency Department overcrowding problem and consider two dimensions of the decisions. One dimension is the level of decision: short-term, medium-term and long-term. The other dimension is the category of decisions based on the causes of overcrowding: policy and process decisions; personnel decisions; and facilities, resources and technology decisions. Altogether, nine ED decisions are discussed including the expected outcomes of each decision. Those decisions are: introducing new policies or changes; planning and recruiting the workforce; planning facilities and technology; improving the ED process; scheduling staff; allocating resources and equipment; managing patient-flows; scheduling patients for doctors; and scheduling patients for shared resources. The next chapter attempts to identify the possibility of using simulation and other systems-analysis tools successfully for the strategic-level decisions in this framework.
7. The Identification of Possible Tools for the Strategic Level Decisions in ED

This chapter analyses and discusses the possibility of using Discrete-event Simulation and three more tools in the strategic level (long-term) decisions in the decisions-framework explained in Chapter 6. The framework includes three strategic decisions: introducing new policy or changes; planning and recruiting the workforce; and planning facilities and technology. The analysis and discussion is carried out under each strategic decision based on the published relevant healthcare applications and literature reviews.

In addition to Discrete-event Simulation at least one more technique is discussed under each decision as the alternative tools. At the end of the Chapter, there is a summary of the discussion with a matrix of possibilities to select the appropriate tools and techniques for strategic decision-making in EDs.

7.1 Introducing New Policy or Changes

This decision is described in detail, including the outcome of the decision, in Chapter 6.3.1. This section attempts to identify the possibility of using Discrete-event Simulation, Systems Dynamic, and Balanced Scorecards successfully in making this decision in EDs. The following conducts the analysis and discussion of each technique separately.

7.1.1 Discrete-event Simulation

Discrete-event Simulation can be helpful in many ways to the hospital and ED managers in introducing new policies to their Emergency Department. In the literature
there are a number of simulation-studies and applications in analysing policies introduced to the healthcare sector and Emergency Departments.

Ferrin et al. (2004) used Discrete-event Simulation to help St. Vincent's Hospital in Birmingham, Alabama, USA, to determine the value of implementing an incentive programme for their operating-room environment. The simulation showed that improving the room turn-around process by 20% would result in a 4% improvement in the operating-room's case-volume and a 5% increase in utilization of the same-day surgical rooms. This increase in volume provided enough increase in revenue to justify an incentive to improve the operating-room turn-around process.

Garcia et al. (1995) analyzed the impact of a fast-track queue on reducing waiting-times of low-priority patients in an Emergency Room using Discrete-event Simulation. A fast-track queue is used to treat non-urgent patients. They found that a fast-track lane that uses a minimal amount of resources could result in significantly-reduced patient waiting-times. A similar study to assess the effect of fast-care processing-routes for non-critical patients on waiting-times in an Emergency Department is presented by Mahapatra et al. (2003). This study showed that a fast-track unit improved average waiting-times by at least 10% using Discrete-event Simulation. Kraitsik and Bossmeyer (1993) suggested that patient-throughput can be improved using a fast-track queue and a "stat" lab for processing high-volume tests by using a Discrete-event Simulation model of the Emergency Department at the University of Louisville Hospital. Blake and Carter (1996) also successfully analyzed the implementation of a fast-track queue for treating patients with minor injuries in the Emergency Department at the Children's Hospital of Eastern Ontario using Discrete-event Simulation. Davies (2007) describes an evaluation of the flow of minor emergencies in an Emergency Department in the UK that had partially implemented “See and Treat” and managers were planning to
reorganize the department yet again to re-separate the activities of assessment and treatment. A Discrete-event Simulation indicated that the proposed system in which “See” and “Treat” were separated improved patient throughput and was likely to be more cost-effective.

Using Discrete-event Simulation, Ritondo and Freedman (1993) show that changing a procedural policy (of ordering tests while in triage) results in a decrease in patient waiting-times in the Emergency Room and an increase in patient-throughput. Edwards et al. (1994) compared the results of simulation-studies in two medical clinics’ policy that used different queuing-systems: serial-processing, where patients wait in a single queue; and quasi-parallel processing, where patients are directed to the shortest queue to maintain flow. They show that patient waiting-times could be reduced by up to 30% using quasi-parallel processing. Johnson (1998) developed a simulation model to represent the patient-flow and census at Miami Valley Hospital, Dayton, Ohio, US. This model also analyzed the effect of differing patient-types, increasing volumes, different Maternity Unit configurations, and policy-changes. The simulation-model showed that minor construction enabled a 15-20% increase in volume and more balanced overall utilization without changing the licensed capacity.

Johnson (1998) also used a MedModel Discrete-event Simulation model to examine the effect of new legislation (minimum-length-of-stay policy) and physician-practices on patient-flow and census of the Maternity Unit at Miami Valley Hospital in Dayton, Ohio, USA. The study led to some changes in the Maternity Unit configuration that resulted in a 15-20% increase in patient-volume and more balanced utilization of all areas within the unit. Gunal and Pidd (2006) presented a simulation of an Accident and Emergency Department to examine the effect of the four-hour waiting-time performance target policy on UK hospitals. Pressures on A&Es force the medical staff
to take action to meet these targets with limited resources. The model’s output was the
total times of patients in A&E and the percentage of patients who exceeded the 4-hour
length-of-stay target. They also successfully used the Discrete-event Simulation to study
the multi-tasking behaviour and experience-level of medical staff, both of which affect
A&E performance.

The above wide range of successful Discrete-event Simulation applications in
healthcare reveal that the Discrete-event Simulation can play a vital role in introducing
new policy to the hospital Emergency Department. According to the above applications,
Discrete-event Simulation has been successfully used to analyse different types of
policy in healthcare such as introducing an incentive-programme, introducing fast-track
queuing and additional patient-flows, changing procedural and clinical policy, and
introducing a minimum-hours waiting-time policy. However, Discrete-event Simulation
can be used at many stages in planning and introducing a new policy as follows:

- **Evaluating the alternative policies and selecting the preferred policy**: this is
where a new policy is introduced to solve an existing problem in a system. In
practice there may be more than one alternative method to solve a given
problem. The policy-makers must carefully evaluate all the alternatives to select
the best policy-decision to answer a particular problem. Discrete-event
Simulation can be used at this stage to compare all the alternative policies and
choose the best policy to address the particular problem.

- **Testing the outcomes of a policy**: Discrete-event Simulation can also be used
to test the outcomes of a policy without suffering the added costs of enacting
changes prior to knowing what effects they may have.

- **Evaluating the impact of the new policy**: introducing a new policy to the
Emergency Department will impact on the entire emergency-care system.
Computer simulation can evaluate the impact of the policy on the system prior to the implementation and thereby mitigate care and financial risks.

- **Determining the resources needed to implement the new policy**: Before implementing a new policy it is necessary to determine the appropriate resources required to achieve the desired outcomes of the policy. Computer simulation can determine the resources required to implement and meet the targets of the policy.

- **Evaluating the implementation of the policy**: Computer simulation can also be used to evaluate the implementation of the new policy and it will help to keep the implementation on the right track.

Considering all the above, the researcher concludes that there is a high possibility of using Discrete-event Simulation successfully in introducing new policy to the Emergency Department.

### 7.1.2 System Dynamics

As explained in Chapter 2, Systems Thinking and System Dynamics modelling focus on understanding the structure of a system and how that structure impacts on behaviour over time. System Dynamics provides a framework by which we can understand dynamically-complex causal relationships. In addition to this, SD models can be constructed to test hypotheses of causal relationships and the effectiveness of indicators and policy to correct performance-deviations from targets (Linard, 2001; Akkermans and van Oorschot, 2002).

Royston et al. (1999) describe how the Operational Research group in the Department of Health in England has used System Dynamics modelling in several areas of healthcare policy and programme development and implementation. They outline
applications in disease-screening and in developing emergency-care. They also discuss the strengths and weaknesses found in its application and suggest some opportunities for its development and use in the future. According to this paper the Department of Health in England has used System Dynamics modelling in a wide range of policy and programme areas including: assessing public-health risks, screening for disease, managing waiting for hospital treatment, and developing emergency health and social care. Wolstenholme (1999) applies System Dynamics to the development of national policy guidelines for the UK Health Service. A model of total patient-flow through the UK National Health Service is developed and used to test alternative major new structural initiatives for relieving pressure on Health Services. The policies tested include the use of “Intermediate Care” facilities aimed at preventing patients needing hospital treatment or Continuing and Community Care. Intermediate Care, together with reductions in the overall length-of-stay of all patients in Community Care made possible by its use, is demonstrated here to have a much more profound effect on total patient waiting-times than more obvious waiting-time solutions, such as increasing acute hospital-bed capacity. The results of the model provide a clear demonstration that adjustments to “flow” (throughput) variables in a system provide significantly more leverage than adjustments to “stock” (capacity) variables.

According to Patrick (2005) System Dynamics can effectively model the integrated policies leading to broad, dramatic improvements in health-system performance. Lane et al. (2000) have undertaken a System Dynamics study to explore the factors which contribute to the delays in Emergency Departments. This study discusses the formulation and calibration of a System Dynamics model of the interaction of demand pattern, ED resource-deployment, other hospital processes and bed-numbers; and the outputs of policy-analysis runs of the model which vary a number of the key
parameters. According to Lane et al. (2000) two significant findings have policy implications. One is that while some delays to patients are unavoidable, reductions in delays can be achieved by selective augmentation of resources within, and relating to, the Emergency Department. The second is that reductions in bed-numbers do not increase waiting-times for emergency admissions, their effect instead being to increase sharply the number of cancellations of admissions for elective surgery. Hirsch et al. (2005) examined potential types of reform and the history of reform efforts in the USA healthcare system using System Dynamics. Causal-loop diagrams are presented which together comprise a theory to explain what created the set of problems that exist, and why efforts at reform have largely failed. In this paper different philosophical bases for reform and the need for an eclectic approach are discussed, and a sequential “bootstrapping” approach to comprehensive reform is outlined. The diagrams and discussion of this paper are intended as a starting-point for further collaborative work on healthcare reform among System Dynamics practitioners and health policy experts, leading to simulation modelling and further insights.

The culture of the healthcare system leads to a focus on individual patients and this generally predominates in studies within the Emergency Department. As with all modelling approaches, the application of System Dynamics produces losses as well as gains. Examples of the former are the loss of the effects of stochastic variation and of resolution down to individual patient or condition level. However, the gain, put simply, is that considering aggregated variables encourages both a systemic view of the interactions of patient-flows and information, and a more strategic perspective of the management of the system. It is widely accepted by healthcare professionals that healthcare provision cannot he understood by looking at factors in isolation. By encouraging the study of how different processes interact to produce effects, System
Dynamics offers a rigorous approach for bringing that interconnectedness insight into focus.

Even though it was difficult to find straight-forward System Dynamics applications in introducing new policy to the Emergency Department, the above review of System Dynamics studies and applications in healthcare and the concept of SD analysis (see Chapter 2) reveal that there is a high possibility of using the SD successfully as a modelling-tool in introducing new policy to the Emergency Department. The Emergency Department is not operating in isolation. It interacts with many other sub-systems. Introducing a new policy to the Emergency Department affects the entire hospital-system. Systems Dynamics can play a vital role in understanding those effects on each sub-system arising from the introduction of a new policy in the Emergency Department.

7.1.3 Balanced Scorecards

According to Zelman, Pink et al. (2003), the BSC has been adopted by a broad range of healthcare organisations, including hospital-systems, hospitals, psychiatric centres, and national healthcare organisations. Since 1994, when the first refereed article was published on BSC in healthcare settings, numerous articles have appeared in the Health Services and Management literature.

As explained in Chapter 2, the Balanced Scorecard provides continuous feedback to leaders on internal management processes and outcomes to improve system results. In contrast to the traditional model in healthcare, where a problem is identified when there is a policy-error or a poor outcome is recognized, the Balanced Scorecard provides continuous monitoring and analysis of performance by using agreed-upon measures of efficiency and care-standards.
In healthcare, much of the literature relates to how to apply BSC successfully (for example, Chow, Ganulin et al. (1998); Stewart and Bestor (2000); Pink, Mckillop et al. (2001); Oliveira (2001); Fitzpatrick (2002); Shutt (2003); Tarantino (2003); Radnor and Lovel (2003a) and (2003b)). Zelman, Pink, and Matthias (2003) have found that rural hospitals in USA were using Balanced Scorecards to modernize their facilities. Oliveira (2001) found that patients' satisfaction improved and the rate of patient-complaints decreased after implementing a BSC. Pineno (2002) developed an incremental modelling approach to link the following performance-measures as part of a hospital Balanced Scorecard: financial performance, efficiency, liquidity, capital, process quality, outcomes, clinical quality, number of hospital partners, housekeeping, information use, coordination of care, community linkages, re-admissions, length-of-stay, complications, surgery-rates, and procedure-rates.

However, the Scorecard lacks a rigorous means for the selection and validation of performance-indicators and policy-decisions which respond to performance-gaps (Linard, 2001). Typically, indicators for the Scorecard are chosen by consensus among the stakeholders, and it is further assumed that presenting decision-makers with information on the Scorecard will lead to good decision-making. This is not necessarily so, especially when faced with the dynamically-complex problems of managing organisational-performance.

Similar to other profit-oriented business and service organizations, Balanced Scorecards can be used by the hospital's Emergency Department at the policy-implementation level in many ways: to clarify, and gain consensus about, policy changes; to communicate policy throughout the organization; to align departmental and personal goals to the new policy; to link policy-objectives to long-term targets and annual budgets; to identify and
align policy-initiatives; to perform periodic and systematic strategic-reviews; and to obtain feedback to learn about, and improve, strategy.

A full BSC system could be developed as a diagnostic control-system to improve the achievement of Government-based targets. Even if the BSC could not quickly improve service-efficiency, it would still offer significant benefits in terms of meeting government expectations and targets for enhanced transparency, clarity, accountability to the public/patients, and involvement of/support for staff. Despite the fact that the BSC is unable to use in all the stages in introducing policy, the above review and the nature of the BSC reveal that it can be used as a powerful tool at the stage of implementation of new policies within the Emergency Department by keeping the expected performance of a policy on track. By considering all these aspects the researcher concludes that there is a moderate possibility of using the BSC successfully in introducing new policy to the Emergency Department.

7.2 Planning and Recruiting the Workforce

This decision is described in detail, including the outcome of the decision, in Chapter 6.3.2. This section attempts to identify the possibility of using Discrete-event Simulation and Queuing Theory in the making of this decision in Emergency Departments. The following sections conduct an analysis and discussion of each technique separately.

7.2.1 Discrete-event Simulation

In the past a number of Discrete-event Simulation studies were undertaken where the technique was used to determine the staff-size or the numbers of physicians and nurses in healthcare and the Emergency Department. Baesler et al. (2003) used Discrete-event Simulation and various experiments to predict a patient's time spent in the Emergency
Room and to minimize the number of full-time and part-time physicians required to meet patient-demand in a private hospital in Chile. Ishimoto et al. (1990) also successfully used discrete-event simulation to identify the optimal medical staff-size and mix that reduces patient waiting-times in a hospital pharmacy. Weng and Houshmand (1999) simulated a general-hospital outpatient-clinic in USA to find the optimal staff-size that maximizes patient-throughput and minimizes patient-flow time.

Swisher et al. (2001) discussed a Discrete-event Simulation model of the Queston Physician Practice Network where individual family outpatient-clinics are modeled. They analyzed the performance-measures such as patient-throughput, patient waiting-times, staff-utilization, and clinic-overtime for various numbers of exam-rooms and staff-mixes. They found that, in certain cases, adding support-personnel had negligible effects on the performance-measures. Centeno et al. (2000) conducted a simulation study of the radiology department at JMH and discussed six different scenarios that vary staff and physical resources. These were studied to determine the impact on patient-flow and utilization of the department-staff and operating-rooms. This study determined the most cost-effective staff-level for each procedure and identified additional revisions to improve process and service-efficiencies. Klafehn and Connolly (1993) modeled an outpatient hematology laboratory and compared several configurations. They observed that if the staff were cross-trained (and hence, could be more fully utilized), patient waiting-times could be reduced.

According to the above simulation-applications, it is clear that Discrete-event Simulation is an effective tool to determine how many, and what type of, staff are required for current, future and re-organized different-sized Emergency Departments to keep the expected outcome of the decision at optimal level.
7.2.2 Queuing Theory

Green (2006a) surveyed the contributions and applications of Queuing Theory in the field of healthcare. According to him, Queuing Theory has been directly applied in planning the staff in healthcare. Gupta and Kramer (1971) undertook a study to plan the hospital manpower by use of Queuing Theory. Lucas et al. (2001) used the Queuing Theory to define optimum operating-room staffing-needs for a trauma centre in the USA. Tucker et al. (1999) determined operating-room staffing-needs using Queuing Theory to provide optimal service while minimizing waiting at Stamford Hospital USA. Khan and Callahan (1993) also used a queuing-model to plan hospital laboratory staffing.

The above studies show that Queuing Theory also has been successfully used in planning and recruiting the work-force in different healthcare organisations that are similar to the Emergency Department. But, considering the limitations of Queuing Theory as a mathematical modelling tool, the researcher concludes that it is a moderate tool in planning and recruiting the staff in a hospital Emergency Department in comparison with Discrete-event Simulation.

7.3 Planning Facilities and Technology

This decision is described in detail, including the expected outcome of the decision, in Chapter 6.3.3. In this section, the researcher attempts to identify the possibility of using Discrete-event Simulation and Queuing Theory successfully in making this decision in the Emergency Department. The analysis is conducted separately for each technique as follows.
7.3.1 Discrete-event Simulation

Over the past few decades, a number of Discrete-event Simulation studies can be found in planning facilities in healthcare and emergency-care. Kuzdral et al. (1981) used a simulation model of an operating and recovery room facility to determine and assess the facility utilisation-levels and facility-needs under different scheduling policies. Olson and Dux (1994) applied simulation-modelling to study the decision to expand the Waukesha Memorial Surgical-centre from seven to eight operating-rooms. The study revealed that an eighth operating-room would only serve to meet the hospital's needs for one to two years, at a cost of $500 000. However, an analysis of the cross-departmental and administrative needs revealed that an ambulatory surgery centre that separated the inpatient and outpatient procedures would better serve the hospital's future healthcare delivery-needs. Likewise, Amladi (1984) used simulation to assist in the sizing and planning of a new outpatient surgical-facility, by considering patient waiting-times and facility-size.

Meier et al (1985) considered eleven scenarios varying the number of examination-rooms and shift-demands of both a hospital ambulatory centre and a freestanding surgical-center. They found that existing room-capacity was adequate to handle the demands for the next five years. Iskander and Carter (1991) also found that current facilities were sufficient for future growth in a study of a same-day (outpatient) healthcare unit in an ambulatory-care centre. However, they suggested a threefold increase in the size of the waiting-room. Kletke and Dooley (1984) examined the effects on service-levels and utilisation-rates in a maternity ward to determine if the current number of labour-rooms, delivery-rooms, postpartum-rooms, nurseries, and nurses were able to meet future demands. Their simulation-study recommends increasing the number of labour-rooms and the number of post-partum rooms, while maintaining four
full-time nurses. Miller et al. (2004) developed a simulation-model which enabled the hospital to test design ideas for a planned new facility.

Sepulveda et al. (1999) use Discrete-event Simulation to evaluate improvements in patient-flow at a cancer treatment centre under three different scenarios featuring: 1) a change in the layout of the clinic; 2) different patient-scheduling options; and 3) a new facility with increased capacity. The simulation of all three scenarios identified key patient-flow bottlenecks and provided insights to improve patient-flow and utilization. In particular, under the layout-scenario, the simulation was used to identify a facility layout that allowed for a 100% increase in chair-capacity. Simulating different patient-scheduling options showed a 20% increase in the number of patients seen per day, without any change in the operating-times of the treatment centre. Finally, the new facility scenario showed that one of the waiting-rooms did not have the capacity to support patient-flow.

Ramakrishnan et al. (2004) described a Discrete-event Simulation model used to analyze different scenarios for the Wilson Memorial Regional Medical Centre in Broome County, New York USA. The centre had recently implemented a digital image archiving system within its Radiology Services department, and with this implementation wanted to identify patient-flow changes in the Computerized Tomography (CT) scan area that would maximize patient-throughput and minimize report-generation time. Using simulation, the researchers identified changes within the CT scan area that would increase patient-throughput by 20%, while simultaneously reducing report-generation time by over 30%.

In 1997 Brigham and Women’s Hospital (BWH) in Boston initiated a construction project to renovate its existing surgical-suite to include 32 operating-rooms: two less
than the current number. The new suite would be used for performing primarily inpatient cases; 95% of all outpatient cases would be moved to another facility. BWH administrators, planners, and clinicians wanted to be sure that the 32 rooms would be sufficient for accommodating projected increases in the inpatient surgical-volume. In addition, they wanted to examine the possible effects of changes in the surgical-schedule and in case-times on the number of rooms required. Lowery and Davis (1999) developed a DES model to examine these issues and showed that the projected changes in surgical-workload could be accommodated in 30 operating-rooms if scheduled block time were extended during the weekdays and Saturday blocks were added.

Rossetti et al. (1998) used Discrete-event Simulation to study clinical laboratory and pharmacy delivery-processes in a mid-sized hospital environment. The study specifically assessed the costs and performance benefit of procuring a fleet of mobile robots to perform delivery-functions. The study found that a fleet of six mobile robots improved the turn around time by 33% and reduced costs by 56% compared to the current system of three human couriers. Similarly, Wong et al. (2003) used simulation to quantify the advantages of an electronic medication ordering, dispensing, and administration process at an academic acute-care centre. The automated system had an average turn-around time of 123 minutes versus the existing manual system turn-around time of 256 minutes. Groothius et al. (2002) described a systematic approach for analyzing the effects on patient-flow when a hospital department is relocated. This approach was demonstrated with a MedModel simulation-model of relocating a hospital phlebotomy department, which assessed the resulting impact on the average patient-turn-around time. They observed that this time could be reduced by as much as 50%. Johnson (1998) also used DES to model the patient-flow and census of the Maternity Unit at Miami Valley Hospital in Dayton, Ohio, USA and its results supported decisions
to construct new facilities, such as a larger perinatal intensive-care unit. Ashby (2007) utilized simulation to determine optimal resources, routing, and timing for the movement of almost 600 inpatients from two different facilities to a new replacement facility. Potential resource constraints of specialized move-teams, ambulances, and other staffing-constraints were explored to predict and reduce the likelihood of complications during the two-day patient-move.

Ramakrishnan et al. (2004) analyzed flows in a teaching hospital USA that was implementing a digital image-archiving system within its radiology services. Process mapping was used to identify the initial flow of operations, and a DES was built to evaluate the different scenarios. They identified changes to the existing workflow at the CT scan area that would maximize patient-throughput and minimize report-generation time with the digital system. Mahapatra et al. (2003) developed a Decision-support System (DSS) using the Emergency Severity Index (ESI) triage method to drive improvements in the care-delivery process for an academic ED in York Hospital, Pennsylvania. The DSS paired the ESI case-mix with simulation to support resource-deployment, improve service-metrics, and support strategic decision-making. Rossetti, et al. (1998) discussed the use of DES to analyze the costs, benefits, and performance tradeoffs related to the installation of a fleet of mobile robots within mid-sized hospital facilities, in lieu of human couriers. Results showed that for clinical laboratory deliveries, a fleet of six mobile robots could achieve significant performance-gains over the current system of three human couriers, while remaining cost-effective.

The above simulation studies and applications in ED and similar healthcare operations reveal that the Discrete-event Simulation can be used in many ways in ED to enhance the outcomes of this decision, helping an understanding of how facilities and technology can create efficiencies and increase the quality of patient-care. They further reveal that
DES can be used to enhance the ED decision-maker's ability in planning the facilities and technology to find the most cost-effective and efficient solutions to provide quality and prompt patient-care and remain competitive.

### 7.3.2 Queuing Theory

Using the Queuing Theory, Koizumi et al. (2005) found that blocking in a chain of extended-care, residential and assisted-housing facilities results in upstream facilities holding patients longer than necessary. They analyzed the effect of the capacity in downstream facilities on the queue-lengths and waiting-times of patients waiting to enter upstream facilities. They also found that system-wide congestion could be caused by bottlenecks at only one downstream facility. Roche et al. (2007) found that the number of patients who leave an Emergency Department without being served is reduced by separating non-acute patients and treating them in dedicated fast-track areas. Most of their waiting would be for tests or test results after having first seen a doctor. Using Queuing Theory they estimated the size of the waiting-area for patients and those accompanying them.

Although Queuing Theory models have been used to address many healthcare issues, the facilities and technology planning applications are rare. Despite the capability of modelling uncertain demand for the ED facility, the researcher concludes that there is only a moderate possibility of using Queuing Theory successfully in facilities and technology planning in the Emergency Department due to its own limitations in analysing dynamically-complex situations like ED.
Table 7.1 Matrix of the Strategic Level Decisions in ED and Possible Tools

<table>
<thead>
<tr>
<th>Decision</th>
<th>Discrete-event Simulation</th>
<th>System Dynamics</th>
<th>Queuing Theory</th>
<th>Balanced Scorecards</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introducing a new policy and changes</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>M</td>
</tr>
<tr>
<td>Planning and recruiting workforce</td>
<td>H</td>
<td>L</td>
<td>M</td>
<td>L</td>
</tr>
<tr>
<td>Planning facilities and technology</td>
<td>H</td>
<td>L</td>
<td>M</td>
<td>L</td>
</tr>
</tbody>
</table>

H = High, M = Medium, L = Low  
(Possibility of successfully using these tools for decision-making)

7.4 Summary

This chapter attempted to identify the possibility of using Discrete-event Simulation, and three more techniques successfully in strategic-level decision-making in the Emergency Department. The discussion is mainly based on the comprehensive analysis of published studies and applications in EDs and similar healthcare cases. There are numerous successful Discrete-event Simulation applications under each strategic-level decision. In the light of this analysis, Table 7.1 presents the possibility-matrix to select appropriate tools and techniques for each strategic decision considered in this framework. The analysis reveals that there is a high possibility (H) of successfully using DES in all three decisions considered in this section. In addition to DES, there is a high possibility (H) of successfully using System Dynamics in introducing a new policy to the Emergency Department. But System Dynamics is not a suitable tool to use in other two decisions in this framework. As a mathematical modelling-tool Queuing Theory can be used as a moderate (M) tool in two decisions, i.e. planning and recruiting the workforce, and planning facilities and technology. But Queuing Theory is not a
viable modelling-tool to use for the decision about introducing new policy to the ED. According to the findings of this analysis, Balanced Scorecards can be used as a moderate tool (M) at the implementing stage of new policy in the Emergency Department. But it has less possibility of successful use in other decisions considered in this section. In the light of this analysis, the researcher concludes that Discrete-event Simulation is the most suitable modelling-tool in the strategic-level (long-term) decision-making in the Emergency Department. Next chapter attempts to identify the possibility of using the simulation and other system analysis tools for the tactical level decisions in the framework.
8. The Identification of Possible Tools for the Tactical Level Decisions in ED

The previous chapter indentified the possibility of using DES and three more tools in strategic-level decision-making in the ED. This chapter attempts to identify the possibility of using Discrete-event Simulation and three more tools and techniques in the tactical-level (medium-term) decisions in the framework described in Chapter 6. The framework includes three medium-term decisions; Improving the ED process, scheduling staff, and allocating resources and equipment. The analysis is carried out under each decision based on the published relevant healthcare applications and literature reviews. In addition to Discrete-event Simulation, at least one more technique is discussed under each decision as alternative tools. At the end of the chapter, there is a summary of the discussion with a possibility-matrix to help choose the appropriate tools and techniques in the medium-term decision-making in the ED.

8.1 Improving the ED Process

The decision improving the ED process is discussed in detail, including the expected outcome, in Chapter 6.4.1. This section analyses the possibility of using Discrete-event Simulation, Lean and Six Sigma, and System Dynamics in the making of this decision. The following sections conduct the analysis and discussion under each technique separately.

8.1.1 Discrete-event Simulation

A number of successful simulation-based process-improvement studies and applications in healthcare and emergency-care can be found. ProModel Corporation (2009) used a
Discrete-event Simulation model for Baystate Hospital in the USA and was able to achieve the following benefits: a reduced length-of-stay in the main ED by 15%; a reduced length-of-stay in the GTA (fast-track) by 33%; and an indefinite postponement of the ED expansion, avoiding a $1.2 million investment, and disruption to critical operations. Furthermore, the estimated increase in patient-admissions and throughput capabilities revealed the potential for an additional $900,000 in annual revenue for Baystate hospital.

An entire Emergency Department of a general hospital is simulated to examine patient-flows by Takakuwa (2004). He found that patients spend the longer part of their time waiting, depending on the number of patients to be processed. In addition, he found that the waiting-time for available emergency-treatment beds, doctors, drips, and stretchers accounted for the major part of all the waiting-time in the Emergency Department. This study proposed a stepwise procedure of operations-planning to minimize the patient waiting-times, and numerical examples are shown to illustrate the procedure. Stephanie et al. (2005) built a simulation-model for the University Medical Center’s Emergency Department (ED) in Tucson. The purpose of this project was to decrease overall patient throughput-time by identifying potential bottlenecks and proposing strategies to alleviate them. The analysis results and proposed alternative solutions of this project were presented to ED administrators who were tasked with making the final decision.

Christine and Chetouane (2007) undertook a Discrete-event Simulation study of an Emergency Department at a regional hospital in Canada to reduce patient waiting-times and to improve overall service-delivery and system-throughput. As patient waiting-times are linked to resource-availability, a number of alternatives were designed based on adding resource-scenarios. The simulation showed that waiting-duration from registration to available exam-room was the most problematical. Five alternatives were
formulated based on adding staff and exam-rooms within budget limitations. The alternative with one physician and nurse added from 08.00 to 16.00 hours gave the best improvement-level for waiting-times. It allowed treating an additional number of 16 patients between 08.00 and 20.00 hour. The simulation showed that the number of examination rooms had no effect on waiting-times if added without a matching increase in the staff. A number of qualitative suggestions were also formulated based on their experience with the process. Komashie (2005) developed a Discrete-event Simulation model to help the Emergency Department managers understand the behaviour of the system with regard to the hidden causes of excessive waiting-times. The results of this work also helped managers to either reverse or modify some proposed changes to the system. The results also showed a possible reduction of more than 20% in patients’ waiting-times. Miller et al. (2004) describes a re-usable product called EDsim which was developed to model and test alternative ED design-scenarios. This product responds to the need by hospital administrators to improve key performance-indicators, such as patient LOS, bed-utilization, and the elimination of bottlenecks. Ferrin et al. (2007) used Discrete-event Simulation to improve the ED process in Carondelet St. Mary’s Hospital, USA. They worked to improve hospital-flow and increase access to care by implementing process-improvements based on simulation that reduced the Emergency Centre length of stay by 7%, increased the monthly volume by 5%, increased the inpatient daily census by 20% and improved the hospital net-operating margin by 1.3% above budget. The paper demonstrated simulation’s unique ability to direct improvement-efforts for maximum impact operationally, financially and for the best benefit of the patient.

There are many more successful simulation-studies related to process-improvement and reducing waiting-times in the hospital Emergency Department and those applications
are summarised as follows. Samaha, et al. (2003) reported a study conducted for the ED at Cooper Health System in southern New Jersey. The simulation-model depicted current operations and was used to evaluate concepts for reducing LOS for ED patients. McGuire (1994) used MedModel to determine how to reduce the length-of-stay for patients in an emergency-service department in a SunHealth Alliance hospital. Miller et al. (2003) used a Discrete-event Simulation of the Emergency Department of a large hospital in the southeast United States to show that significant process-changes would be required to meet specified goals for patient length-of-stay. Blasak et al. (2003) presented a Discrete-event Simulation study of patient-flow to reduce the Emergency Department length-of-stay. Boxerman (1996) proposed the use of simulation-modelling as a powerful tool for testing alternatives and process-improvement. Baester et al. (2003) developed a simulation-model to estimate the maximum demand-increment that could be sustained by the Emergency Room of a private hospital in Chile, without increasing the waiting-time beyond an acceptable level.

In addition to the ED applications, there are some successful process-improvement cases in similar healthcare places. Sepúlveda et al. (1999) used Discrete-event Simulation to improve the process of a full-service cancer treatment centre in the USA. The results of this analysis showed that important improvements in patients’ flow-time could be achieved. This analysis showed that the number of patients seen per day could be increased up to a 20% without materially affecting the closing-time of the facility. The simulation-model provided strong justification to relocate the centre’s laboratory and pharmacy as well as identifying changes in scheduling procedures that would allow a 30% increase in patient-throughput with the same resources. The results also showed that one of the waiting rooms did not have sufficient capacity to support the flow of
patients. In addition to these results, all the simulated scenarios were used to identify bottlenecks and to analyze patient-flow and operating-efficiency.

After carefully reviewing the above Discrete-event Simulation application, the researcher identified that most of the applications have successfully achieved many improvements in their processes by using Discrete-event Simulation. The common elements of the achievements of these studies are: reduced waiting-times; the identification of the hidden causes of excessive waiting-times; an increase in patient-admissions and throughput with the same resources; the identification of bottlenecks and proposal of strategies to alleviate them; the identification of process-changes required to meet specified goals; an increase in annual revenue; and reduced costs. These achievements gained in the above application strongly suggest that Discrete-event Simulation is an invaluable tool in improving the process in the Emergency Department of a hospital.

8.1.2 System Dynamics

Although, there has been an explosion in the use of System Dynamics modelling in healthcare over the past decade, only a few applications in process-improvement have been published. Brailsford, S. C. (2008) illustrated this tool with several examples in the field of healthcare, and discussed some of the possible reasons for the growth in the popularity of the System Dynamics approach for healthcare-modelling. Lattimer et al. (2004) described the components of an emergency- and urgent-care system within one Health Authority in the UK and investigated ways in which patient-flows and system-capacity could be improved using a qualitative and quantitative System Dynamics approach. A conceptual-map patient-pathway from entry to discharge was used to construct a quantitative SD model populated with demographic and activity data to simulate patterns of demand, activity, contingencies, and system-bottlenecks. This
modelling showed the potential consequences of continued growth in demand for emergency-care, but also revealed considerable scope to intervene to ameliorate the worst-case scenarios, in particular by increasing the care-management options available in the community. Koelling and Schwandt (2005) said that the opportunities that exist to apply System Dynamics modelling in health-systems performance-improvement start with the qualitative models developed by Hirsch et al. (2005). Focusing on the U.S. Health System, Hirsch et al. (2005) demonstrated the potential benefits of System Dynamics and concluded that increased utilization of System Dynamics modelling can contribute to significant structure-based performance-improvement. They correctly stated that a key avenue of research is to build from their causal-loop diagrams, adding the necessary stock and flow data to support quantitative analysis. In addition, the strengths of Discrete-event Simulation have been exploited to generate improvement opportunities. However, research indicates that even more benefits can be obtained by efficiently and effectively integrating SD and DES models to take advantage of the strengths of both techniques.

According to these few studies, it is clear that SD modelling is more appropriate for studying the inter-relations between an Emergency Department and the rest of the healthcare systems. The above studies also suggest that the integration of Discrete-event Simulation and System Dynamics have great potential to become an important decision support-tool for dealing with internal efficiency-issues within the ED walls, as well as helping with system-wide factors beyond the immediate control of the ED managers. SD combines qualitative and quantitative aspects and aims to enhance understanding of a system and the relationships between different system-components. However, in general SD models do not produce highly-detailed numerical results, since its purpose is to generate understanding and insight into a system, rather than acting as a precise
predictive tool. By considering all these aspects the researcher concludes that SD can be used successfully as a moderate process-improvement tool in the Emergency Department.

8.1.3 Lean and Six Sigma

Over the past few years, two methodologies for process-improvements in manufacturing and service-operations have been coming to healthcare. These methods include Lean thinking, which seeks to eliminate activities or process-steps which do not add value to customers; and Six Sigma, which aims to reduce variations and create defect-free services. There are a number of successful studies and applications using these two methods in health- and emergency-care organisations in the past.

Lean and Six Sigma is a proven approach to reduce defects and waste and improve processes, thus saving money in industrial, service, retail, and financial organizations. Several case-studies on Lean and Six Sigma initiatives in the healthcare sector also can be found. Two healthcare organizations in the US showed a positive impact on productivity, cost, quality, and timely delivery of services after having applied Lean principles throughout the Measuring Lean Initiatives organization (Miller, 2005). In Rogers et al. (2004), a medical director at the NHS Modernization Agency in the UK claims that the key elements of Lean Thinking have been applied in service improvement-programmes for several years, and successful outcomes have been shown in applying them to, amongst others, emergency-flows and journey-times in cancer-care.

Hagg et al. (2007) have successfully applied Lean Six Sigma methodologies to improve turn-around times for Emergency Department STAT orders within 3 hospital labs

---

STAT is a medical term which means urgent or rush.
through application of a Lean Six Sigma training programme. As a result of this programme, the collection to report-processing times for ED STAT specimens has decreased from an average of 75 minutes to less than 35 minutes. Additionally, this paper discussed the strategies and methodologies used to sustain initial results following the initial implementation, and the key characteristics of successful project-migration to additional hospital labs. Young et al. (2004) saw an obvious application of Lean Thinking in healthcare in eliminating delay, repeated encounters, errors and inappropriate procedures. They suggested the classification of conceptual issues, and in particular which stakeholders can be identified as customers. Similarly, Breyfogle and Salveker (2004) advocated Lean Thinking in healthcare and gave an example of how Lean management principles can be applied to healthcare processes through the use of the Six Sigma methodology, which in many ways resemble the Lean production techniques.

Komashie et al. (2005) conducted a study of an ED in a British hospital, with the objective to determine the impact of key resources (doctors, nurses, beds) on key performance-measures (waiting-times, waiting-queues and patient-throughput). The designed Arena model contains several features such as variable service-times to model nurse- and doctor-ranking along with patient-condition-based treatment-durations. A different arrival-process was used for each day of the week. Data for this study were collected by means of Hospital log-sheets, interviews, and on-site observations. Khurma et al. (2008) attempted to improve the patients’ experience over their ED stay by using a combination of Lean tools to analyze, assess and improve the current situation. They developed a simulation-model based on current and future states of ED and a comparative analysis of both enabled the verification of the feasibility of proposed solutions, and provided quantifiable results. Their paper addressed some of the waste in
the ED process, including transportation, over-processing, waiting, motion etc. To deal more effectively with different types of waste in the process, they applied Lean methodology techniques in order to understand the current state, develop an improved state of the process, identify the gaps and prioritize the activities.

The successful Lean and Six Sigma studies in health and emergency-care reviewed above prove that these methods can be widely-used in improving the Emergency Department process and safety of care. The applications showed a positive impact on productivity, costs, quality, and timely delivery of care in many cases after having applied Lean and Six Sigma. Some of the studies have successfully eliminated delay and waste in the ED process including transportation, over-processing, repeating, waiting, motion, inappropriate procedures, errors etc. One study has used these methods to understand the current state and an improved state of the process, and to identify the gaps and prioritize the activities. Another application reports that processing-times for ED have been decreased from an average of 75 minutes to less than 35 minutes. After a careful review of these successful applications in healthcare, the researcher concludes that there is a high possibility of using Lean and Six Sigma methods successfully in improving the process in ED. However, a successful implementation of Lean and Six Sigma methods require long-term vision, commitment, leadership, management, and training.

8.2 Scheduling Staff

This decision is described in detail, including the outcome of the decision, in Chapter 6.4.2. This section analyses the possibility of using Discrete-event Simulation and Queuing Theory successfully in making this decision in the Emergency Department. The analysis is conducted under each technique separately as follows.
8.2.1 Discrete-event Simulation

Even though the majority of scheduling-simulations for health care are directed at patient-scheduling, a number of simulation-models of scheduling medical staff in Emergency Departments also have been developed. Draeger (1992) simulated nurse-workload in an Emergency Room and its effect on the average number of patients, average time-in-system, average number of patients waiting, and average patient waiting-time. Comparing the current schedule's performance with two alternative staffing-schedules, they found an alternative that could reduce both the average patient time-in-system (by 23%) and the average patient waiting-time (by 57%), without increasing costs. Similarly, Evans et al. (1996) reduced a patient's length-of-stay by finding the optimal number of nurses and technicians that should be on duty during four shift-periods in an Emergency Room. Centeno et al. (2003) developed a tool that integrated DES with an integer linear program (ILP) to investigate optimal staffing-schedules for the Emergency Room, Baptist Health South Hospital, Coral Gables, Florida and showed a 28% improvement in the total person-hours per day which offered potentially significant savings in hospital labour-costs. Rosetti et al. (1999) described the application of DES to inform decisions concerning the efficient allocation and use of ED staff-resources at the University of Virginia Medical Centre in Charlottesville, USA. The study tested alternative attending-physician staffing-schedules; analyzed the corresponding impacts on patient-throughput and resource-utilization; helped identify process-inefficiencies; and evaluated the effects of staffing, layout, resource, and patient-flow changes on system-performance, without disturbing the actual system.

Swisher and Jacobson (2002) used an object-oriented visual Discrete-event Simulation to evaluate different staffing-options and facility-sizes for a two-physician family practice healthcare clinic. They describe a clinic-effectiveness measure that is used to
evaluate the overall effectiveness of a given clinic-configuration. This clinic-effectiveness measure integrates clinic profits, patient-satisfaction, and medical staff-satisfaction into a single performance-measure.

Similarly, there are many other simulation-studies for scheduling staff in healthcare. Kumar and Kapur (1989) examined ten nurse-scheduling policy alternatives, selecting and implementing the policy yielding the highest nurse-utilisation rate. Baesler et al. (2003) used a Discrete-event Simulation model to minimize the number of staff-resources required to meet patient-demand. Tan et al. (2002) presented a Discrete-event Simulation study of an urgent-care centre that simulated the current physician-schedule and a proposed schedule to test if the proposed schedule reduced the average total time patients spent at the facility. Murat et al. (2006) used simulation-modelling to understand the factors affecting A&E performance. They focused on the multi-tasking behaviour and experience-level of medical staff, both of which affect Accident and Emergency Department performance. Centeno et al. (2001) presented a simulation-study of the labour- and delivery-rooms at Jackson Memorial Hospital and identified ways to improve physician-scheduling and better staffing levels. Badri and Hollingsworth (1993) analyzed the impact of different operational-scenarios on scheduling, limited staffing, and the patient demand-patterns in an Emergency Room of the Rashid Hospital in the United Arab Emirates.

The above simulation applications and studies in ED healthcare reveal that Discrete-event Simulation can be successfully used to schedule the hospital and Emergency Department staff and improve the expected outcomes of scheduling-staff. Some studies compared the existing schedule's performance with alternative scheduling, and found an alternative that could reduce the average patient time-in-system by 57%, without increasing costs. One study showed a 28% improvement over the existing method of
staffing which offered potentially significant savings in hospital labor-costs. Most of the studies have reduced a patient's length-of-stay by finding the optimal number of staff that should be on duty during the shift-periods. Another study has measured clinic profits, patient-satisfaction, and medical staff-satisfaction with the effectiveness of the performance-measures. By carefully studying these successful applications, the researcher concludes that Discrete-event Simulation has a high capability of successful use in scheduling-staff in the Emergency Department.

8.2.2 Queuing Theory

In the literature, there is a number of Queuing Theory studies in staff-scheduling in healthcare and some of the selected applications are analysed as follows. Nosek and Wilson (2001) reviewed the use of Queuing Theory in pharmacy applications with particular attention to improving customer-satisfaction by predicting and reducing waiting-times and adjusting staffing. They further argued that Queuing Theory can be used in pharmacy to increase the satisfaction of all the relevant groups i.e. customers, employees, and management, by the assessment of a multitude of factors such as prescription fill-time, patient waiting-times, patient counselling-time, and staffing-levels. Brahimi and Worthington (1991) designed an appointment-system to reduce the number of patients in the queue at any time, and reduce patient waiting-times without significantly increasing doctor idle-time. They also explored the effect of patients who do not show up for their appointments. Agnihothri and Taylor (1991) sought the optimal staffing at a hospital scheduling-department that handles phone-calls whose intensity varies throughout the day. There are known peak and non-peak periods of the day. The paper grouped the periods that received similar call-intensity and determined the necessary staffing for each such intensity, so that staffing varied dynamically with call-intensity. As a result of redistributing server-capacity over time, customer-complaints
immediately reduced without the addition of staff. Green (2006b) used the same approach, and named it Stationary Independent Period by Period (SIPP), to adjust staffing in order to reduce the percentage of patients who left without being seen in an Emergency Department. He decreased the proportion of patients who left without being seen by 22.9% despite an increase in arrival-volume of 6.3% with the same staff. These successful Queuing Theory applications in healthcare suggest that Queuing Theory is also a useful modelling technique in scheduling staff in the Emergency Department.

8.3 Allocating Resources and Equipment

The decision on Allocating Resources and Equipment is described in detail, including expected outcomes of the decision, in Chapter 6.4.3. This section attempts to identify the possibility of using Discrete-event Simulation and Queuing Theory successfully in making this decision in the Emergency Department. The analysis and discussions are conducted separately under each technique as follows.

8.3.1 Discrete-event Simulation

Even though many different kinds of resources and equipment are used in the hospital Emergency Department, most of resource-allocation simulation-studies in the literature have been done to analyse the bed-allocation in hospitals. Lowery (1992), and Lowery and Martin (1992) studied the use of simulation in a hospital's critical-care areas that are operating-rooms, recovery-units, intensive-care units, and intermediate-care units and to determine critical-care bed-requirements at individual units within a hospital. Butler et al. (1992) used a two-phase approach involving a quadratic integer programming-model and a simulation-model to evaluate bed-configurations and to determine optimal bed-allocations across a number of hospital service-areas. Butler et al. (1992) further used simulation to model a surgical intensive-care unit for various bed-levels and future
demand. Vassilacopoulos (1985) developed a simulation-model to determine the number of beds with the following constraints: high occupancy-rates, immediate patients, and low length of waiting-lists. This study showed that by using a waiting-list and smoothing the patient-demand, high occupancy rates could be achieved. Cahill and Render (1999) developed a DES of patient-flows through the ICU, telemetry, and medical-floor beds under current bed-allocation for the Cincinnati Veterans Administration Medical Centre, Arizona. Under this allocation, ICU beds are unavailable nearly one third of the time, eliminating new ICU admissions and requiring diversion of ambulance traffic. The simulation was then used to evaluate the effects of the phased construction intended to relieve the problem. Wiinamaki and Dronzek (2003) also used simulation to determine the bed-requirements for an Emergency Department expansion at the Sarasota Memorial Hospital in Sarasota, Florida. Vasilakis and El-Darzi (2001) used Discrete-event Simulation to identify the possible causes of a hospital-bed crisis that occurs each winter in United Kingdom National Health Services hospitals. Ferrin et al. (2004) used Discrete-event Simulation to determine the number of operating-rooms and number of beds required in the post-anaesthesia Care Unit at St. Vincent's Hospital in Birmingham, Alabama, USA. More bed-allocation models were simulated by Altinel and Ulas (1996) for Istanbul University School of Medicine; by Lennon (1992) for Stanford University Hospital; and by Freedman (1994) for St. Joseph Hospital and Washington Adventist Hospital in Maryland, USA.

Bed-allocation is the most successful resource-allocation application in healthcare. After reviewing these bed-allocation applications, it is clear that Discrete-event Simulation can be used as a valuable tool by ED managers to allocate their other resources and equipment in the same way to meet demand and to provide an efficient service. Moreover, Discrete-event Simulation allows hospital-administrators to experiment with
different resource-allocation rules to help them to utilise ED resources optimally, and thus improve ED performance.

8.3.2 Queuing Theory

Bruin et al. (2005) used Queuing Theory to determine the number of beds required to achieve a maximum turn-away rate of 5% at the Emergency Cardiac Department of the University Medical Centre of Amsterdam. The technique was also successfully used to identify bottlenecks and the impact of fluctuation in demand in emergency cardiac in-patient flow. Given a desired maximum turn-away rate, Bruin et al. (2007) determined the optimal number of beds in a Cardiology Department by using Queuing Theory. The Cardiology Department is modelled as a network of 3 sub-departments. The study found that too few beds downstream is the primary cause of refused admissions upstream; and that congestion effects can add 20-30% to patient length-of-stay in the Department. They characterized having a fixed target utilization-rate as unrealistic and concluded that a downstream utilization of 55% is necessary to attain a 2% turn-away rate. Kao and Tung (1981) investigated the allocation of hospital-beds amongst the inpatient-departments of a hospital. First, they established a baseline patient-capacity for each department. Then, they allocated additional beds to departments in a manner which will minimize patient-overflows from one department to another. Forecasts are used to determine both the baseline bed-allocation and the anticipated patient-demand in order to minimize overflow.

By reviewing these three bed-allocation applications, the researcher concludes that Queuing Theory also can be used as a moderately useful tool in resource- and equipment-allocation in the Emergency Department.
### Table 8.1 Matrix of the Tactical Level Decisions in ED and Possible Tools

<table>
<thead>
<tr>
<th>Decision</th>
<th>Discrete-event Simulation</th>
<th>Queuing Theory</th>
<th>System Dynamics</th>
<th>Lean Six sigma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improving the ED Process</td>
<td>H</td>
<td>L</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td>Scheduling staff</td>
<td>H</td>
<td>M</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Allocating resources and equipment</td>
<td>H</td>
<td>M</td>
<td>L</td>
<td>L</td>
</tr>
</tbody>
</table>

H= High, M= Medium, L= Low
(Possibility of successfully using these tools for decision-making)

### 8.4 Summary

This chapter attempted to identify the possibility of using Discrete-event Simulation and three more techniques successfully in tactical-level decision-making in the Emergency Department. The discussion is based mainly on the comprehensive analysis of past research studies and applications in healthcare. Table 8.1 summarises the possibility of using each technique successfully in each tactical decision considered in the framework. According to this analysis, Discrete-event Simulation has become an invaluable decision-making support-tool at the tactical level of decision-making in EDs. Table 8.1 shows that there is a high possibility (H) of successfully using Discrete-event Simulation in all three tactical decisions considered in this framework. System Dynamics can be used as a moderately successful modelling-tool in making decisions to improve the ED process. But it has less suitability for use in the other two decisions. The analysis also reveals that there is a high possibility (H) of using the Lean and Six Sigma methods successfully in improving the Emergency Department process. As a mathematical modelling-tool Queuing Theory can be used as a moderately successful
tool in scheduling staff and allocating resources in the Emergency Department. In the light of this analysis, the researcher concludes that Discrete-event Simulation is the most suitable modelling-tool for tactical-level decision-making in the Emergency Department. Next chapter attempts to identify the possibility of using the simulation and other systems analysis tools for the operational level decisions in the framework.
9. The Identification of Possible Tools for the Operational Level Decisions in ED

The previous chapter analysed the possibility of successfully using Discrete-event Simulation and three more tools at the tactical-level decision-making in ED. This chapter analyses the possibility of successfully using Discrete-event Simulation and other alternative tools in the operational-level (short-term) decisions described in the decision framework in Chapter 6. It includes three operational decisions: managing patient-flows; scheduling patients for doctors; and scheduling patients for shared-resources. The analysis is also carried out for each decision based on the published relevant applications and studies in ED and similar healthcare to the ED. In addition to Discrete-event Simulation, Queuing Theory is also discussed for each decision as an alternative tool. In a similar way to the previous two chapters, this chapter also presents a summary of the discussion with a possibility-matrix to select the successful tools and techniques in short-term decision-making in ED at the end of the chapter.

9.1 Managing Patient-flows

This decision is described in detail, including the expected outcomes, in Chapter 6.5.1. This section analyses the possibility of using the Discrete-event Simulation and other alternative techniques successfully in making this decision in the Emergency Department. The following conducts analysis and discussion under each tool and technique separately.
9.1.1 Discrete-event Simulation

A number of Discrete-event Simulation applications in managing patient-flows can be found in healthcare. Mahapatra et al. (2003) used Discrete-event Simulation to assess the effect of fast-care processing-routes for non-critical patients on waiting-times in an Emergency Department and to identify the best operating-hours for a fast-track unit. This study showed that the addition of a fast-track unit improved average waiting-times by at least 10%. Davies (2007) also used Discrete-event Simulation to compared two approaches to “See and Treat” policy in the UK Emergency Department.

Kolker (2008) used Discrete-event Simulation to establish a quantitative relationship between Emergency Department performance-characteristics, such as percentage of time spent on ambulance diversion and the number of patients in queue in the waiting-room, and the upper limits of patient length-of-stay (LOS). A simulation model of ED patient-flow has been developed that took into account a significant difference between LOS distributions of patients discharged home and patients admitted into the hospital. Using simulation-modelling it has been identified that ED diversion could be negligible if patients discharged home stayed in ED not more than 5 hours, and patients admitted into the hospital stay in ED not more than 6 hours. It has also been determined that if the number of patients exceeds 11 in queue in the ED waiting-room then the diversion percentage rapidly increases. According to Kolker (2008) a Discrete-event Simulation could also be used to analyze other “what-if” scenarios. For example, the staffing problem: what resources (the number of doctors, nurses, and technicians) would be needed to achieve and maintain the established LOS targets? What should be their shift-allocation during a day of the week, and/or for different days of the week? How to best match the staff-schedule and short-term fluctuations of the patient-flow? Guo et al. (2004) presented a DES framework for the problem based on determining prioritization
(triage) rules so that adequate patient-care is guaranteed, resources are utilized efficiently, and a service-guarantee can be ensured. They summarized their experience with a preliminary implementation for the Division of Pediatric Ophthalmology at Cincinnati Children’s Hospital Medical Centre. Kirtland et al. (1995) examined eleven alternatives to improve patient-flow in an Emergency Department and identified three alternatives (using a fast-track lane in minor care; placing patients in the treatment-area instead of sending them back to the waiting-room; and the use of point-of-care lab testing) that can save on average thirty eight minutes of waiting-time per patient.

Management of patient-flow is an example of the general dynamic supply and demand problem. There are three basic components that should be accounted for in such problems: 1) the number of patients entering the system at any point of time; 2) the number of patients leaving the system after spending some time in it; 3) the capacity of the system which limits the flow of items through the system. All three components affect the flow of patients that the system can handle. A lack of the proper balance between these components results in the system’s over-flow and its closure. Discrete-event Simulation provides an invaluable means for analyzing and managing the proper balance between these components in the patient-flows. One advantage of using Discrete-event Simulation is the capacity of simulation to model complex patient-flows through the Emergency Department, and then to play 'what if' scenarios by changing the patient-flow rules and policies. By considering all these facts and the applications discussed above, the researcher concludes that Discrete-event Simulation is an invaluable tool to manage patient-flows in the Emergency Department.

9.1.2 Queuing Theory

In the literature there are very limited Queuing Theory applications at the operational level of patient-flow management in the Emergency Department. Cochran (2007)
calculated the percentage of patients who leave an Emergency Department without getting help using arrival-rate, service-rate, utilization, and capacity. From this percentage, he determined the resulting revenue-loss. Siddhartan et al. (1996) analyzed the effect on patient waiting-times when primary-care patients use the Emergency Department. They proposed a priority discipline for different categories of patients and then a first-in-first-out discipline for each category. They found that the priority discipline reduces the average waiting-time for all patients; however, while the waiting-time for higher priority patients is reduced, lower priority patients endure a longer average waiting-time.

Even though Queuing Theory can analyse the waiting-time and flow of unscheduled patient-arrivals in the Emergency Department, it has limited potential to analyse the dynamic-complexity of the patient-flow in the Emergency Department compared to Discrete-event Simulation. However the researcher concludes that there is moderate possibility of using Queuing Theory successfully in managing patient-flow in the Emergency Department.

9.2 Scheduling Patients for Doctors

This decision is also described in detail, including the outcomes of the decision, in Chapter 6.5.2. This section analyses the possibility of using Discrete-event Simulation and Queuing Theory successfully in making this decision in the Emergency Department. The analysis and discussion follow under each separate technique.

9.2.1 Discrete-event Simulation

In the literature, the majority of Discrete-event Simulation studies of patient-scheduling are focused on outpatient-clinics. Quo et al. (2004) outlined a Discrete-event Simulation framework for analyzing scheduling-rules for outpatient-clinics. This framework,
termed Patient Scheduling Simulation Model (PSSM), addresses four key components of an outpatient-clinic scheduling-system: demand for appointments, supply of physician time-blocks, patient-flow, and the scheduling-algorithm. The study provides a demonstration of the framework for a paediatric ophthalmology clinic and discusses some challenges for adapting the framework to other settings. Rohleder and Klassen (2002) presented a Discrete-event Simulation study of rolling-horizon appointment-scheduling. The study considered two common management policies: Overload Rules and Rule Delay. The Overload Rules policy considers scheduling-methods such as overtime and double-booking that are used when demand is high; while the Rule Delay policy determines when to implement Overload Rules. The authors conclude that determining the "best" scheduling policy depends on the measures of performance that are deemed most important by decision-makers. Klassen and Rohleder (1996) used Discrete-event Simulation to study the best time to schedule patients with large patient service-time means and variances. They analyzed several rules and arrived at the best result that minimized the patient's waiting-time and the physician's idle-time. Additionally, they analyzed the best position for unscheduled appointment-slots for potentially urgent calls and found no conclusive scheduling-rule. Centeno, et al. (2001) described a DES study for labor- and delivery-rooms at Jackson Memorial Hospital, focusing on improving doctor- and staff-scheduling. This simulation-model also investigated possible changes in the scheduling of patients, room-scheduling, and the doctors' room-assignment. Groothuis et al. (2001) investigated two patient-scheduling procedures (the existing procedure where no patient was scheduled after 4:00pm, versus scheduling a fixed number of patients each day) for a hospital cardiac catheterization lab. Both scheduling-procedures were applied to the current configuration and three additional experimental configurations, with patient-throughput and working-day duration as the measures of performance. A Discrete-event Simulation was designed
using Medmodel and showed that the third experimental configuration under the current scheduling-procedure could, on average, accommodate two additional patients with fewer working days that exceeded eight hours.

According to the above studies and applications, Discrete-event Simulation can provide optimal patient-scheduling, balancing the trade-off between physician utilisation-rates and patient waiting-times. Discrete-event Simulation also can be used to analyze physician utilization-rates with respect to ED performance-measures by using different input-variables. After considering the above successful applications and the capabilities of the technique to achieve the desired outcomes of the decision, the researcher concludes that there is a high possibility of using Discrete-event Simulation successfully in scheduling patients for doctors in ED.

9.2.2 Queuing Theory

Fiems et al. (2007) investigated the effect of emergency requests on the waiting-times of scheduled patients with deterministic processing-times. It is a pre-emptive repeat priority queuing-system in which the emergency patients interrupt the scheduled patients and the latter’s service is restarted as opposed to being resumed. This paper modelled a single-server queue and divided time into equally-long slots. Periods of emergency interruptions were considered to have no server available from the point of view of the scheduled-patients. DeLaurentis et al. (2006) pointed out that patient no-shows without cancelling appointments could lead to a waste of resources. They proposed implementing short-notice appointment-systems based on a queuing-network analysis tailored to the realities of any particular outpatient-clinic. Their approach assumed the availability of a certain number of staff who could be distributed amongst the different stations of the queuing-network in several combinations. A combination is chosen based on its resulting utilization per station and expected patient length-of-stay.
in clinic. The implementations of these ideas did not improve the appointment-system, a failure which they attributed to the clinic using many visiting doctors and the patients being unable to schedule visits with their primary-care physician at short notice.

Even though there are not many Queuing Theory applications in patient-scheduling for doctors in healthcare, the above two studies reveal that Queuing Theory as a mathematical modelling-tool also has the capability to schedule patients in such complex cases. After considering the limitations of Queuing Theory as a mathematical modelling-tool, the researcher concludes that Queuing Theory can be used as a moderately-successful modelling-tool in scheduling patients for doctors in the Emergency Department.

9.3 Scheduling Patients for Shared Resources

The decision scheduling patients for shared resources is described in detail, including the expected outcomes of the decision, in Chapter 6.5.3. This sub-chapter analyses the possibility of successfully using Discrete-event Simulation and Queuing Theory in making this decision in the Emergency Department. The analysis and discussions follow under each separate technique.

9.3.1 Discrete-event Simulation

Most Discrete-event Simulation applications in patient-scheduling are focused on outpatient-scheduling. Two very successful simulation-based patient-scheduling case-studies were recently published relating to this decision. Vermeulen et al. (2008) presented a detailed Discrete-event Simulation model for scheduling patients to a hospital resource. Their approach was on an operational-level. Specifically it presented the details of the CT-scan scheduling-case at the academic hospital, the Academic Medical Centre. In current practice, adjusting the resource-calendar manually requires
constant attention and was critically dependent on the expertise of the calendar supervisor. They implemented a realistic simulation of their case-study to analyze the problem and evaluate approaches. The results of this simulation show that their approach can effectively schedule patients with different attributes and make efficient use of capacity. Ogulata et al. (2009) introduced a patient-scheduling approach for a university radiation oncology department to minimize delays in treatment due to potential prolongations in the treatment of current patients, and to maintain efficient use of the daily treatment-capacity. A simulation-analysis of the scheduling approach was also conducted to assess its efficiency under different environmental conditions and to determine appropriate scheduling-policy parameter-values. Also, the simulation-analysis of the suggested scheduling approach enabled the determination of appropriate scheduling-parameters under given circumstances. Therefore the system performed more efficiently using the appropriate scheduling-parameters and this minimized the percentage of unaccepted patients, treatment-delay, and the number of patients waiting in queue.

According to these successful scheduling-applications, it is very clear that Discrete-event Simulation can effectively schedule patients with different attributes for shared resources in the Emergency Department and make efficient use of capacity to maintain higher performance-values.

### 9.3.2 Queuing Theory

Queuing Theory applications relating to this decision are not common. One study has been done by Vasanawala and Desser (2005) to determine whether Queuing Theory would allow the prediction of the optimal number of schedule-slots to be reserved for urgent computer tomography (CT) and ultrasonography (US) at the Department of Radiology, Stanford University School of Medicine, USA. According to them, a
radiology department has some time-slots scheduled for routine radiology-analysis. Emergency requests may require re-scheduling of scheduled requests. Given a 1% or 5% probability of re-scheduling, they used Queuing Theory to determine how many scheduled slots to leave empty during routine scheduling.

Even though there is not a sufficient number of published applications in patient-scheduling for the shared resources in Emergency Department, the capability of Queuing Theory and the above similar application in healthcare reveal that Queuing Theory can be used as a moderately-successful modelling tool to support making this decision in ED.

Table 9.1 Matrix of the Operational Level Decisions in ED and Possible Tools

<table>
<thead>
<tr>
<th>Decision</th>
<th>Discrete-event Simulation</th>
<th>Queuing Theory</th>
<th>System Dynamics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Managing patient-flows</td>
<td>H</td>
<td>M</td>
<td>L</td>
</tr>
<tr>
<td>Scheduling patients for physicians</td>
<td>H</td>
<td>M</td>
<td>L</td>
</tr>
<tr>
<td>Scheduling patients for shared resources</td>
<td>H</td>
<td>M</td>
<td>L</td>
</tr>
</tbody>
</table>

H= High, M= Medium, L= Low
(Possibility of successfully using these tools for decision-making)

9.4 Summary

This chapter attempted to identify the possibility of using Discrete-event Simulation and two more modelling techniques successfully in operational-level decisions in the Emergency Department. The analysis reveals that Discrete-event Simulation is the most suitable modelling-tool in these operational-level decisions. In the light of this analysis,
Table 9.1 summarizes the possibility of using each tool and technique in operational-level decisions considered in the framework. The table shows that there is a high possibility (H) of successfully using Discrete-event Simulation in all three decisions considered. The analysis further reveals that Queuing Theory also can be used as moderately-successful (M) mathematical modelling-tool in all three decisions. The researcher couldn't find any evidence of a System Dynamics application relating to the decisions considered at the operational-level. However, the capability of System Dynamics as a modelling-tool also reveals that there is a low possibility (L) of applying it successfully in these operational-level decisions.
CHAPTER TEN

10. Conclusion

This chapter includes three parts. The first part of the chapter concludes the thesis and the second part explains the contribution to the knowledge from the research. The final part is given the limitations and future work.

10.1 Conclusions

Over the last three decades a variety of systems-engineering tools have been used in a wide variety of applications to achieve major improvements in the quality, efficiency, safety, and customer-centred nature of processes, products, and services in a wide range of manufacturing and service-industries. The healthcare sector as a whole has been very slow to embrace them. However, a growing number of studies and applications in many areas of healthcare have been published by researchers, academics and consultants over the last two decades. Discrete-event Simulation, Queuing Theory, System Dynamics, Lean Six Sigma, and Balanced Scorecards have been adapted to applications in many areas of healthcare delivery. Among them, Discrete-event Simulation is one of the most powerful tools used to analyze the behaviour of large, complex and dynamic systems. Simulations can be used as tools that enable Emergency Departments to conduct accurate and objective predictive analyses of the effects of improvements, changes, and new designs prior to implementation. Although over the last thirty years a growing number of studies have used Discrete-event Simulation in healthcare and emergency-care, the simulation is still not widely-accepted as a viable modelling-tool in decision-making in health- and emergency-care systems.
Over the last two decades, overcrowding and long waiting-times in the Emergency Department have become a universal and growing acute problem with no easy solutions. Overcrowding is a situation in which the demand for ED services exceeds the ability of a department to provide quality care within acceptable time-frames. Chapter 5 identified numerous effects of this problem, including an increased number of medical errors, the prolonged pain and suffering of patients, more patient-deaths, decreased patient-satisfaction, increased numbers of patients leaving before treatment, increased violence, frustration of staff, ambulance-diversion, and increasing costs. Chapter 5 mainly analysed the causes of overcrowding in ED, and identified two main types of cause i.e. causes within the control of the Emergency Department and causes beyond the immediate control of the ED.

The causes beyond the control of the ED are:

- An increase in ED patient-demand;
- High patient-acuity and complexity of diseases;
- Language and cultural barriers;
- Seasonal variations (e.g. the season, holidays, the day of the week);
- Lack of funding;
- Closure or decreased hours of other hospitals;
- Reduced access to primary care;
- Lack of community care;
- Lack of preventive care.

The causes of overcrowding which can be controlled within the Emergency Department may be divided into three main categories: inefficient ED processes and policies;
deficiencies in the workforce; and inadequate facilities, resources and technology.

Under each category, the sub-causes of overcrowding are identified as follows.

The causes related to inefficient ED processes and policies are:

- Delays in diagnostics;
- Boarding patients for admission to hospital;
- Slow throughput of patients;
- Delays in ancillary services (e.g. laboratory, radiology, respiratory therapy);
- Medical record documentation requirements.

The causes related to the deficiencies in the workforce are:

- A shortage of ED nurses;
- A shortage of physicians;
- Unavailability of on-call physicians/specialists;
- Shortages of medical and surgical subspecialists;
- Shortages of other support-staff (e.g. radiologists, technicians, housekeepers).

The causes related to the inadequate facilities, resources and technology are:

- A lack of inpatient beds;
- Unavailability of ancillary services (e.g. laboratory and radiology)
- Insufficient ED space;
- Slow or incompatible information systems.

Chapter 6 of this thesis developed an ED decisions-framework based on the causes of overcrowding found in Chapter 5. The framework included nine ED decisions covering all three categories of the causes of overcrowding and three main time-horizons i.e. long-term, medium-term and short-term. Since all the decisions in this framework are
selected based on the causes of overcrowding, the common outcome of those decisions are improved ED capacity and efficiency including reduced throughput-time and waiting-times in ED. The policy-makers and ED managers essentially need a tool or set of tools to study the outcomes of these decisions and the effects of multiple and complex changes on the entire system before the decisions are implemented. The identification of the most suitable tool or set of tools for each decision provides a better opportunity for ED managers to overcome the overcrowding problem.

Chapter 7, 8 and 9 of this thesis attempted to identify the most suitable tool or set of tools for the ED decisions in this framework in the long-term, medium-term and short-term respectively. The findings of these three chapters are summarised in Table 10.1.

Table 10.1 Matrix of Emergency Department Decisions and Possible Tools

<table>
<thead>
<tr>
<th>Time</th>
<th>Decision</th>
<th>Discrete-event Simulation</th>
<th>Queuing Theory</th>
<th>System Dynamics</th>
<th>Lean Six Sigma</th>
<th>Balanced Scorecards</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long-Term</td>
<td>Introducing a new policy or changes</td>
<td>H</td>
<td>L</td>
<td>H</td>
<td>L</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>Planning and recruiting workforce</td>
<td>H</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>Planning facilities and technology</td>
<td>H</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Medium-Term</td>
<td>Improving the ED process</td>
<td>H</td>
<td>L</td>
<td>M</td>
<td>H</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>Scheduling staff</td>
<td>H</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>Allocating resources and equipment</td>
<td>H</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Short-Term</td>
<td>Managing patient-flows</td>
<td>H</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>Scheduling patients for doctors</td>
<td>H</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>Scheduling patients for shared resources</td>
<td>H</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
</tbody>
</table>

H= High, M= Medium, L= Low

(Possibility of successfully using these tools for decision-making)
Table 10.1 presents the possibility of using Discrete-event Simulation and other selected tools and techniques in making those decisions which are highly related to the overcrowding problem in EDs. The analysis reveals that DES can be successfully used as a tool that enables Emergency Departments to conduct accurate and objective predictive analyses of the effects of decisions prior to implementation at the strategic, tactical, as well as the operational level. In the light of this analysis, the researcher derived the following conclusions.

- There is a high possibility of successfully using Discrete-event Simulation in long-term, medium-term and short-term decision-making in the Emergency Department. Therefore, Discrete-event Simulation is the most suitable tool that can be used in the decision-making to overcome the overcrowding problem in the ED.

- Queuing Theory is a moderate tool for most of the decisions in the ED. As a mathematical modelling-tool it has a low possibility of successful use in two decisions, i.e. introducing new policy to the ED in the long-term and improving the ED process in the medium-term.

- System Dynamics has a high possibility of successful use in introducing new policy to the ED in the long-term. It can also be used as a moderate tool in improving the ED process in the medium-term as well. SD is not a viable tool to use in any other decisions, especially short-term ones.

- Lean Six Sigma is an industrial management technique which has a high possibility of successful use in improving the process in the Emergency
Department. But this method has a low possibility of successful use in other
decisions in the Emergency Department.

- Balanced Scorecards can be used as a moderate strategic management tool in
new policy implementation in the Emergency Department.

10.2 Contribution to Knowledge

The aim of this research was to develop a modelling-based framework to overcome the
overcrowding problem in Emergency Departments in hospitals. In the light of the
findings of this research, the following contributions are given to Knowledge.

- At the beginning of this research, a literature survey of the use of simulation in
healthcare was conducted. Previously, only two comprehensive reviews of using
simulation in healthcare had been conducted by Jun et al. (1999) and Fone et al.
(2003). Both these reviews have covered the period until 1999 and thereafter any
comprehensive review has not been done in literature. This research conducted a
comprehensive review the use of simulation in healthcare from 1999 to early
2005 including the previous reviews. Filling this vacuum in literature is the first
valuable contribution to knowledge from this research.

- The ED is a highly-complex system for study. In the literature there is no single
comprehensive document to be familiar with ED operations and issues. This
research conducted a comprehensive study to understand the ED functionality,
resources, process and issues before attempting to identify the overcrowding
problem. It also includes ED process-mapping, patients-arrival analysis and
building a simulation-model to give an overview of the ED operations. This is
the second valuable contribution to the knowledge from this research.
Thirdly, this research conducted a comprehensive analysis of the overcrowding problem in the Emergency Department. It identified causes and consequences of the overcrowding. The causes of crowding are analysed in detail and presented in a more meaningful manner using tables and a Fishbone Diagram. It is the first comprehensive analysis of the causes of overcrowding which can be used by future researchers in this field.

Fourthly, the research identified the hierarchal ED decisions associated with the overcrowding problem and mapped them in holistic manner for the purpose of addressing the overcrowding problem. It is also the first presentation of ED decisions in a hierarchal and holistic manner for a research purpose.

Finally, it conducted a comprehensive analysis of the use of simulation and other system tools in healthcare, and identified the best possible tools and techniques for the given decisions in EDs to overcome the overcrowding problem.

This research is intended to provide guidance for personnel who are making decisions in Emergency Departments and Healthcare. The framework developed in this research provides a systematic approach to selecting the most appropriate tool in making given decisions in any Emergency Department. It further reveals more about different modelling techniques and their successful stories in Healthcare that can be applied in ED management. This research will not only assist Healthcare and ED decision-makers but also help professional Modellers and Systems-engineers as well as the researchers and consultants who are interested in ED management to expand their Modelling knowledge. Therefore this research contributes to knowledge in two fields of study, i.e. Healthcare and ED Management; and Modelling and Systems-engineering.
10.3 Future Work

This research focused on developing a framework which can be helpful to the ED and hospital policy-makers and administrators in choosing the appropriate systems-analysis tools and techniques in ED decision-making; and in overcoming the overcrowding problem. It didn't attempt to address the ways of using these tools and techniques to overcome the problems in the ED. The Simulation and other systems-analysis tools in the ED should no longer be just for academics and consultants. High and mid-level ED managers should actively seek out simulation as a problem-solving technique at the strategic level as well as the operational level in day-to-day decision-making. Thus it will require further research to accelerate the development, adaptation, implementation, and diffusion of Discrete-event Simulation and other systems-analysis tools in a holistic way in Emergency Department operations.

As explained in Chapter 5, the causes of Emergency Department overcrowding are of two types: causes within the Emergency Department and causes beyond the Emergency Department. This research focused on only the causes within the Emergency Department. To alleviate the overcrowding crisis in the ED, it is necessary to address all the factors, including the factors outside the ED as well. Therefore further research is required to address the whole Emergency-care system including the causes of overcrowding beyond the control of the Emergency Department.

From past experience when such new approaches are introduced into a system, they are used reluctantly and their continued use is in doubt. Therefore, it will be necessary to extend this research to embed these modelling techniques into the management system in ED for managers to use them sustainably.
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Appendix 1

Required Resources for EDs

American College of Emergency Physicians (2007) suggested following equipment and supplies; Radiologic, imaging, and other diagnostic services; Laboratory capabilities; Pharmacological/therapeutic drugs for EDs.

1. Equipment and supplies for EDs

Entire Department

- Central station monitoring capability
- Physiological monitors
- Blood flow detectors
- Defibrillator with monitor and battery
- Thermometers
- Pulse oximetry
- Nurse-call system for patient use
- Portable suction regulator
- Infusion pumps to include blood pumps
- IV poles
- Bag-valve-mask respiratory and adult and pediatric size mask
- Portable oxygen tanks
- Blood/fluid warmer and tubing
- Nasogastric suction supplies
- Nebulizer
- Gastric lavage supplies, including large-lumen tubes and bite blocks
- Urinary catheters, including straight catheters, Foley catheters, Coude catheters, filiforms and followers, and appropriate collection equipment
- Intraosseous needles
- Lumbar puncture sets (adult and pediatric)
- Blanket warmer
- Tonometer
- Slit lamp
- Wheelchairs
- Medication dispensing system with locking capabilities
- Separately wrapped instruments (specifics will vary by department)
- Availability of light microscopy for emergency procedures
- Weight scales (adult and infant)
- Tape measure
- Ear irrigation and cerumen removal equipment
- Vascular Doppler
- Anoscope
- Adult and Pediatric “code” cart Suture or minor surgical procedure sets (generic)
- Portable sonogram equipment
- ECG machine
- Point-of-care testing
- X-ray view box and hot light
- Film boxes for holding x-rays
- Chart rack
- Computer system
- Internet capabilities
- Patient tracking system
- Radio or other device for communication with ambulances
- Patient discharge instruction system
- Patient registration system/Information services
- Intradepartmental staff communication system: pagers, mobile phones
- ED charting system for physician, nursing, and attending physician documentation equipment
- Reference materials including
toxicology resource information

- Personal protective equipment: gloves, eye goggles, face mask, gowns, head and foot covers
- Linen (pillows, towels, wash cloths, gowns, blankets)
- Patient belongings or clothing bag
- Security needs, including restraints and wand-type or freestanding metal detectors as indicated
- Equipment for adequate housekeeping

**General Examination Rooms**

- Examination tables or stretchers appropriate to the area. (For any area in which seriously ill patients are managed, a stretcher with capability for changes in position, attached IV poles, and a holder for portable oxygen tank should be used. Pelvic tables for GYN examinations.)
- Step stool
- Chair/stool for emergency staff
- Seating for family members or visitors
- Adequate lighting, including procedure lights as indicated
- Cabinets
- Adequate sinks for hand-washing, including dispensers for germicidal soap and paper towels
- Wall-mounted oxygen supplies and equipment, including nasal cannulas, face masks, and venturi masks.
- Wall-mounted suction capability, including both tracheal cannulas and larger cannulas
- Wall-mounted or portable otoscope/ophthalmoscope
- Sphygmomanometer/stethoscope
- Oral and nasal airways
- Televisions
- Reading material for patients
- Biohazard-disposal receptacles, including for sharps
- Garbage receptacles for non-

**Resuscitation Room**

All items listed for general examination rooms plus:

- Adult and Pediatric “code cart” to include appropriate medication charts
- Capability for direct communication with nursing station, preferably hands free
- Radiography equipment
- Radiographic view boxes and hot light
- Airways needs
  - Bag-valve-mask respirator (adult, pediatric, and infant)
  - Cricothyroidotomy instruments and supplies
  - Endotracheal tubes, size 2.5 to 8.5 mm
  - Fiberoptic laryngoscope
  - Laryngoscopes, straight and curved blades and stylets
  - Laryngoscopic mirror and supplies
  - Laryngeal Mask Airway (LMA)
  - Oral and nasal airways
  - Tracheostomy instrument and supplies
- Breathing
  - BiPAP Ventilation System
  - Closed-chest drainage device
  - Chest tube instruments and supplies
  - Emergency thoracotomy instruments and supplies
  - End-tidal CO2 monitor
  - Nebulizer
  - Peak flow meter
  - Pulse oximetry
  - Volume cycle ventilator
- Circulation
  - Automatic physiological monitor, noninvasive
  - Blood/fluid infusion pumps and tubing
  - Blood/fluid warmers
  - Cardiac compression board
Central venous catheter setups/kits
Central venous pressure monitoring equipment
Cutdown instruments and supplies
Intraosseous needles
IV catheters, sets, tubing, poles
Monitor/defibrillator with pediatric paddles, internal paddles, appropriate pads, and other supplies
Pericardiocentesis instruments
Temporary external pacemaker
Transvenous and/or transthoracic pacemaker setup and supplies
12-Lead ECG machine

**Trauma and Miscellaneous**

**Resuscitation**
- Blood salvage/autotransfusion device
- Emergency obstetric instruments and supplies
- Hypothermia thermometer
- Infant warming equipment
- Peritoneal lavage instruments and supplies
- Pneumatic antishock garment, as indicated
- Spine stabilization equipment to include cervical collars, short and long boards
- Warming/cooling blanket

**Other Special Rooms**
All items listed for general examination rooms plus:
- Orthopedic
  Cast cutter
  Cast and splint application supplies and equipment
  Cast spreader
  Crutches
  Extremity-splinting devices including traction splinting and fixation pins/wires and corresponding instruments and supplies
  Halo traction or Gardner-Wells/Trippe-Wells traction
  Radiograph view and hot light
  Suture instrument and supplies
  Traction equipment, including hanging weights and finger traps

- Eye/ENT
  Eye chart
  Ophthalmic tonometry device (applanation, Schiotz, or other)
  Other ophthalmic supplies as indicated, including eye spud, rust ring remover, cobalt blue light
  Slit lamp
  Ear irrigation and cerumen removal equipment
  Epistaxis instrument and supplies, including balloon posterior packs
  Frazier suction tips
  Headlight
  Laryngoscopic mirror
  Plastic suture instruments and supplies

- OB-GYN
  Fetal Doppler and ultrasound equipment Obstetrics/Gynecology examination light
  Vaginal specula in pediatric through adult sizes
  Sexual assault evidence-collection kits (as appropriate)
  Suture material

**Miscellaneous**
- Nitrous Oxide equipment
2. Radiologic, imaging, and other diagnostic services for ED

The following should be readily available 24 hours a day for emergency patients:

Standard radiologic studies of bony and soft-tissue structures including, but not limited to:
- Cross-table lateral views of spine with full series to follow
- Portable chest radiographs for acutely ill patients and for verification of placement of endotracheal tube, central line, or chest tube
- Soft-tissue views of the neck
- Soft-tissue views of subcutaneous tissues to rule out the presence of foreign body
- Standard chest radiographs, abdominal series, etc

Pulmonary services
- Arterial blood gas determination
- Peak flow determination
- Pulse oximetry

Fetal monitoring (nonstress test)/uterine monitoring

Cardiovascular services
- Doppler studies
- 12-Lead ECGs and rhythm strips

Emergency ultrasound services for the diagnosis of obstetric/gynecologic, cardiac and hemodynamic problems and other urgent conditions.

The following services should be available on an urgent basis, provided by staff in the hospital or by staff to be called in to respond within a reasonable period of time:

Nuclear medicine
- Ventilation-perfusion lung scans
- Other scintigraphy for trauma and other conditions

Radiographic
- Arteriography/venography
- Computed tomography
- Dye-contrast studies (intravenous pyelography, gastrointestinal contrast, etc)

Vascular/flow studies including impedance plethysmography
3. Laboratory capabilities for ED

**Blood bank**
- Bank products availability
- Type and cross-matching capabilities

**Chemistry**
- Ammonia
- Amylase
- Anticonvulsant and other therapeutic drug levels
- Arterial blood gases
- Bilirubin (total and direct)
- Calcium
- Carboxyhemoglobin
- Cardiac isoenzymes (including creatine kinase-MB)
- Chloride (blood and cerebrospinal fluid [CSF])
- Creatinine
- Electrolytes
- Ethanol
- Glucose (blood and CSF)
- Liver-function enzymes (ALT, AST, alkaline phosphatase)
- Methemoglobin
- Osmolality
- Protein (CSF)
- Serum magnesium
- Urea nitrogen

**Hematology**
- Cell count and differential (blood, CSF, and joint fluid analysis)
- Coagulation studies
- Erythrocyte sedimentation rate
- Platelet count
- Reticulocyte count
- Sickle cell prep

**Microbiology**
- Acid fast smear/staining
- Chlamydia testing
- Counterimmune electrophoresis for bacterial identification
- Gram staining and culture/sensitivities
- Herpes testing
- Strep screening
- Viral culture
- Wright stain

**Other**
- Hepatitis screening
- HIV screening
- Joint fluid and CSF analysis
- Toxicology screening and drug levels
- Urinalysis
- Mononucleosis spot
- Serology (syphilis, recombinant immunoassay)
- Pregnancy testing (qualitative and quantitative)
4. Pharmacological/therapeutic drugs for EDs

Analgesics
- narcotic and non-narcotic

Anesthetics
- topical, infiltrative, general

Anticonvulsants

Antidiabetic agents

Antidotes
- antivenins

Antihistamines

Anti-infective agents
- systemic/topical

Anti-inflammatory agents
- steroidal/non-steroidal

Bicarbonates

Blood modifiers
- Anticoagulants to include thrombolitics
- Anticoagulants

Hemostatics
- systemic
- topical
- plasma expanders/extenders

Burn Preparations

Cardiovascular agents
- Ace inhibitors
- Adrenergic blockers
- Adrenergic stimulants
- Alpha/Beta blockers
- Antiarrhythmia agents
- Calcium channel blockers
- Digoxin antagonist
- Diuretics
- Vasodilators
- Vasopressors

Cholinesterase Inhibitors

Diagnostic agents
- Blood contents
- Stool contents
- Testing for myasthenia gravis
- Urine contents

Electrolytes
- Cation exchange resin
- Electrolyte replacements, parenteral and oral

Fluid replacement solutions
- Gastrointestinal agents
  - Antacids
  - Anti-diarrheals
  - Emetics and Anti-emetics
  - Anti-flatulent
  - Anti-spasmodics
  - Bowel evacuants/laxatives
  - Histamine receptor antagonists
  - Proton pump inhibitors

Glucose elevating agents

Hormonal agents
- Oral contraceptives
- Steroid preparations
- Thyroid preparations

Hypocalcemia and hypercalcemia management agents

Lubricants

Migraine preparations

Muscle relaxants

Narcotic antagonist

Nasal preparation

Ophthalmologic preparations

Otic preparations

Oxytocics

Psychotherapeutic agents

Respiratory agents
- Antitussives
- Bronchodilators
- Decongestants

Leukotriene antagonist

Rh0(D) immune globulin

Salicylates

Sedatives and Hypnotics

Vaccinations

Vitamins and minerals
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Paired T-test to compare the hourly patient-arrivals between the days of the week

Paired T-Test and CI: Sunday count, Monday Count

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sunday</td>
<td>24</td>
<td>292.75</td>
<td>199.904</td>
<td>40.805</td>
</tr>
<tr>
<td>Monday</td>
<td>24</td>
<td>268.96</td>
<td>185.680</td>
<td>37.902</td>
</tr>
<tr>
<td>Difference</td>
<td>24</td>
<td>23.79</td>
<td>69.2079</td>
<td>14.1270</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-5.4323, 53.0156)
T-Test of mean difference = 0 (vs not = 0): T-Value = 1.68 P-Value = 0.106

Paired T-Test and CI: Tuesday Count, Monday Count

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tuesday</td>
<td>24</td>
<td>243.75</td>
<td>174.744</td>
<td>35.669</td>
</tr>
<tr>
<td>Monday</td>
<td>24</td>
<td>268.96</td>
<td>185.680</td>
<td>37.902</td>
</tr>
<tr>
<td>Difference</td>
<td>24</td>
<td>-25.21</td>
<td>31.4061</td>
<td>6.4108</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-38.4700, -11.9467)
T-Test of mean difference = 0 (vs not = 0): T-Value = -3.93 P-Value = 0.001

Paired T-Test and CI: Tuesday Count, Wed Count

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tuesday</td>
<td>24</td>
<td>243.75</td>
<td>174.744</td>
<td>35.669</td>
</tr>
<tr>
<td>Wed</td>
<td>24</td>
<td>235.54</td>
<td>166.393</td>
<td>33.965</td>
</tr>
<tr>
<td>Difference</td>
<td>24</td>
<td>8.21</td>
<td>29.41603</td>
<td>6.00452</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-4.21296, 20.62963)
T-Test of mean difference = 0 (vs not = 0): T-Value = 1.37 P-Value = 0.185

Paired T-Test and CI: Wed Count, Thursday count

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wed</td>
<td>24</td>
<td>235.54</td>
<td>166.393</td>
<td>33.965</td>
</tr>
<tr>
<td>Thursday</td>
<td>24</td>
<td>252.29</td>
<td>182.526</td>
<td>37.258</td>
</tr>
<tr>
<td>Difference</td>
<td>24</td>
<td>-16.75</td>
<td>29.6197</td>
<td>6.0461</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-29.2573, -4.2427)
T-Test of mean difference = 0 (vs not = 0): T-Value = -2.77 P-Value = 0.011

Paired T-Test and CI: Friday Count, Thursday count
Paired T for Friday Count - Thursday count

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friday Count</td>
<td>24</td>
<td>233.667</td>
<td>154.305</td>
<td>31.497</td>
</tr>
<tr>
<td>Thursday count</td>
<td>24</td>
<td>252.292</td>
<td>182.526</td>
<td>37.258</td>
</tr>
<tr>
<td>Difference</td>
<td>24</td>
<td>-18.6250</td>
<td>41.0724</td>
<td>8.3839</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-35.9683, -1.2817)
T-Test of mean difference = 0 (vs not = 0): T-Value = -2.22 P-Value = 0.036

Paired T-Test and CI: Friday count, Sat Count

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friday Count</td>
<td>24</td>
<td>233.667</td>
<td>154.305</td>
<td>31.497</td>
</tr>
<tr>
<td>Sat Count</td>
<td>24</td>
<td>264.417</td>
<td>173.587</td>
<td>35.433</td>
</tr>
<tr>
<td>Difference</td>
<td>24</td>
<td>-30.7500</td>
<td>51.3566</td>
<td>10.4831</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-52.4360, -9.0640)
T-Test of mean difference = 0 (vs not = 0): T-Value = -2.93 P-Value = 0.007

Paired T-Test and CI: Sunday count, Sat Count

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sunday count</td>
<td>24</td>
<td>292.750</td>
<td>199.904</td>
<td>40.805</td>
</tr>
<tr>
<td>Sat Count</td>
<td>24</td>
<td>264.417</td>
<td>173.587</td>
<td>35.433</td>
</tr>
<tr>
<td>Difference</td>
<td>24</td>
<td>28.3333</td>
<td>36.1971</td>
<td>7.3887</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (13.0486, 43.6180)
T-Test of mean difference = 0 (vs not = 0): T-Value = 3.83 P-Value = 0.001
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Paired T-test to compare the daily patient-arrivals between the months of the year

Paired T-Test and Cl: January, February

Paired T for January - February

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>28</td>
<td>110.75</td>
<td>16.02</td>
<td>3.03</td>
</tr>
<tr>
<td>February</td>
<td>28</td>
<td>108.71</td>
<td>17.37</td>
<td>3.28</td>
</tr>
<tr>
<td>Difference</td>
<td>28</td>
<td>2.04</td>
<td>21.64</td>
<td>4.09</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-6.35, 10.43)
T-Test of mean difference = 0 (vs not = 0): T-Value = 0.50  P-Value = 0.623

Paired T-Test and Cl: February, March

Paired T for February - March

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>February</td>
<td>28</td>
<td>108.71</td>
<td>17.37</td>
<td>3.28</td>
</tr>
<tr>
<td>March</td>
<td>28</td>
<td>135.93</td>
<td>23.18</td>
<td>4.38</td>
</tr>
<tr>
<td>Difference</td>
<td>28</td>
<td>-27.21</td>
<td>31.99</td>
<td>6.04</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-39.62, -14.81)
T-Test of mean difference = 0 (vs not = 0): T-Value = -4.50  P-Value = 0.000

Paired T-Test and Cl: March, April

Paired T for March - April

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>March</td>
<td>30</td>
<td>133.47</td>
<td>24.70</td>
<td>4.51</td>
</tr>
<tr>
<td>April</td>
<td>30</td>
<td>123.30</td>
<td>18.51</td>
<td>3.38</td>
</tr>
<tr>
<td>Difference</td>
<td>30</td>
<td>10.17</td>
<td>32.19</td>
<td>5.88</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-1.85, 22.19)
T-Test of mean difference = 0 (vs not = 0): T-Value = 1.73  P-Value = 0.094

Paired T-Test and Cl: April, May

Paired T for April - May

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>April</td>
<td>30</td>
<td>123.30</td>
<td>18.51</td>
<td>3.38</td>
</tr>
<tr>
<td>May</td>
<td>30</td>
<td>139.30</td>
<td>15.13</td>
<td>2.76</td>
</tr>
<tr>
<td>Difference</td>
<td>30</td>
<td>-16.00</td>
<td>25.85</td>
<td>4.72</td>
</tr>
</tbody>
</table>
Paired T-Test and CI: May, June

Paired T for May - June

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>May</td>
<td>30</td>
<td>139.30</td>
<td>15.13</td>
<td>2.76</td>
</tr>
<tr>
<td>June</td>
<td>30</td>
<td>127.40</td>
<td>21.25</td>
<td>3.88</td>
</tr>
<tr>
<td>Difference</td>
<td>30</td>
<td>11.90</td>
<td>26.36</td>
<td>4.81</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (2.06, 21.74)
T-Test of mean difference = 0 (vs not = 0): T-Value = 2.47 P-Value = 0.020

Paired T-Test and CI: June, July

Paired T for June - July

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>June</td>
<td>30</td>
<td>127.40</td>
<td>21.25</td>
<td>3.88</td>
</tr>
<tr>
<td>July</td>
<td>30</td>
<td>117.73</td>
<td>24.36</td>
<td>4.45</td>
</tr>
<tr>
<td>Difference</td>
<td>30</td>
<td>9.67</td>
<td>35.89</td>
<td>6.55</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-3.74, 23.07)
T-Test of mean difference = 0 (vs not = 0): T-Value = 1.48 P-Value = 0.151

Paired T-Test and CI: July, August

Paired T for July - August

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>July</td>
<td>31</td>
<td>117.52</td>
<td>23.98</td>
<td>4.31</td>
</tr>
<tr>
<td>August</td>
<td>31</td>
<td>95.29</td>
<td>13.61</td>
<td>2.45</td>
</tr>
<tr>
<td>Difference</td>
<td>31</td>
<td>22.23</td>
<td>30.01</td>
<td>5.39</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (11.22, 33.24)
T-Test of mean difference = 0 (vs not = 0): T-Value = 4.12 P-Value = 0.000

Paired T-Test and CI: August, September

Paired T for August - September

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>August</td>
<td>29</td>
<td>95.93</td>
<td>13.76</td>
<td>2.56</td>
</tr>
<tr>
<td>September</td>
<td>29</td>
<td>110.41</td>
<td>19.97</td>
<td>3.71</td>
</tr>
<tr>
<td>Difference</td>
<td>29</td>
<td>-14.48</td>
<td>26.50</td>
<td>4.92</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-24.56, -4.40)
T-Test of mean difference = 0 (vs not = 0): T-Value = -2.94 P-Value = 0.006

Paired T-Test and CI: September, October
Paired T for September - October

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>September</td>
<td>29</td>
<td>110.41</td>
<td>19.97</td>
<td>3.71</td>
</tr>
<tr>
<td>October</td>
<td>29</td>
<td>114.34</td>
<td>19.50</td>
<td>3.62</td>
</tr>
<tr>
<td>Difference</td>
<td>29</td>
<td>-3.93</td>
<td>35.42</td>
<td>6.58</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-17.41, 9.54)
T-Test of mean difference = 0 (vs not = 0): T-Value = -0.60  P-Value = 0.555

Paired T-Test and CI: October, November

Paired T for October - November

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>October</td>
<td>30</td>
<td>114.57</td>
<td>19.20</td>
<td>3.51</td>
</tr>
<tr>
<td>November</td>
<td>30</td>
<td>120.77</td>
<td>16.80</td>
<td>3.07</td>
</tr>
<tr>
<td>Difference</td>
<td>30</td>
<td>-6.20</td>
<td>25.01</td>
<td>4.57</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-15.54, 3.14)
T-Test of mean difference = 0 (vs not = 0): T-Value = -1.36  P-Value = 0.185

Paired T-Test and CI: November, December

Paired T for November - December

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>November</td>
<td>30</td>
<td>120.77</td>
<td>16.80</td>
<td>3.07</td>
</tr>
<tr>
<td>December</td>
<td>30</td>
<td>114.20</td>
<td>20.28</td>
<td>3.70</td>
</tr>
<tr>
<td>Difference</td>
<td>30</td>
<td>6.57</td>
<td>28.07</td>
<td>5.13</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-3.92, 17.05)
T-Test of mean difference = 0 (vs not = 0): T-Value = 1.28  P-Value = 0.210

Paired T-Test and CI: December, January

Paired T for December - January

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
<th>SE Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>December</td>
<td>31</td>
<td>113.71</td>
<td>20.13</td>
<td>3.62</td>
</tr>
<tr>
<td>January</td>
<td>31</td>
<td>111.06</td>
<td>15.28</td>
<td>2.74</td>
</tr>
<tr>
<td>Difference</td>
<td>31</td>
<td>2.65</td>
<td>25.86</td>
<td>4.65</td>
</tr>
</tbody>
</table>

95% CI for mean difference: (-6.84, 12.13)
T-Test of mean difference = 0 (vs not = 0): T-Value = 0.57  P-Value = 0.573
Appendix 4

Introduction to IDEF0

Integration Definition for Function Modeling (IDEF0) is a method designed to model the decisions, actions, and activities of an organization or system. IDEF0 was derived from a well-established graphical language, the Structured Analysis and Design Technique (SADT). The United States Air Force commissioned the developers of SADT to develop a function modeling method for analyzing and communicating the functional perspective of a system. Effective IDEF0 models help to organize the analysis of a system and to promote good communication between the analyst and the customer. IDEF0 is useful in establishing the scope of an analysis, especially for a functional analysis. As a communication tool, IDEF0 enhances domain expert involvement and consensus decision-making through simplified graphical devices. As an analysis tool, IDEF0 assists the modeler in identifying what functions are performed, what is needed to perform those functions, what the current system does right, and what the current system does wrong. Thus, IDEF0 models are often created as one of the first tasks of a system development effort.

The IDEF0 method is used to specify function models. IDEF0 allows the user to depict a view of the process including the Inputs, outputs, controls and mechanisms (which are referred to generally as ICOMs). In an IDEF0 model, the central box represents the activity, described by an activity name beginning with a verb. As shown in figure A-1, arrow enter and exit the box. The arrows from the left represent inputs to a activity and arrows coming out from the right represent the outputs that the activity produces by the transforming or consuming its inputs. The arrows coming from the top are controls, which constrain or control when or how the activity is accomplished. The mechanisms, the resources (people or manual and automated tools) used to execute activity, enter from the bottom.

The IDEF0 diagrams may be decomposed into lower level diagrams. The hierarchy is maintained via a numbering system that organises parent and child diagrams. Normally, the IDEF0 model starts from a general representation of the system. This representation is called A0 diagram. The decomposition process can be performed further breaking
down the A0 diagram into sub-diagrams to describe as required the level of details as shown in figure A-2.

Figure A-1: A generic IDE0 Diagram

Figure A-2: Decomposition Diagram
Strengths of IDEF0

- The model has proven effective in detailing the system activities for function modeling.
- IDEF0 models provide an abstraction away from timing, sequencing and decision logic. However, it is easy to use IDEF0 for modeling activity sequences whenever needed. (Order the activities from left to right in the decomposition diagram).
- Provides a concise description of systems, by using the ICOMS. (Inputs, Controls, Output, Mechanism)
- The hierarchical nature of IDEF0 allows the system to be easily refined into greater detail until the model is as descriptive as necessary for the decision making task.

Weaknesses of IDEF0

- IDEF models might be so concise that only the domain experts can understand.
- IDEF models are sometimes misinterpreted as representing a sequence of activities.
- The abstraction away from timing, sequencing and decision logic leads to comprehension difficulties for the people outside the domain.

References

3. www.idef.com is maintained by Knowledge Based Systems, Inc.
Appendix 5

The Schedule for the Validation of the Decisions-framework

Modelling Based Framework for the Management of EDs
Sheffield Hallam University

1. What is your current profession in the hospital? ............................................

2. How long have you been involving in the decision making in the ED?

   2.1 Under 5 years □ 2.2 5-10 years □
   2.3 10-20 years □ 2.4 Over 20 years □

3. How do you agree with the decision-levels and decision categories in this framework?

<table>
<thead>
<tr>
<th></th>
<th>SA</th>
<th>A</th>
<th>DA</th>
<th>NI</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>decision-levels in the framework</td>
</tr>
<tr>
<td>3.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>decision categories in the framework</td>
</tr>
</tbody>
</table>

   SA=Strongly Agree; A=Agree; DA=Disagree; NI=No Idea

4. How do you agree with the selected decisions for this framework?

<table>
<thead>
<tr>
<th></th>
<th>SA</th>
<th>A</th>
<th>DA</th>
<th>NI</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategic-level (long-term) Decisions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Introducing new policy or changes</td>
</tr>
<tr>
<td>4.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Planning and recruiting workforce</td>
</tr>
<tr>
<td>4.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Planning facilities and technology</td>
</tr>
<tr>
<td>Tactical-level (medium-term) Decisions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Improving ED process</td>
</tr>
<tr>
<td>4.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Scheduling staff</td>
</tr>
<tr>
<td>4.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Allocating resources and equipments</td>
</tr>
<tr>
<td>Operational-level (short-term) Decisions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Managing patient-flows</td>
</tr>
<tr>
<td>4.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Scheduling patients for doctors</td>
</tr>
<tr>
<td>4.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Scheduling patients for shared resources</td>
</tr>
</tbody>
</table>

   SA=Strongly Agree; A=Agree; DA=Disagree; NI=No Idea
5. Do you agree with the identified outcomes of each decision in the framework?

<table>
<thead>
<tr>
<th></th>
<th>Yes</th>
<th>No</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1</td>
<td>Introducing new policy or changes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.2</td>
<td>Planning and recruiting workforce</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.3</td>
<td>Planning facilities and technology</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.4</td>
<td>Improving ED process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.5</td>
<td>Scheduling staff</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.6</td>
<td>Allocating resources and equipments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.7</td>
<td>Managing patient-flows</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.8</td>
<td>Scheduling patients for doctors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.9</td>
<td>Scheduling patients for shared resources</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6. Have you indentified a requirement of a suitable tool or technique in making the given decisions in efficient and effective manner?

<table>
<thead>
<tr>
<th></th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.1</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>6.2</td>
<td>No</td>
<td></td>
</tr>
</tbody>
</table>

7. What is your opinion about this decisions-framework?