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ABSTRACT

In the twenty-first century, the healthcare industry faces ever-changing economic,
‘social,.political and technology challenges. Costs are rising, funding is diminishing,
human and fiscal resources are becoming scarcer, customer-expectations are rising, the '
complexity of disease is increasing and technolo‘gy is bécoming more complex. These
trends have a massive impant on.every aspect of hospital operations and the Emergency
Department is no .exception. Overcrowding in the Emergency Department (ED) in
hospitals has bécome a growing prdblemAin many developed countries around the
world. ED overcrowding has a direct effect on patient-care, including compromised
patient-safety,. increased length-of-stay, increased mor’télity and morbidity-rates and
increased costs. Healthcare policy-makers and hospital and ED administrators are being
forced to search for Ways'to improve the capacity of EDs by better utilisation of existing

resources and creating more efficient systems to overcome this problem.

Throughout the past few decades, there has been an increasing trend of using numerous
systems-analysis tools and techniques which have come from manufacturing and other
service industries to address the various issues in healthcare and EDs. Among those
tools Discrete-Event Simulation (DES) is a powerful tool to improve the efficiency and
capacity in dynamic and -complex systems. Use of these tools to address the
overcrowding problém in EDs has been patchy; specific aspects of issues have been -
Studied but no attempt has been made to deploy DES or any other systems-analysis tool

in a strategic and holistic manner.

The aim of this research is to develop a modelling;based ﬁamework to manage the
'overcrowding problem 'in EDs. The research identified fhe causes of overcrowding in
EDs and developed a decisions-framework with the long-tert, medium-term and short-
tem decisions in EDs that related to the overcrowding problem. Finally, it identified the
best possible systéms-analysis tools to support those decisions to. overcome the
overcroWding problem in EDs. This research could help the healthcare policy;makers,
managers, systems- englneers as well as the researchers and consultants who are

interesting in the Emergency Department operauonal management.
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CHAPTER ONE

1. Introduction

1.1 Backgrdund to the Research

| Emergency Departments (EDs) in hospita]s assess and treat people with serious injuries
and those in need of emergéncy treatment. Acute illnesses and tr_aum'atic injuriés happen
at any ti@e. Therefore, EDs are usually open 24 hours a day, 365 days of the year. Often
an ED is the only source of emergency medical care. Unfortunately, ovércrowding and
increasing» delays in many emergency departments has been recognised as a groWing
problém around the world (Kollek and Walker, 2002'; Graff, 1999; Schafermeyer and -
'Brent 2003; McManus, 2001; Derlet et.all., 2001; McCaig and Burt, 2004; Cowan and

Trzeciak, 2005). This problem has been recognized since the early 1990s tAndrulis et

al., 1991).

- Over the last two decades, hospitals have been struggling to manage this overcrowding
problem with scarce resources and an increase in patient-demand. According to the
Lewin Group ’(.’.2002), 62% of all hospital EDs and more than 90% of large hospitals
EDs in the United States are operating "at" or "over" capacity. A 2001 survey of ED
medical directors in the state of Washington also revealed that 100% of large hospitals
and 91% of small hospitals were reporting overcrowdihg problems (ACEP, 2002). This
problem is not limited to the United States, aﬁd overcrowding and long delays in EDs
have been cited as acute and growing in other countries as well (Fatovich, 2002).
Bradley (2005) also shows that overcrowding and long stays have been reported'in the
United States, United Kingdom, Australia, Canada, and Spain, demonstfating that this
problem is not unique to the US healthcare system. The UK Audit Commission (2001)

has highlighted the fact that accident and emergency waiting-times to see a doctor and
1



to be admitted to hospital have increased steadily since 1996. EDs in many developed
countries face similar difficulties in terms of long waiting-times, staff-resourcing

problems, and capacity limitations (Brailsford et al;, 2003).

The potential dangers of ED overcrowding have recently garnered nétional attention in
fhe United States. ED overcrowding threatens patient safety and public health in the US
and numerous stories cited in the lay-press have reported an unsafe envifonment in EDs
because of overcrowding (Trzeciak and Rivers, 2003). ED overcrowding has a direct
effect on patient-care, including compromised patient safety, increaéed costs, increased
length of stay, and increased mortality and morbidity-rates. The overcfowding
represents a challenge for hospital émpldye_es and clients, often leading to frustration

and dissatisfaction as well.

As a result of these.problems, hospital admiﬂistrators and other healthcare policy-
makers are being forced to» search for ways to jmprove the capacity of EDs by better
utilisation of exisﬁng resources and ‘creating more efficient systems. The crisis-level
overcrowding problem has led to increased intefest in analyﬁcal methods that allow ED
activity to be studied af a system level (Connelly and Bair 2004); Unlike fnost other
industries, hospital administrators cannot directly control demand. Their ability t6
manage their facilities depends on their effectiveness in utilizing scarce. resources.
Therefore, this crisis in EDs has compelled researchers and healthcare professfonals to

examine new ways to improve efficiency and reduce the overcrowding problem.

1.2 Justification for the Research

Over the past few decades, numerous systems-analysis tools and techniques from
manufacturing and service industries have been approached' to healthcare. These
methods include Queuing Theory, Discrete-event Simulation, System Dynamics, Lean

2



Thinking, Six Sigma, Theory of Constrain;ts, Supply-chain Management and Balanced
Scorecards. Among them Discrete-Event Sim’ulatiori (DES) is a powerful and successful

tool used in many products and service industries (Law and Kelton ,1991). |

Most systems-analysis tools are generally used to analyze existing systems for
improvement. Mathematical analyses of system-operations include Queuing Theory,
which could be used, for exampie, to understand the ﬂow of patients fhrough a system,
- the average time patients spend in the system or bottlenecks in the system. When
complex changes and multiple impleméntations are made, the results are often
impossible to predict accﬁrately using most systems;analysis tools and conventional
Vtoo]s such as spréadsheets and flowcharts. This makes consensus on ideas fdr
improvements difficult to attain. Simulations can be used as tools that enable EDs to
éonduct accurate and objective predictive analyses of the effects of process-

improvements, facilities-changes, and new designs prior to implementation.

‘Discrete-event Simulation is an operaﬁonal research technique that allows the end-user
to assess the efﬁgiency of existing delivery-systems, tb' ask 'what if?' quesﬁons, énd to
design new‘ systems. DES éan also be used to forecast the impact of changes in flows, to
éxamine resource-needs or to investigate the complex relatiénships among the different
modél—variébles (Jun 1999). DES helps to pfedict the outcome of decisions, to visualize,
analyse, and dptimize before committing capitai and resources (Pollak et al., 2004).
Simulation is more effective than analytical so}utions for compiex models, where the
state of the system changes over time (Law and Kelton, 1991). Emergen'cy‘Departments
are considered one of the most complex systems to analyze. Rakich et al., (1991) state
that sirhulation can assist hospital managément to develop and enhance their decision-
making Askills when évaluating differént operational alternatives in order to improve

existing EDs or assist in designing and plahning new EDs.

3



Throﬁghout the neariy three decades, ‘there is an increasing trend of using coﬁputer-
simulation to address the various probléms in healthcare and Emergency Departments
including the long-waiting-time problem. In recent years, the application of Discrete-
event Simulation in healthcére has beéome incréasingly wide-spread .coverin‘g almost all
~areas such as Emergency Departments, operating-theatres, clinics, outpatient and
inpatient wards, ancillaries, and pharmacies. (Jun, 1999; Fone et al., 20A03). But the
application of simulation-modelling in the healthcare sector 1s not wide-spread when
compared to. other sectors such as the military, manufacturing and logistics sectors,
despite the factvthat simulation has been successfully used in these other sectors for
some three decades (Baldwin et al., 2004). Efforts to develop computer-simulation of
ED operations have been advancing since the late 1980s when Saunders let ali (1989)
simulated a generalized ED. Since that time DES rﬁodels have been used to study a
‘wide range of factors such as the effect of changes in staffing-levels, the consequences
of ED closures, and variables influencing patient-throughput (Lloyd and Aaron, 2004).
Severai studies have attempted to analysis the patient-flows to reduce the waiting-time
and throughput-time at various stages in the Emergency Departments (Garcia et al.,
1995; Mahapatra et al., 2003; McGuire1994; Samaha, Armel, and Starks, 2003). In
addition, Emergency Department staff—scheduling élso has been addressed (Centeno et
al., 2003). Most 'sifnulation studies in Emergency_Departménts and healthcare are aimed
to address specific problems in particular healthcare facilities. The commonalities in
these studies are their objectives of improving performance such as reducing Waiting-
timés or using resourc‘esv more efficiently. Becaﬁse they are specific, these studies guide

a modeller as to how a specific problem can be solved (Giinal and Pidd, 2007).

Even though overcrowding in EDs has been a serious problem for nearly two decades,

no holistic-level attempt has been made to address this overcrowding problem using .

4



simulation or other modélling tools. Use of simulation tools to address the issues in
EDs has been patchy; specific aspects of issues have been studied using simulation but
no attempt has been made to deploy simulation in a strategic manner. To make
simulation a rhainstream management-support-tool within Emergency Departments and
to make a real impact, a more strategic and systematic approach is required to deploy _
and use simulation techholo_gies.’ Therefofe, it is important to identify the possibility of
successfully using simulation and other alternative tools to address the overcrowding

problem and develop a modelling-based decision-support infrastructure for the

Emergency Department.

1.3 Aim and Objectives
Aim
The aim of this research is to develop a modelling-based framework to manage the

- overcrowding problem in Emergency Departments in hospitals.

To achieve this aim, the following objectives are set in this research.

Objectives
1. To invesﬁgate the current practices .and applications‘ of simulafion in the
healthcare and emergency-care.
2. To study the Emergency Depanmént system and its operations.
3. To investigate the Emergency‘ Department QVercrowding problem and identify
the §auses of overcrowding. |
C 4. To develop a holistic-level ED decisions framework that can be used to address
the o?ercrowding problem in Emergency Departments.
_ 5. To idéntify the possibility‘ of using Discrete-event Simulation and other
alternative tools in ED decision-making to overcome the overcrowding problem.
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1.4 Outline of the Thesis

This thesis consists ten chapters. Each chapter starts with an introduction which briefly
explains the contents of the chapter, and ends with a summary drawing conclusions

from the chapter. The contents of each chapter are outlined as follows.

Chapter 1: Introduction
This chapter gives an overview of the research and explains the background, the

_' justification for the research problem, and the aims and objectives of the research as

well as outlining the contents of the thesis.

Chapter 2: Literature Review

This presents the concept of mbdelling and simulation in the c'ohtext of the present
research. It also discusses the current simulation practices and applications in healthcare
apd emergency-care, and the impbrtance of simulation in the emergency department.
Finally it gives a brief intfoduction about the other alternative tools and techniques that

could be used in ED decision-making.

Chapter 3: Research Methodology

This chapter describes the research methodology adopted in this research. It justifies the
research approaches, research strategies as well as the research type and methods used

~ to achieve the multiple objectives of this research.

Chapfer 4: An Overview of the Emergency Departmént in Hospitals»

Chapter Four attélﬁpts to give an overview picture of the Emeréen'cy Department
sysfem and its operations. First it gives a general introduction about emergency-care ‘
‘and Emergéncy Departments including the ED function, resoﬁrces and processes. Then

it attempts to explore Emérgency Departments in England.



Ch:;pter S: The Overcrowding Problem in Emergency Depariments

This chapter discusses the overcrowding problém within the éontext of this research,
based on the literature and fhe ﬁndings of the interviews with ED managers in England.
It includes definitions of éyerCrowding, and its consequences and causes as well as the
remedies which have been taken to overcome it. Finally, it presents the causes of

- overcrowding in a Fish-bone Diagram. -

Chapter 6: The Development of a | Decisions-framework for Emergency
Departments |

This chapter develops a decisions-ﬁame which can be used to address the overcrowding
problem‘ in Emergency Departments. This ED decisions-frame includes nine decisibns
. covering' long-term, medium-term and short-téi‘m decisions in ED. All theée decisions
are selected based on the causes_of overcrowdiﬁg found in Chapter 5. It also discusses

each of the decisions in detail, including the outcomes of the decisions.

Chapter 7: The Identifi.cation‘ of Possible Tools for the Strategic Level Decisions in
ED |

This chapter analyses the possibility of using Discrete-event Simulation and other
alternative tools and techniqlie_:s in the long-term decisions in the framework explained
in Chapter 6. The analysis and discussion is conductedvunder three strategié-level
decision—headihgsz Introducing New Policy or Changes; Planning and Recruiting

Workforcé; and Planning Facilities and Technology.

Chapter 8: The Identification of Possible Tools for the Tactical Level Decisions in

~ ED

This chapter analyses the possibility of using Discrete-event Simulation and other

alternative tools and techniqués in the medium-term decisions in the framework



described in Chapter 6. The analysis and discussion is conducted under three tactical-
level decision-headings: Improving the ED Process, Scheduling Staff, and Allocating of

Resources and Equipment.

Chapter 9: The Identification lo-f Possible‘ Tools for the Operation.al Level
Decisions in ‘ED

This chapter analyses the possibility of using Discrete-event Simulation and other
alternative tools and techniqueé in the sﬁort—term decisions using the framework
described in Chépter 6. The analysis and discussion is condﬁcted under three
operational-level deéision-headihgs: Managing Patient-flows; Scheduling Patients for

Doctors; and Scheduling Patients for Shared Resources.

Chapter 10: Conclusion

This is the last chaptér in this thesis. This chapter presents the conclusions of the

research, contribution to knowledge and the future work which is necessary.

1.5 Summary

- This chapter presented the introduction to the research. It included the background of
the research, and the justification for the research as well as its aims and objectives. It
also included an outline of the thesis. A comprehensive survey of the literature on

relevant concepts is presented in the following chapter of the research.



CHAPTER TWO

2. Literature Review

This chapter mainly presents the concept of modelling and simulation in the context of
the present research. It also discusses the current simulation practices and application in
healthcare and emergency departménfs .and the importance of simulation in the
emergency departments. Finally, it gives a brief description about the non-simulation
tools and techniques that can be used in ED decision-making other than the simulation

and their applications in healthcare.

2,1 System-modelling

The term system-modelling includes two important commonly-used concepts: system
and modelling. It is imperative to clarify such concepts before attempting to focus on
their relevance to this research. Hence, this section introduces these two concepts and

provides generic classification of the various types of system-models.. |

2.1.1 System

The word system is commonly used in its broad meaning in a variety of engineering and
non—engineering fields. In simple words, a system is often re‘ferred to as a set of
elements or operations that arevor'gani‘zed and logically related toward the attaiﬁment of
a certain goal or objective. A system is defined to be a collectioﬁA of entities, e.g., people
or machines that act and interact together toward the accomplishment of some logical
end (Schmidt and Taylor, 1970). Banks (1984) also‘ describes a systeni as a group of
6bjects that join together in soﬁe regular interaction or inter—dependence toward the
accomplishment of some purpose. To attain the intended goal or to serve tﬁe desired

function, it is necessary for the system to receive a set of inputs, to process them
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correctly, and to produce the required outcomes. To sustain such flow, some control is

required to govern system-behaviour.

Systems ére of two types: the product system and the process system. A product system
could Be an aufomobi]e, a cellular phone, a computer, or a calculator. Any of these
products involves the components of the system described above in terms of inputs,
outputs, elements, relationships, controls, and goal. On the other hand, a process .system '
can be a manufactﬁring process, an assembly line, a power plant, a business process
such as banking operations, a logistic system, an educ‘ational' system or emergency
system. Similarly, any of these pr(')ce‘sses involves the systém components defined in

“terms of inputs, outputs, elements, relationships, controls, and goal.

2.1.2 Modélling

Banks et al., 2000 defined a'model as a representation of a system for the purpose of
studying the system. The word modelling refers to the process of repfesenting a system
(a product or a pro;:ess) with a model that is easier to understand than the _actual model
“and less expensive to build (El-Haik and Al-Aomar, .2006). The system-representation
in the model implies taking into account the cémponents of the system. This includes
representing the System’s elements, relationships, goal, inputs, controls, and outputs.

Modelling a system therefore has two prerequisites:

e Understanding the structure of the actual (real-world) system and the
functionality and characteristics of each system-component and‘ relationship. It
is imperative to be familiar with a system before attempting to model it and to
understand its pufpose and functionality before attempting to establish a useful
representation of its behaviour. For example, the modeller needs to be farhiliar

with the production-system of building vehicles before attempting to model a
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vehicle body-shape or a vehicle-assembly operation. Similarly, the modeller
needs to be familiar with ED functionality and structure before attempting to

model an emergency department.

. Being familiar with different modelling and system representation techniques '
and methods. This skill is essential to choose 'the uppropriate modelling
technique for representing the underlying real-world system. Due to budgetary
antitime constraints, the model selected should be practically and economically
feasible as well as beneficial in meeting the ultimate goal of modelling. There
are several model types as describe in following sub chapter that can be used to
create a system model, and selection of the most feasible modelling method is a

‘decision based on economy, attainability, and usefulness.

The modelling of a system of interest is a combination of art antl science that is used for
abstracting a real-world system into a hypothetical model. The motiel should be clear,
coinprehensive, and accurate so that the user can rely on its. representation in
understanding system functionality, analyzing its various postures, and predicting its
future behaviour. From this percpective, system-modelling is the prccess of transferring
the actual system into a model that can be used to replace the actual one fcr system

analysis and system improvement.

2.1.3 Types of Model
El-Haik and Al-Aomar (2006) classify the system-modelling into four major categories:
physical models, graphical mcdels, mathematical models, and computer models. It is

depicted in Figure 2.1 and the following gives a summary of each type of models.

Physical models are tangible prototypes of actual p‘rbducts or processes. Prototypes can

use a 1:1 scale or any other feasible scale of choice. Such models provide a close-to-
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reality direct representation of the actual system and can be used to demonstrate the
system’s structure, the role of each system-element, and the actual functionality of the

system in a physical manner (El-Haik and Al-Aomar, 2006; Law 2000).

Graphical models are abstractions of actual products or processes using graphical tools.
Common system graphical representations include a system-layout, flow-diagrams,
block-diagrams, network-diagrams, process-maps, and operations-charts (El-Haik and |

Al-Aomar, 2006).

Mathematical modelling is the process of representing system behaviour with formulaé
or mathematical ecjuations. ;i‘hey, use mathematical equations, probabilistic models, and
' staristical methods -to represent th‘e filndamental relationships. among system
comporients. Design formulas for:stress-strain analyses and mathematical programming
models such as linear and goal programming are examples of mathematical models.
Other examples include queuing-models, Markov chains, linear and norlline_ar
regression models, break-even analyois, forecasting models, and economic-order
quantity models. Unfortunately, not a11‘ system responses can be modelled using math-
ematical formulas. The complexity of most real-world systems precludes the application
'of such models. Hence, a set of simpliﬁoation aésﬁmptions must often accomparly the -
application of mathematical models for the formulas to hold. Such assumptions often
. lead to impractical results that limit the chance of implementing or even, in some cases,

considering such results (El-Haik and Al-Aomar, 2006; Law 2000).
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System Models

Physical Graphical Mathematical Computer
Models Models Models Models

Figure 2.1 Types of System Models (El-Haik and Al-Aomar, 2006)

Computer models are ni;merical, graphical, and logical representations of a system that
utilizes the capability of a computer in fast computations, with a large capacity,
‘consistency, animation, and accuracy (El-Haik and Al-Aomar, 2006). Computer
simulation models, which represent the. middleware of modelling, are virtual
representations of real-world products and processes on the computér. Computer
simulations of products and processes afe déveloped using different application
prégrams and_ software tools. Accurate and well- built computer models compensate for
the limitatibns of the other types of modelé. They are built using software tools, which
is easier, faster, énd cheaper than» building physical models. In addition, the flexibility of
computer models allows for quick changes, easy testing. of what-ifs, and quick
evaluation of system-performance for experimental design and optimization studies.
Computer models also prdvide the beﬁeﬁts of gfaphical models with modern animation
and logical presentation tools. Indeed, most computer modelé are built using gfaphical
modelling tools. Compared to mathematical modéls, computer models are much more
realistié and efficient. They utilize computer capabilities for more accurate
approximations, they run complicated compﬁtations in little time, and they can measure
system perform.arklceA without the need for a closed-form definition of the system
objective function. Such capabilities made computer models the most common

modelling techniques in today's production and business applications. |
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A Discrete Event Simulation (DES) model is a computer model that vr'n'imics the
dynamic behaviour‘of a real process as it evolves over time in vorder to visua]i'ze and
quantitatively analyze its performance. The validated and verified model is then used to
study the behaviour of the original process and then identify the ways for its
improvement (scenarios) based on some improvement criteria. This -type of computer
rﬁodel is the major focus in this research, where discrete event simulation is used as the
main modelling tool,tc') improve the efficiency in the emergency department of a

hospital. .

2.2 Simulation-modelling

This section focuses on defining the simulétion concept ahd» the t>a)>(onomy of
various types of simulation-models. Simulétio_n is a widely used term in reference to
computer simulation models that represent a producf or a process. The word simulation
throughout thi;sv research also means computer simulation models. Such models are built
based on both mathematical and logical relationships within the system structure. For
example, finite element analysis is the mathematicai basis for a camshaft product
simulation model, and the operation of a factory i_s the logical design basis for a plant -
process model. In the context of this researéh, there are a number of deﬁnitions for

simulation in the literature.

Simulation, according to Shannon (1975), is “the process of designing a model of a real
system and conducting experiments with this -model for the purpose either of
understanding the behaviour of the system or of evaluating various strategies (within

the limits imposed by a criterion or set of criteria) for the operation of the system.”
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A definition for simulation is given by Kelton et al., (1998): “Simulation refers to a
broad collection of methods and applications which mimic the behaviour of real

systems, usually on a computer with appropriate software”. |

In one of the most quoted definitions of simulation, Banks (1998) deﬁnes .it aé "the
imitation of the operation of a realfworld process or system over time. Simulation invblves
the generation of an artificial history of the system, and the observation of that artiﬁcial
hfstory to draw inferences concerning thé operating charactefistics of the real system that

is represented".

In general, system-éimulation or simulétion-modelling is thé mimicking of the actiyity
“ofthe operation of a real system, in a computer, with‘ a focus on process flow, logic, and
dynamiés. According to Pegden, Shannon, and Sadowski (1995), simulation-modelling
is a methodology that enables the_building of a model to study the temporal behaviourb
of a system and to evaluate different alternatives for its operation. In simplest form,
simulation means making a simpli'ﬁed. representation of ;dn original. Just as a model
aircraft éaptures many of the important physfcal feature; of a réal aircraft, so a
simulation model captures the irﬁportant ope‘rationall features of a real system.
Theréfore, instead of attempting to build extensive mathematical models by experts,
simulation softwarc tools have made it possible to model and analyze the operation of é
real system ny not only programmers, but also engineers and managers. This allows
- engineers to collect pertinent information about the behaviour of the system by

executing a computerized model] instead of observing the real one.

In cohclusion, the primary requirements for simulation are a simulation analyst, a
computer, and a simulation language or software tool. The analyst is the key player in

conducting the simulation study. He or she is responsible for understanding the real-
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. world system and analyzing its elements, logic, inputs, outputs, and goals. The analyst
then operates the computer system and uses the software toovl to build, validate, and
verify the simulation-model. Finally, the' analyst analyzes the results obtéined from
running the simulation-model and conducts experimental designs with the model in
order to draw conclusions on model behaviour and determine the best parameter

settings. The Figure 2.2 describes the simulation study schematically.

Real | Simulation
World : Study
| : R
System | Simulation
under ; Study
Study | tudy
A I
|
| Simulation
: '| Experiment
|
l : .
| Simulation
| Analysis
|
|
y — Conclusions
Altered . ;
System |

Figure 2.2 Schematic of a Simulation Study (Maria, 1997) |

2.2.1 Types of Simulation-model

Based on the internal representation scheme selected', simulation-models can be
| discrete, continuous, or combined (El-Haik and Al-Aomar, 2006). Discrete-event
‘simulation-models, which are the focus of this research, are the most‘ common among
simulatio_n—typ,es. DES models are based on a discrete internal representation of model

. variables that change their state at discrete points in time. In general, discrete
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simulation-models focus on modelling discrete variables that are presented by random
or probabilistic models, where the state of the system changes at discrete points in time.
~ A discrete variable can be the number of customers in a bank, products and components

in an assembly process, or cars in a drive-through restaurant.

Continuous -simu]ation-models, on the other hand, focus on continuous .variables,
random 'or probabilistic, where the state of the system changes continuouély. Examples
of continuous variables include the level of water behind a dam, chemical processes in a
petroleum refinery, and the flow of fluids in distribution-pipes. Combined simulation;
models include both discrete and continuous elements. For ,exvample, separéte' (discrete)
fluid containers travel in a chemical process where fluids are poured into a reservoir to

be processed in a continuous manner (El-Haik and Al-Aomar 2006, Law 2000).

- Furthermore, models are either deterministic or stochastic depending on whether they
model randomness and uncertainty in a process or not. A stochastic process is a
pfobabilistic model of a system that evolves randomly in time and space. Examples of
stochastic models operating with random variables include inter-arrival times of
customérs arﬁVing:at a bank and service or processing times of ~custome;s’ requests or
transactions, variable cycle times, and machines‘ time to failure and time to repair
parameters. Detcnniniétic models, on the other hand, involve no random or probabilistic
variables in their processes. Examples include modelling fixed-cycle-time operations,
" such as in the case of automated systems and arri\‘/als with preset appointments to a
doctor. The majority of real-world operations 'are }‘)rvobabililstic.r Hence most simulation
studies involve random generation and sampling from certain probability distributions

to model key system variables.
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Finally, and based on the nature of ‘mod‘el evolution with time, mddels can be static or
dynamic. In static models the systém state does not changé over time. For example, when
écextain resburce is always avajlab.le‘in a manufacturing process, the state of such a resource |
is fixed w_itﬁ time. Every time this resource is required Vor needed, there will be no
expected change in its status. .‘Monte Carlo simulation-models are time-independent
(static) models that deal with a system of fixed states. Most operational models are,
however, dyﬁamic. Systerri state variables often change with time, and the interactions that
result from such dynamic changes do affect the system behaviour. Hence, in DES
simulation, the time dimension is liVé. This again makes DES models the most commqn
among simulation types since they model variables that change their state at discrete

points in time.

Simulation

[ | —

Discrete Models

Continuous Models

Combined Models

Deterministic Models

1

Stochastic Models

l ’ l
Static Models - Dynamic Models

Terminating Models Non-terminating Models

Figure 2.3 Simulation Taxonomy (El-Haik and Al-Aomar, 2006)

Dynamic simulation-models are further divided into terminating and non-terminating
models based on run-time. Terminating models are stopped by a certain natural event,
such as a doctor who sees a limited number of patients per day, a workshop that finishes

all quantity in a certain order, or a bank that operates for 8 hours a day. In such systems,
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the length of a simulation—run depends on the number of items processed, or on reéching
a specified time-period; with the model terminating upon completion. Models that fun
for a specified peribd often include initial conditions such as cleaning the syStem, filling
_barﬂ< ATMs, resetting computers in a government ofﬁée, or emptying boxes on an
assembly line. Non-terminating models, on the other hand, can run cbntinuously, since
the impact of inifializatidn is negligible over the long run and no natural event has been
'speciﬁed vto stop them. Most plants run on a continuous mode, where produétion lines

start every shift without emptying the system (El-Haik and Al-Aomar 2006, Law 2000).

As noted with highlighted attributes in the. ﬁgure 2.3, DES 'model_s are discrete,
stochastic, and dyhamic computer-models of terminating or non-terminating response.
These thrée characteristics often resemble the actual behaviour of many real-world
systems and transactional processes. For exampie, 1n manufacturing systems, the flow of
raw material, assembly components, aﬁd products can be modelied as discrete, dynamic, and
stochastic processes. Many service-facilities including emergency departments also often

deal with discrete entities that run dynamically in a stochastic manner. -

2.3 The Role of Simulation

Simulation is one of the most widely-used analytical techniques adopted by
professionals in Operations Research ahd Management Science (Law anci Kelton,
1991). It has unique and powerful capabilitie_s in system-representation and performance
estimation and improvement. Simulation is often the analysts' refuge when other
solution tools, such as mathematical models, fail or it becomes extremely difficult to
approximate the éolution to a certain préblem. Most real-world processes in production
“and business systems are complex, stochastic, and highly non-linear and dynamic, which

makes it almost impossible to present them using physical or mathematical models.
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Analytical methods, such as queuing-systems, inventory models, and Markovian
models, which are commonly used fo analyze productioh‘and business systems, voften
fail to provide statistics on system-performance when real-world conditions intensify to |
overwhelm and exceed the system-approximating assumptions. Examples include
entities whose arrival at service is nof a Poisson process, andrwhere the flow of entities
is based on complex decision-rules under stochastic variability within availability of
‘ system;resources. Simulation-models are much more flexible and versatile. They are
free from assumptions of the particular type of the arrival-process (Poisson or not), as
well as the service-time (exponential or not). Simulatibn can be used for the ‘combined-
random and non-random arrival-flow as well. The system-structure (ﬂow-map)‘ can be
complex enough to reflect .a real-syétem structure, and custom action' logic can bc built
in to capture the real-syé.tem behaviour. Therefore, simulation is often used to model the
complex, stoéhastic, and dynzimic real-§vorld problems that cannot bé solvéd by other

analytical models.

According to Carson II -(2005), simulation is most useful in the following situations
where: |

1. There is no simple analyfic model, spfeadsheet model or “back of the envelope;’ ,
calculation that is sufficiently accurate to analyze the situation.

2. Thevreal-vsystem is regularized; that is, it is not chaqtic and out of control.
System cbﬁlponents can be defined and characterized. ahd .their interaction
defined.

3. ‘The real-system has some level of complexity, interaétion or interdependence
between various components, or pure size that makes it difficult to grasp-in its
éntirety. In particular, it is difficult or impossible to predict the effect of

proposed changes.
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4. You are designing a new system, consideﬁng major changes in physical layout
or operating-rules in an existing system, or being faced With new and different
demand.

5. You are considering a large inVestfhent in a new or existing system, and it
repreéents a system modification of a type for which you have little or no
experience and hence face considerable risk. |

6. You need a tool where all the people inyolved can agree on a set of assumptions,
and then see (both statistically and with animation) the results and effects of
those aséumptions. That is, the simulation-process as well as the simulation-
model can be used to get all meﬁbers ‘of a team onto a .(more) common
understanding.

7. Simulation with animation is an excellent training and educational device, for
managers, Supervisors, engineers and labour. In fact, iﬁ systems of large physical
scale, the simulation animation may be the only way in which most participants
can visualizé how their work contributes to overall system success or creafes

problems for others. -

The simulation has the c;ipabilities ‘that are unique apd powerful in system-
representation, performance-estimation, and imprbvement. A simulation-model is the
most effective tool td perform quantitative ‘what-if® analysis, and play different
scenarios of the pfocess behaviour as its conditions and variables change ovér‘time.
Simulation provides a decision-supporf to the engineers and managers who want to
make the best decisions possible, especially when encountering critical stages of design,
expansion, or improvement projécts in a real-system (El-Haik and Al-Aomar, 2006).
The simulatién—model allows oﬁe safely, rapidly and efficiently to study ahd assess the -

impact of new methods, strategies and/or technologies in the peri-operative and
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operative process (Volkner and Werners, 2002). This simulation capability allows one

to make experiments on the computer display, and to test different solutions (scenarios)

for their effectiveness before going to the hospital floor for the actual implementation.

Aecording to Banks et al. (2000), a few guidelines can be mentioned here hoivever,

namely that simulation should not be used if:

the problem can be solved nsing cOmmon Sense;
the problem can be solved analytically;

it is easier to perform (lirect experiments;

the costs exceeds the savings;

resources are not available;

time is not available;

-data is not available;

verification and validation cannot be performed;

managers have unreasonable expectations;

‘system behaviour is too complex, or cannot be defined.

2.3.1 The Advantages of Simulation

-Based on Banks et al. (2000), Banks (2000), and Law and Kelton (1991), the

~advantages of simulation are here summarized as: -

Cost: It enables cost reductions and/or avoids costs.
Time: It reduces ramp-up time of production and possibly development lead-

time.
Complexity: It enhances understanding  of relationships, interactions,

dependencies, etc.

. Dynamics: It captures time-dependent behaviour.
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¢ Replicability: experiments can be repeated at any time.

e Visualization: It provides visual-analysis capabilities.

2.3.2 The Disadvantages of Simulation
According to Banks, Carson and Nelson (1996) the disadvantages of simulation are:

e The need for special training: building a simulation model is an art that is
learned over time and through experiénce. Avlthough simulation sbﬁwarerﬁay
look simple, simulation requires a lot of work both before and after running the
model. |

o The difficulties of interpreting the results: Since most simﬁlation outputs are
random variables, it can be »difﬁcult to distinguish between system
interrelationships and randomness in the results.. In most cases, a signiﬁcant
amount of knowledge of statistical theory and methods is required. |

e Time and cost: Modelling and analy}siS' can take a lot of tiﬁle apd,may be
expensive. Ther»etis usually a clear trade-off between the resources allocated for

~ modelling énd analysis, and the quality of the resulting simulation-model in
terms of how well it mimics reality.

e Inappropriate use: Simulation is sometimeé ﬁsed when an analytical solution
would have been possible or even preferable, or in any of the other cases

| -described .previously (see Section 2.3).
e Non-optimized results: Simulation is not optimization, and even when near-

optimal results are achieved, there is a risk of sub-optimization.

2.4 Steps in a Simulation Study

Simulation is a multi-stage process. Over the course of years, simulation experts have

proposed different proéedures for conducting simulation projects featuring a varying
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number of steps (Lan and Kelfon (2000), Banks et al. (2000); Law and Kelton (1991),
Shannon (1998), Pegden et al. (1995), Benjamin ét al. (2000)). The steps in a
simulation study may be vgrying in differént studies becaﬁse of factors such as the
. nature of the problem and the simulatio_n software used (El-Haik and Al-Aomar, 2006).
However, the building blocks of the simulation précedure are typically common among
siinﬁlation studies. All of the above approéches to simulation-modelling cénsist of 10 to
12 steps which can also be grouped into three major géneric phases; i.e. defining the
simulation-problem, building the simulation-model, and conducting simulation
experiments. Banks et al. (2000) introduced a set of steps to guide a model-builder in a
thorough and souﬁd simulation-study. His proéedure is selected to present in this
research, as one of the most quoted procedure in simulation literature. Twelve major steps
involved with this approach are sho.wn in Fig. 2.4 and their major tasks are briefly
depicted below it. Similar figures and their interpretation can be fouﬁd in other sources

such as Pégden etv al. (1995) and LaW and Kelton (2000).
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Figure 2.4 Steps in Simulation Proj ects (Banks, 2000)

1. Problem Formulation: Every simulation study begins with a statement of the
problem prepared by either client or simulation analyst. If the statement is

provided by the client, the simulation analyst must take extreme care to insure
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that the problem is cleaﬂy understood. If a problem statement is pre;pared by the
simulation analyst, it ié important that the client understan’d and agree with the
formulation. |

2. Setting of Objectives and Overall Proj'ect Plan: Here, the modeller establishes
which tool should be used (e.g. a simulation or 6fhér analytical téol) aswell as a
set of assumptions. Also, ‘the‘ goalé and definition of the project are defined,
aiong with methods to evaluate the effectivenes's of alternatives. |

. Model Building: This refers to de\}ising a conceptual model of the system under
study. This means a more or less simplviﬁed,. abstractedreﬁresentation of the
processes to be studied consisting of the essentiai components only.

. Data Collection: Data about the system is‘gathered if possible. If no data is
avaiiable, rule_é of thumb or' personal experience are used to approximate
distributions. Data requirements may change as the model and its complexity
progfesses; |

Coding: Once the concepfual modei is established and the data gathered, the
conceptual model ié ‘translated into executable’ code, i.e. into the actual ,
simulatioﬁ program.

. Verification: This stage is necessary to assure the coded model does not contain
any bugs and perfoﬁhs as expected and inténded. If this veﬁﬁcation fails, the
code needs to be reviewed and corrected until it passes verification.

. Validation: Here, the focus is on Veﬂfyihg Whether-.the model repfesents the
system to be modelled .with sufficient accuracy. If the model does not represent
 the behaviour of the real system with sufficient accuracy, the conceptual model

and/or the data gathered needs to be reviewed.
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8. Experimental Design: This involves designing the alternatives to be stﬁdied,
albng with the number of replications, the replication length and warm-up
periods.

9. Production Runs and Analysis: This phaée consists of running the experiments
designed in the previous step and analysing the results thus obtained;

10. More Runs?: At this stage, the modeller has to verify whether the results
obtained thus far are sufficient, or whether more runs or different experiments
have to be run.

11. Document Study and ‘Reporting Results: The results obtained frorﬁ the
simﬁlatioﬁ-runs, once analysed, have to be documented and repoﬁed/presented
to the problem owner so that the results can be implemented in the actual .
system. Tlﬁs is also important if the simulation is to be reused and/or modified,
especially if that will be done by another analyst.

" 12.Implementation: Depending oh how well the pfevious stéps have been
- conducted, the implementatioh of the results frqrh the experiments Will be .more

or less successful.

2.5 Simulation Software

Nowadays maﬁy simulation software-packages are available (PrdcessModel, ProModel,
Arcna,b Simul8, etc) vwhich provide a user-friendly interface that makes the efforts of
building a realistic ‘_ simulation-model not more demanding than the efforts needed to
make simplifications, adjustments and calibrations to develop a rather cpmplex but

approximate queuing-model.

There are periodic surveys, of which the most comprehensive is that conducted

biennially by Swain (2007) which summarises the features available in simulation
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packages, with no specific application area in mind. .Currently, more than sixty
different simulation software are available on the market from various vendors at
different prices ranging from less than US$99 up to US$45,000 and almost all of them

are PC-based and Windows-compatible (Swain, 2007).

The software to be used must be able to cope with both simulation-modelling process -
issues, as well as 6ti1er' conventional user and. modeller requirements. Hlupic (2000)
surveys académic and industria] simulation-software users. His surveys revealed that
- Simul8 and Witness are the two mbst commonly-used by academicé and Witness is the
most widely-used among participant industrial users. The survey also reveals that the
‘mosvt important feature'sb of software ére ease of use, ease of communicating with ‘other
programming tools, | and api)lic,ations. for building a user-interface. Abu-Tach et al.
(2007) have investigated 56 simulaiion-packages with the aim of tackling the trends that |

simulation packages are pursuing; and to address the issues around the prevalent

technology.

2.6 Simulation Applications

Computer—,svimulati'on has existed for almost 40 years and has been used in Ve‘very
industry to study systems where there are resources at locations acting upon people or '
products (Nanc.e and Sargen, 2002). Typicai DES applications include: staff and
productién schedﬁiing, capacity planning, .p.roductivity iAmprovement, cycle time and
cost reduction, throughput capability, resources and activities utilization, and bottlenecl<.
finding énd analysis. A few examples of simﬁlated-systems are manufactuﬁng-plants,
banks, airports, or business organizations (Ferrin, Miller, and Giron, 2000). Kuljis etb al..
(2007) also reported that discrete-event simulation has been used mainly for testing

- different strategies for increasing dispatch-bay productivity, reducing transport costs by
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minimizing the waiting-times for vehicles, job-shop scheduling, logistics and operations

in construction, and analysis of the construction inspection-process.

Simulation is being used for a wide range of applications in both manufacturing and

businéss operations. According to El-Haik and Al-Aomar (2006), as a powerful tool, -

simulation-models of manufacturing systems are used:

To determine the throughput capability of a manufacturing cell or assembly-line;
To determine the number of operators in a labour-intensive assembly process;
To determine the number of automated-guided vehicles in a complex material-

handling systein;

To determine the number.of carriers in an electrified monorail system;

To determine the number of storage and retrieval maghines in a complex
automated storage and retrieval system;

To deténnine the best ordering policies for an inventory-control system;

To validate thé production plan in matériai—requiremenf plénning;

To determine the optimal buffer sizes for work-in-progress products;

To plan the capacity of sub-assemblies feeding a production mainline.

Simulation models are also being used for the following wide range of applicationé in

business operations:

To determine the number of bank-tellers, which results in reducing customer-
waiting-time by a certain percentage; |

To design distribution and transpoftation networks to improve the performance
of logistic and vending systems; |

To analyze a company's financial system;

To deéign the operating pplicies in a fast-food restaurant to reduce customer
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‘time-in-system and increase customer-satisfaction;

e To evaluate hard-ware and software requirements for a computer network;

e To design the operating policies in an emergency room to reduce patient-waiting
~time and schedule the working-patterns of the medical étaff;

. | To assess the impact of government regulations on different pﬁblic services at
both the municipal and national level;

e To test the feasibility of product development procésses and to evaluate their
impact on a company's budget and competitive strategy;

e To design communication systems and data-transfer protocols.

2.7 Siniulation in Healthcare

" 1t is well-known that tﬁe use of modelling anci simulaﬁon is widegprcad in business and
manufacturing, and essential in the management of any type of organization. Over the
last thirty years a growing number of studiés have used simulation in _modell_ing
healthcare and ED performance. In the literature, two extensive reviews on the use of
simulation in healthcare are found and both have been done until 1999 (Jun et al., 1999;
Fone et al., 2003). Jun et al. (1999) surveys the application of simulations in healthcare
over nearly a 30 year period, ﬁom 1960s to the late 199(V)s.’ They review 117 journal
articles and élassify them accdrding to their objectives .but only a few successful
implementations are reported. Fone et al. (2003) also review more than a hundred
papers related to the use of simulation-modelling in healthcare until 1999. Their review
aimed to assess the quality of Vpublished studies and to consider tﬁeir influence on policy .
rather than on operations.‘ They opine that the qﬁality of the papers has increased over
~ the survey-period; however, few papers providé enough detail of model-
implementation. .Although the application of simulations has increased over the last

three decades, simulation is still not widely accepted as a viable modelling-tool in
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healthcare systems. Adriana (2000) reported that the healthcare industfy has adopted
bsvimu]ation very slowly compared to other industries such as manufacturing. Eldabi et al.
(2007) alsq report that the healthcare literéture contains a large range of npmen'cal and
simulation fechniques, but their application does not appear aé widespread as in other
sectors, which have long adopted such methods as part of their core operation, reaping |

significant benefits.

Jun et al. (1999) searched for studies of more complex, integrated and multi-facility
systems and concluded that there seems to be a lack of such work reported in the
literature. They suggest that the major reasoﬁs for this shortage are first, the‘ level _of
complexity and resulting data requirements of the simulation model, and secondly, the
resource—requirements including the time and money needed to conduct such research.
They suggest that the main dilemma in such work is deciding on the appropriate level of
detail. Increased detail leads to more realistic representéfion, which should increase the
confidence of étakeholders. HoWever, increased detaiil.requires extensi§e, validated data
“and this méy be expensive énd time-consuniing to collect. Washington and Khator
(1997) state that the reason simulation-models afe not used more often m healthcare
settiﬁgs is management’s lack of incentive to do so. Management often does not realize
the benefits to be gaiﬁed considering the time and cost that have to be invested in order
to build a detailed simulatioﬁ-tooi. To overcome the resistance against simulation,
LoWery (1994) suggests that hospital management should be directly involved in the .
development of the simulation projects in order to build thé model's credibility; aﬁd the

use of visual aids or animation to create more confidence in the model’s ability.

Gunal and Pidd (2005) conducted a study on perforrhance assessment of the hospitals
'by using simulation and concluded that emergency departments and outpatient clinics'

are the most common studies in healthcare. They also note that there are no reported
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uses of discrete-event-simulation for the development and imprbvement of health
- policy. Some researchers reported that simulation has been successfuily used to model
and analyze numerous emergency departments around the world (Mahapatra et al.,
2003). Some othef published material (Blasak, 2003 and and Samaha, 2003) shows that
emergency depaﬁments are utilizing simulation-modelling wit.h the purpose‘ of
developing specific solutions tailpfed to resolving their respective issues. Gunal (2007)
- also reported that mosf simulation studies in the healthcare domain are aimed at solving
specific problems in particular healthcare facilities. The commonélities in these studies
are their objectives. of improving performance such as reducing waiting-times or using
resources more efficiently. Because they are specific, these studies guide a modeller' as

to how a specific problem can be solved.

This research includes a comprehenéive literature survey of the use of simulation in
‘ heélthcare from 1999 to early 2005 to ﬁ‘ll. the gap from 1999. 35 research papers that _ |
used simulation in healthcare were found from various journ»als and conference
publications in fhis time-period. Avll'of these papers are cérefully réviewed and-
. presented in Table 2.3 including the publisher, location of model in healthcare, software
used and the aim/s of study. The table shows thaf simulation is used to model almost all
the important areas in healthcare but the majority is used to model the emergency
department and healthcare clinics. This review also revealed -that simulation is used to
model healthcare systéms for different objectives such as performance improvement
including waiting-time, resource-scheduling, capacity planning and utilization, and
facility design; It further reveals that different modeilers use different software-
~ packages to model healthcare simulations. Arena has become the most popular software
in modelling h¢althcare, while MedModel; Simul8 and Custom software also have been

used in a significant number of studies.
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(2001)

Biomedicine -

Reference Publisher Location of | Software Aim of Study -
Model : '
Rossetti etal. | Winter A&E Arena Scheduling and
(1999) Simulation Staffing
Conference
Cahill and Winter ICU Arena Bed-size planning
Render (1999) | Simulation
Conference
Lowery and Winter - Operational | MedModel Scheduling
Davies (1999) | Simulation theatre
Conference '
Weng and Winter Clinic Arena A new
Houshmand Simulation performance
(1999) Conference: measure, cash-
. . flow.
Alvarez and Winter A&E Arena General
Centeno (1999) | Simulation '
Conference ,
Ledlow etal. | Journal of Clinic MedModel Design
(1999) Healthcare
Management
Lehaney et al. | Journal of the Dermatolog | Simul8 Waiting-times
(1999) Operational y
. Research Society | Outpatient
_ Clinic
Eldabi et al. Computers & Clinic Simul8 Breast cancer
(1999) Industrial : treatment trial
Engineering '
Kim et al. European Journal | ICU XCELL+ Capacity-
(1999) of Operational utilization
» Research
Bagust et al. British Medical | A&E Excel Waiting-times
(1999) Journal (BMJ) : S
Moreno et al. | Simulation Hospital - | MODSIM General
(2000) (online) ' Modula2
Alexopoulos et | Winter “Clinic Custom General
al. (2001) Simulation software
Conference : '
Kuljis et al. Simulation Generic | Custom General
(2001) Clinic software
CLINSIM
Pulat et al. Simulation Hospital Arena Bed-capacity
(2001 (online) ' planning
Swisher et al Computers & Clinics Custom General
(2001) Operations Software
Research _ (VSE)
Groothuis et al. | Comp. Methods | Cardiac MedModel | Capacity-
and Programsin | Dept. planning
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-Laboratory

Ramis et al. Winter Arena + Standardize the
(2002) Simulation Excel service processes -
| Conference.
‘Harper and Journal of the Hospital Custom Bed-capacity
Shahani (2002 | Operational Software
: Research Society TOCHSIM
Couchman et | Simulation Biochemistr | Simul8 Capacity-
al (2002) Modelling Prac-. |y : planning
tice & Theory Laboratory
Eleazer et al. Winter Geriatric ProModel Length of Stay, -
(2003) Simulation | Department Bed-size
: Conference :
Blasak et al. Winter A&E Arena Waiting-time
(2003) Simulation ' :
Conference
Wongetal. | Winter Hospital MedModel Medication
(2003) Simulation ordering and
Conference : dispensing
.| Samaha et al. | Winter A&E Arena Bottlenecks and -
(2003) Simulation reducing waits
Conference :
Baesler et al. Winter - | A&E Arena Capacity-
(2003) Simulation ‘ planning
Conference ,
Miller et al. Winter A&E Extend + Process
(2003) Simulation Visio+ improvements
‘ Conference Access
Centeno et al. | Winter A&E Arena Staff-requirement
(2003) Simulation ‘ scheduling
Conference
Harper and OR Spectrum ENT Clinic | Simul8 | Appointment.
Gamlin (2003) | ' ‘ Scheduling
Syi Sua,and | International A&E eM-Plant Emergency
Shihb (2003) | Journal of : response policy
.| Medical Inform.
Guo, Wagner | Winter Outpatient | Arena Appointment
and West Simulation Clinic scheduling
(2004) Conference -
Miller et al. Winter A&E | Custom General
(2004) Simulation | Software
Conference EDSim
Takakuwa and | Winter A&E Arena Patient-flows and
Shiozaki Simulation : | Waiting-times,
(2004) Conference
Sinreich and, | Winter A&E Custom General
Marmor (2004) | Simulation Software (Generic A&E.
- ‘Conference Model)
Baldwin, Simu. Modelling | Clinic Simul8 Liver
Eldabi, Paul Practice and transplantation
Theory

(2004)
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Griffiths et al. | Journal of the ICU Simul8 Number of nurses

(2005) Operational ' and scheduling
Research Society

Ashton et al. Journal of the Walk in Micro Saint | Designing and

(2005) Operational Centre ] planning

: Research Society | , operations

Rauner, Journal of the Disease Custom HIV prevention

Brailsford, Operational - Prevention | Software '

Flessa (2005) | Research Society with (POST)

Table 2.1 Use of Simulation in Healthcare in 1999-2005

After carefully studying all the above literature especially in ED ( including reviews of
Jun et al., 1999 and Fone at al., 2003), the researcher concludes that though growing
numbers of ‘studies use simulation in ED, it is still not widely-used és a decision-
making tool in hospital emergency ciepartments. Most of the simulation studies in ED
‘have used simulation to model specific hospital EDs for specific purposes. Only a few
studies have attempted to de;/elop a generic and flexible moael for any hospital ED but
they also focus on only limited issues in ED. Therefore, there.is a need to develop a
holistic ED sifnulatibn study with comprehensive details to fill the vacuum in the

literature.

2.8 The Importance of Simulation in Emergency Departments

| Hospital-based emergency departments are critically important to the healthcare and
“wellbeing of the patients. They have become frequently crowded environments, with
patients sometimes waiting hours and even days for care (Asplin et al., 2003). This has
been recognized as a grbwing, cémplex and serious problem with no easy solutions for
near_ly‘ two decades. Overcrowding in emergency departments presents a serious threat

to the quality, safety and timeliness of emergency care.

35



The o.vercrowding and the resultant congestion due to the long waiting of patients i}n
emergency departments are becoming increasingly widespread across the world.
Increasing crowdlng and delays in emergency departments have been recognised as a
' growing problem throughout the developed world (Graff, 1999; Schafermeyer and
Brent, 2003; Derlet et al., 2001). A 2001 Amencan Hospital Assomatlon survey of
emergency .department and hospital capacity reported that 62% ot‘ the emergency
departments" were at or over operatmg capacrty and one-third of ED had ambulance
d1vers10ns (The Lewin Group, 2002). Derlet, Richards, and Kravrtz (2001) surveyed ED
directors in 50 states in the USA, and 91% of the 575 who responded reported ED
crowdmg as a problem. A 2001 survey of ED medical directors in the state of
Washington also revealed that 100% of large hospitals and 91% of small hospitals

reported overcrowding problems (ACEP, 2002).

A BMA survey of A&E waiting times, (2005) also reported that 48% of emergency
departments in the UK lrave not met their four hours waiting-time target for the period
ending 31 December 2004. This problem 1n United States has been recognized since the
early 1990s (Andrulis et al., 1991). Whereas in the early 1990s crowding was confined
to large city hospitals, it has now become pervasive in community EDs (Derlet etval.,
2001). According to Bradley (2005), overcroyvding and long stay have been reported
in the United States, United Kingdom, Australia, Canada, and Spain,_ demonstrating that _
this problem is not unique to the U.S. health care system. Kolb et al. (2008) also
reported that emergency department overcrowding is a common medical-care issue in
the United States and other developed nations. Shih et al. (1999) stated that
overcrowding in one Taiwanhospit‘al yvas so severe that 4% of admitted patients
actually remained in the emergency department for four days or longer. Unfortunately,

many EDs around the world are overcrowded on a daily basis (Cowan and Trzeciak, 4
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2005; McCaig and Burt, 2004) and sometimes an ED stay can last up to eight hours
because of crowding (Kowelezyk, 2007). According to this literatnre, it ibs very clear
that overcrowding and long stays in emergency departments are a serious growing crisis .
in many countries throughout the world. Overcrowding in ED is multi-faceted and

~ impacts on every aspect of emergency care.

‘Some hospitals try to alleviate the crowding by increasing additional capacity, staffing,
or physicai space. These extensive andgenerally costiy approaches should not be tried
until a hospital has fully evaluated and optimized the flow of patients though the ED
and related units. Adding new capacity to an inefficient sys_tem may jusr create larger
facilities that remain overcrowded. An efficient eystem assures maximum throughput
and minimizes delays at each point along the delivery process, without any decline in
the quality of care. Impaired patient-flow, on the other hand, results-in bottlenecks- that
prolong delays for patients already in the process, as well as those awaiting entry into

system.

There are a number of promising options that hospital administretors and policymakers
have at theirb disposal to identify and resolve the problems that contribute to ED
crowding and its consequences. Over the last few decades other industries have made
use of a number of toolsA and techniques derived from engineering and operafions
research, which we collectively refer to as operations managementr There are many
operations management tools that could be applied to improve the management of the
emergency department crowding crisis. Discrete-event simulation is' a versarile tool -
. axneng the modelling tools available to healthcare decision-makers that can assist in this

endeavour.
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Emergency departments are cohsidered one of the most complex, interactive and
dynamic systems to analyze. Similar to prescriptive models such as linear or nonlinear
programming models, analytical models (queuing-models and Markov chains), which
often rely on closed-form mathematical solutions; are .very sensitive to the size?
complexity and level of detail required by the svyste'm under study. Discrete-event
simulation models, on the other hand, are much less sensitive to these parameters. The
full power of simulation is realized when it is used to analyze dynamical systems with
complex intéractions among various components and processes (Law and Kelton,
(2000). Therefore, discrete-event simulation is more suitable than analytical modelling
solutions.for complex systems like ED where thé state of the system changes over time.
Simulation models can provid¢ a reasonable assessment of an ED’s efficiency, resource
needs, utilizations and other performance rﬁeasures as changes are made in the different |

system-settings.

In fhe literature, a number of researchers have shown simulation as a valuable modelling
tool to model the emergency department in a hospital. Davies and Davies (1994)
reported that since EDs are large, complex, and highly dyhamic, it is obvious that
discrete-event simulation tools are paﬁiculariy suitable for modelling them. Miller et al.
(2004) stated that simulation is a powerful tool for hoépitals to. understand how much
impact each process-improvement will have on their facility. Kuljis et al. (2007) also
assert that there are many potential uses of disg:retejevent simulation in healthcare areas;
such as logistics; patient-pathway design, re-engineeriné, and management; scheduling
and queue-management; and the reduction éf waiting-times. Rakich et al. (1991) also
state that simulation can assist hospital managemént to develop and enhance' their
decision-making skills when evaluating different operatfonal alternatives in order to

improve existing EDs or to assist in designing and planning new ones.
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The literature in this section reveals that even though simulation is‘one of most suitable
. tools for modelling ED it is not used as a viable tool to overcome the_overérowding
problem in EDs. Therefore, there is a need to find how simulation can be used to
overcome the overcrowding problem in EDs. In addition to simulation there are niany
other non-simulation systems tools that can be used in ED and healthcare. The next
section briefly describes. the more suitable non-simulation techniques and their

application in healthcare and EDs.

2.9 Other Tools and Techniques

Over the last few decades, numerous tools and-techniqués have been developed by
industrial engineers and operations researchers to manage manufacturing and service
operations. In the past iwo decades a variety of modelling and non-modelling
techniques from ménufactuﬁng vand’ service operations have been come to healthcare.
From them, the researcher has chosen two modelling tools (Queuing theory and System
Dynamics) and two non-modelling tools (Balance Scorecards, Lean and Six Sigma) to '
analyse the possibility of supporting the ED decision-making other than by the discrete-
event simulation which is the inain focus of this research. The following gives a brief

descriptidn of these methods. -

2.9.1 Queuing Theory

The literature on queuing theory goés back many decades and is included in the chapters
- of many text books (Taha, 2007 Bronson; Naadimuthu, 1997). Queuing theoi'y is a
mathematicai modelling technique that is used to determine the capacity of services that
are subject to variable derﬁand over time. A queuing—rﬁqdel is based on the Poisson
process and its companioﬁ exponentialk probability -distribution with the underlying

assumptions. It deals with problems that involve waiting (queuing) lines that form due
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to the fact that resources 'are limited. | It enables mathematical analysie of related
processes, includihg arriving at the queue, waitihg in the queue, and being served by the
server(s) at the front of the queue. It also permits the derivation and calculation of
several performance measures including the average waiting-time in the qﬁeue or the
system, the expected number waiting or receiving service; and the probability of
encountering the system in certain states, such as empty, full, having an available server

or having to wait a certain time to be served.

Queﬁing theory has long been used for many decades in many industries such as
banking and public transportation with the purpose of balancing customer service and- ‘
resource limitations. Queuing theory models have had limited use in healthcare, but
have been used to optimize scheduling and stafﬁﬁg in primary.care, operating rooms,
nursing hemes, radiology departments and emergency departments-(Goruﬁescu et al.,
2002; Huang, 1995; Lucas et al., 2001; Murray and Berwiek, 2003; Reinus.et ai., 2000;

Siddharthan et al., 1996; McManus et al., 2004; Green et al., 2006).

2.9.2 System Dynamics

System dynamics (SD) is an analytical modelling methodology, the origins of thich
attributed to Forrester (1961) in his pioneering work on ”industrial dynamics”.. Today,
SD methodology is used beyond the industrial setting and has been applied in many
different fields of study including health care (Dangerﬁeld, 1999). System dynamies is
defined as a fnethodology for mapping and then modelling the forces of change ia any
dynamically—complex system so that their influences on one another can be better
understood, and the overall direction of the system can be better governed (Homer and
Hirsch, 2006; Homer and Oliva, 2001). SD combines both qualitative and quantitative
. aépects and aims to enhance understanding of complex systems, to gain insights into

system behavior. The qualitative aspect entails the construction of ‘‘causal maps’® or
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“‘influence diagrams’’ in which the system stru.cture and thé interrelations between the
components of a system are explored. The qﬁéntitative aspect entails the development
of a computer model in which flows Qf material or information around the system are
modelled and bottlenecks identified. Such models can then be used in a ‘‘what if”’ mode -
to experiment with alternative conﬁgurations, flows, and resburces. In the health care

context, this entails modelling patient pathways, information flow, and resource use.

With nearly a 50 year history, SD modelling today is uséd-productively ’in many fields
of human endeavour (Roberts, 1999; Sterman, 2000). The span of applications has
grown extensively and now encompasses work in corporate management (Repenning
and Sterman, 2001); climate change (Sterman and Sweeney, 2002); urban development
(Forrester, 1969); energy and global ecology (Meadows, 2004); human service delivery

(Levin and Roberts, 1976); education (Saposnick, 2004); and more. s ,

Since the 1970s, and incréasingly‘ today, innovativé investigators. have used SD
modelling to better undervstand'some of the problems that health leaders face (Milstein,
2006). Some significant examples include studies of hea'lthcaré problems sﬁch as
healthcare reform (Hirsch et al., 2005); patient-flows (Lane et al., 2000; Wblstenholrﬁe,
1999); performance-assessment (Mchnnell, et al., 2004); public health emergencies
(Hirsch, 2004; Hoard et al., 2005); public health planning (Hirsch and Immediato, 1999;

Homer and Milstein, 2004).

2.9.3 Balanced Scorecards

The Balanced' Score Cards (BSC) is a strategic measurement and management system
initially developed by Robert Kaplan and David Norton at the Harvard Business School
(Kaplan and Norton, 1996). It is used extensively in business and industry, government,

and non-profit organizations worldwide to align business activities to the vision and
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strategy of the organization; and to improve internal and external communications, and
monitor organization performance against strategic goals. It translates an organization's

mission and strategy into a balanced set of integrated performance-measures.

The balanced st;orecard has evolved from its early use as a simple performance
measurement framework to a full strate.gicl planning and ma‘nagément system. The‘
“new” Balanced scorecard transforms an organization’s étrategic plan from an attractive
but passiv¢ document into the "tnarching orders" for the organization on a daily basis. It
provides a framework that not only ptovides performanée—measurements, but helps
planners idehtify what should be done and measured. It enables executives to truly
execute their strategies. The balanced scorecard suggests that it views the orgénization
from four perspectives, and can develop metrics and collect data and analyze it relative
to each of theﬁe perspectives: the Learning & Growth Perspective, the Business Process

Perspective, the Customer Perspective and the Financial Perspective.

Tian and Bruce (2006) have analyzed 22 BSC in healthcare examples: 10 were from
United Stétes of Anierit:a, 3 each from the United Kingdom and Swedén réspectively, 2
each from Australia and New Zealand, and one each from Can&_da and Tatwan.
According to this analysis, 17 of them were used as a strategic management tool and the
rest were used as a performance management tool. Although many successful stories
of using bzt]anced scorecards have been reported in other industries and service
otganizations, little evidence of their application to hospitals has been reported (Chow
and et al, 1998). Neverthe]ess, there is a strong con‘sensus among prominent
researchers from many countde§ about the need to use balanced scorecard reporting by
healthcare providers (Forgiorte, 1998). Although the BSC has 't)een applied suct:essfully ‘
as a strategic management tdol, there is also evidence of many failhres. Neely and

Bourne (2000) claim a failure rate of 70%. In healthcaré, much of the literature relates
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to how to apply BSC successfully (for example, Chow, Ganulin et al., 1998; Stewart
‘and Bestor, 2000; Pink, Oliveira, 2001; Fitzpatrick, 2002; Shutt, 2003; Tarantino, 2003;

| and Radnor and Lovell, 2003).

2.9.4 The Lean and Six Sigma

Lean is an effective busiﬁess improvement methodology that is commonly used in
manufacturirig (George, 2005, 2003). Lean principles come from the Japénese
manufacturing industry. It started with Toyota in the 1950s and was developed by
Womack and Jones (Womack, '1996). Lean ﬁleans “ﬁsing'less' to do more” by
- “determining the value of any given process by distinguishing value-added steps from
non-value—added and eliminating waste so.that ultimafely every step adds vajllu‘e: to the
process” (Miller, 2005). It seéks to provide what the cuétomer ‘wants quickly,

efficiently, and with little waste.

The goals of the Lean Business Improvemeﬁt method are to make -better Business
decisions through intimate know.ledge about the cusfomer, intimate knowledge about

thé process, with data and the right people involved. Waste is defined as work, time, or -

supplies used to prqvide a service that adds no value in the eyes of the customer. Waste
can be in many forms: time, motion, transportation, inefficient work-flows, deficient
supplies, re-work, handoffs, and process-variation. The core data in Lean are derived
from process and work-flow maps that are “time-mapped” (measuring the time spent at
each particular activity in the workflow) and theﬁ “time-value stream” mapped
(defining if each particular acﬁvity in fhe workflow is value-added or non-value-édded
work in the eyes of the patient). These principles have been’aIl)plied to hospital services
delivery and 'ha\}e been reported to be highly successful in the ED setting and the
inpatient‘s.etting in case-reports in peer-reviewed journals (Aldarrab, 2006; Fairbanks,

2007; de Koning et al., 2006; and Sunyog, 2004).
' 43



The Six Sigma  method of business management also comes from Japanese
ménufacturing industry (Caldwell C. et al. 2005; and Brassard M. and Ritter D., 2002).
Six Sigma was developed by Motorola in the late 1970s as a universal system to assess
quality, produce qliantiﬁable rcsulté, and establish quality goals (Harry and Schroeder,
1999). Six Sigma goes after specific opportunities to eliminate defects, to imprové
quality, and to reduce costs. The Six Sigma methéd recognizes that variability hinders
~ the ability to deliver high quality service reliably. It tdols associates with advanced,
powerful statisfics. Six Sigma invélves data-driven decision-making, usihg all of the
traditional tools of quality, a cadre of Six Sigma t.ools,-all the tools of Lean, and, as
routine, complex statistical analytical methods to find major solutions to big problems.

Lean is now often a module within Six Sigma training programs.

~Integrating Lean and Six Sigma creates a ;‘Win-win” situation. A combination of both
can provide the p‘hilbsophy and the effective tools to solve probléms and create rapid
transformational imbfovement at lower cost. Potentially, this could increase -
productivity, improve quality; redu_ée costs, improve speed, create a safer environment
for patients and staff and exceed cuétomer expectations (Bevan et al., 2005). Thérefore,
these methods may haQe the potential to imprové both the efficiency and quality of care-

delivery systems.
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2.10 Modelling-based Frameworks in Healthcare

As discussed in the above sub-chapters, simulation aﬁd other systéms tools have been
successfully used to address 6perationa1 problems in Emergency Departments and
Healthcare systems in general. However,v in all the reported casés, ﬁmdelling tools have
been used to address specific issues in isolation. To date, no work has been reported on
the development of a comprehensigfe and holistic framework which 'enables the use of
modelling tools across all decision-making processes, from strategic to operation.al. '

More recently, a collaborative project between Brunel, Cambridge, Southampton and
Ulster universities, has identified the need for a comprehensive framework to embed
and integrate modelling tools (EldaBi and Young, 2007b). These authors reported that
the changing needs of Healthcare provision around the world are forcing service
| designers and decision-makeré to adopt new tools in the design and evaluation of -
processes. (Reid et al. 2005) also reports the need for an integrated framework based on

a partnefship between engineers and Healthcare professionals. They suggest systenis—

engineering tools and information technologies' have the potential of irhproving
radically the quality aﬁd productivity of American Healthcare. Harper and Pitt (2004) |
also emphasised that careful thought should be given to selecting the appropriate

modelling tools, and successful projects should be‘promot‘ed to a wider Healthcare

audience.

Although the above authors have identified the need for a comprehensive framework to ‘
embed modelling tools in the decision-making process, to date, no work has been done
to develop such a framework. Therefore the proposed research work is timely and

novel.
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2.11 Summary

In the past few decades a variety of modelling aﬁd non-modelling tools and techniques
from manufacturing and service operations have been approached to th'_e‘ healthcare
 sector. Among. fhem, discrete-event simulation is one of tﬁe most important tools
~available to engineers as well as to ménagers to analyze the behaviour of large, complex
and dynamic systems. Although over the last thifty years aA growing number of studies
have used modelling and simulation in healthcare and emergency departments,
simulation is still not widely accepted as a viable modelling tool in decision-making in
health and emergency care systems. The emergency department is the most important,_
cofnplex, and highly dynamic part of the health and emergency care system. Over the
last two decades, the overcrowding and delay in the emergency department has become’
a growing, complex and serious problem in many deve.loped countries withAno easy
solutions. Over nearly three decades, cOmputer simulation also has been used to gddress
‘the various problems in healthcare and emergency departments including overcrowdihg
and long waiting-time problem. Most of the simulation studies in ED have used
simulation to model ,speciﬁc hospital EDs for specific purposes with limited details.
Only a few studies have attempted to develop a generic and flexible model for any
hospital ED but they also focused on only limited issues in the overcrowding problem.
Therefore, there is a great neéd to develop a holistic and embedded ED modqlling and
simulation study that pfovides a Sufﬁciently compreheﬁsive and detailed framework for
the simulation-model builders in ED as well as for the Healthcare and ED Managers to

- overcome this overcrowding problem.
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CHAPTER THREE -

3. Research Methodology

The previous chapter presented the underlying thebretjcal concepts of this research. This
chapter describes the research methodology adopted throughout this research. For any
kind of research, fhe theory on which that research rests obviously becomes very
r¢levant. However, there is not one single theory or methodology of research, but-rather :
a set of theories and methodologiés that have evolved over time. Therefore, there is no
universal right or wrong choice of rgsearch methodology: it is always possible to argue
for or against a particular th¢ory of science based on Qne’s own subjective opinions.
Therefore, it is necessary to justify the adopted fesearch methodology to answer this
particular research problgm. This chapter attempts to explain the research approach and

strategy including the type and methods of this research.

3.1 Research Approach

_In research methodology literature, nidinly there are two research approaches: the
deductive appfoach (deduction) and the inductiye approach (induction). The choice
between the deductive or inductive research paradigms has been diséugsed by a number
of authors (Cavaye, 1996; Hussey and Hussey, 1997; Saunders et al., 2006; Gilbert,

1993).

According to Gilbert, (1993) the process of working through a single case-and
observing a relationship, then observing the same relationship in several more cases and
finally constructing a generél theory to cover all the cases, is known as induction.:It is
the basic ‘technique for moving from a set of observations to a theory and is illustrated

in Figure 3.1. Induction is the dominant approach in social research. Once a thebry has
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been formulated, it can be used to explain. The process, starting with a theory and
using it to explain particular observations, is known as ‘deduction and illustrated it in
Figure 3.2. Deductien takes the data about a particular case and applies the general
theory in order to deduce an explanation for the d‘ata.‘ The deductive approach is
generally considered as scientific research. Hence, it is the domilnant.approach in the
natural ‘sciences, where the laws provide the basis of explanation end predict their
- occurrence. Thus induction is the technique for generatlng theories and deduction is the

techmque for applymg them. Table 3.1 further distinguishes thése two approaches

Theory

The social worldv )

Figure 3.1 Induction Approach

—
Explanation |
/\ /)

‘ The social world ’ >

Instance

Figure 3.2 Deduction Approach
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Elements of the Deductive Approach

Elements of the Inductive Approach

This approach:

o Involves an understanding of
scientific principles
- o Moves from theory to data
o Explains causal relationships
between variables
o Generates and uses quantitative
data
o Involves a highly structured
- approach
o Exhibits a high concern about
generalization
o Encourages researcher
independence in what is being
researched’
o Requires samples of sufficient size
o Involves common research

strategies: experiments, surveys

This approach:

o Invoives an understanding of
hﬁmans’ attachment to events

o Moves from data to theory

o Explains by understanding

o Generates and uses qualitative data

o Uses amore flexible structure to -
permit changes

o Exhibits less concern about
generaiizatién '

"o Involves the researcher as part of

the research process'

o Uses common research strategies: |
surveys, Grounded Thedry, case

studies, Action Research

Table 3.1 Induction Approach versus Deduction Approach

However, Saunders et al. (2006) and Gilbert (1993) emphasize that a clear adoption of

one approach to a particular research project is impossible in reality. They recommend

that the combination of the two approaches to research is often advantageous. This

" research also required the adoption of both these approaches to achieve the multiple

objective of the research. As explained above, deductive reasoning works from the more

general to the more specific. The deductive approach is most suitable for the first part of

this research. The first part of the research deals with existing theory to eXplain
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particular observations. The overcrowdiﬁg in ED is an éxisting general theory. The first
part of the research investigates énd identifies the causes and evffects of the
overcrowding and accordinglf develops a decisions-framework for the ED. That
process is a deductive approach. The final part of the research attempts to identify the
~ most suitable tool or set of tools for the ED decision-making t§ manage .the
overcrowding problem. This process is carried out by identifying ahd analysing many
successful cases and applications'to derive a general cbnclusion. This process moves
from spe(;,iﬁc»observations to broadér generalizations. Thus it is aﬁ inductive approach.
Therefore, both these approaches are used to achieve the aim of this research. The next

section elaborates on the research strategies and methods used in this research.

3.2 Research Strategy

In the research methodology literature, manyl researéh strategies are described by
different authors. The selecting of the éppropﬁate reséarch strategy or strategies
depends on the purpose of the research. According't(') the purpose of résearch, there are
three types. of researches: exploratory, descriptive and explanatory (Saunders et al.
2006). An exploratory study is a valuable r_néans of finding out 'what is happéning; to
seek new insights; to ask questions and to assess phenomena in a new light' (Robson,
2002). 1t is particularly useful if the researcher wishes to clarify the understanding of a
problem, for instance, if the pfecise nature of the problem is unsure. Descriptive
research, also known as statistical résearch, describes data and characteristics about the
population or phenomenon being studied. It is necessary to have a clear picture of the
phenomenon on which the researcher wishes to cbliect data prior to the collection of the
" data. This ﬁay be an extension of; or a forerunner ‘to, a piece of exploratory research or,
more often, a piece of explanatory research. The studies that establish causal

relationships between variables may be termed explanatory research. The emphasis of
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éxplanatory research is on studying a situation or a problem in order to explain the

relationships between variables.

Accbrding to the nature and objectives of | this research, the researcher believesf the
exbloratory type study is more suitéble for this research and the strategies of research
| are seleé:ted accordingly. Saunders et al. (2006) describe three principal ways of
conducting exploratory research: a search of the literature; interviewing 'experts' in the | .

subject; conducting focus group interviews.

Accordihg to Yin (2003) and Saunders et al (2006), there are many research strategies
which can be used for exploratory, ‘descdbtive and explanatoryb research. The most
common research strategies are:

e Experiment;

e Survey;

J .Case Study;

e Action Research;

¢ Grounded Theory;

. Mddelling;

o Ethnography;

e Archival Research.
Some of sfrafegies clearly belong to the deductive approach, others to the inductive
appfoach‘ HOweyer, allocating strategies to one approach or the other is then'unduly
simplistic. Saunders et ai. (2006) emphasize.that no research strateéy is inherently
sﬁperior or inferior to any other. Consequently, what is most importanf is not the lgbel
that is attache@to a particular strategy, but whether it will be able to answer the

particular research'question and/or meet research objectives. So, the choice of research
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strategy will be guided by research question(s) and objectives, the extent of existing
knowledge, the amount of time and other resources which are available, as well as the

researcher’s own philosophical underpinnings.

The goal of this research is to develop a modelling-based ﬁamework to overcome the
overcrowding problem in Emergency Departments. To achieve fhis goal, the research
has set multiple objectives as explained in Chapter One. Overcrowding in ED is a izery
complex interaction with people, facilities, technologies, processes and many ofher sub-
systems. In order to address this problem, it is necessary to understand the
overcrowding problem, ED operaﬁons and its decisions as well as the available tools ,
and techniques. After studying all these factors it develops a holistic-level decisions-
framework for ED and then identify the most suitable tool or set of tools to support each

decision to overcome the overcrowding problem.

The nature of this research process is highly qlialitative rather than quantitative.
Qualitative research is a field of inquiry app]icable to many disciplines and subject-
matters. Qualitative resea‘rch'ers aim to gather an in-depth unders‘ganding of human
behaviour and the reasons thét govern such behaviour. The qualitative method
investigates the why and how of decision-making, not just what, where, and when.
Quantitative research is the systematic scientific investigatioﬁ of quanﬁtative pfope’rties
- -and phenomena and thei‘r relationships (Wikipedia, 2009). Thbe objective of quantitative

research is to develop and employ mathematical models, theoriés and/or hypothésés

pertaining to natural phenomena.

~ According to Patton (1990) qualitative research methods permit the evaluator to study
selected issues in depth and detail. Approaching fieldwork without being constrained by .

predetermined categories of ahalysis contributes to the depth, openness, and detail of
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qualitative inquiry. Qualitative research is multi-method in its focus,- involving an
interpretive, naturalistic approach to its 'subject-matter'(Denzin and Lincoln 1998). This
means that qualitative researchers study things in their natural settings, attempting to
make sénse of, or interpret, phenomena in terms of the meaning peoplé bring to thém.
Qualitative research is interpretive, observational and historical; it involves the studied
use and collection of a variety of empirical caée-studies, personal experiences, in-dépth
interviews, visuai texts thaf d;escribe‘ routine, problematic momeﬁts and meanings in
individual's lives, and much more. In this context the researcher selected multiple
strategies i.e. grounded theory, case study analysis, stakehoider interviews, and
literaturé reviews to answer this research problem. The following describes these

strategies in brief.

3.2.1 Grounded Theory

Grounded Theory is often thpught as one of the best examples of the inductive approach
and it can be used to explore a wide range of business and: management issues A
(Saunders et al 2006). In Grounded Theory, d:ata collection starts without ermation of
an initial theoretical framewgrk. A theory is developed from énalysis of data generated
by a series of observations. Qualitative analyéis on data gathered js conducted in a
general sense in a less formalised or prngdurai way. Such a data-analysis leads to the
generation of predictions that are then tested by further observations which may
confirm, or otherwise, the predictions. This research involves well-established theories
and practices in the discrete-event simﬁlation and éther altémative non-simulation
téchniqm_as where facts and obs;:rvations are well-recorded. Gfounded Theory is not
presentation of raw data. it is essential that the data collected ‘are considered at a
conceptual levelv in order to draw conclusions which contain theoretical insights.

Therefore, Grounded Theory strategy is more justifiable for gathering data and
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information in this research, as it makes provision for the researcher to compare the data
and concepts used constantly to aid the process of developing the decision-framework

in the context of this research.

3.2.2 Case-study Analysis

The case-study as a research strategy has been explored by a number 6f autﬁors’
(Cavaye, 1996, Darke et al., 1998). Cése—studiesbare defined in various ’Ways and a
standard does not exist. Howéver, a definition may Be compiled from a number of
sources (Benbasat, 1987; Yin, 2003). Yin (2003), for example, defined a case-study as
‘an empirical inquiry ihaf investigates a contemporary i)henomenon within its real-life
context’. Robson (2002) also defines a case-study as ;a strategy for doing research
which invo‘lves an empirical investigation of a particulaf contemporary phenomenon

within its real-life context using multiple sources of evidence’.

’fhe case-study approach is multi—facete(i: and may be applied and used in a number of
différent ways (Cavaye, 1996). Case studies can be undertaken from a positivist of
interpretivist paradigm, may be deductive or inductive, may involve single or multiple
cases ﬁsing literal or theoretical replication and may use vqualitative and quéntitative
data (Shanks and Parr, 2003). The éaseestudy strategy will be of particular interest if
the researcher wishes to gain a rich u‘nderstanding of the context of the research and the
processes being enacted (Morris and Wood, 1991). The c‘ase%tudy strategy also has
considerable ability to generate answers to th‘e_ques.tion 'why?' as well as the 'what?' and
'how?' questions, although 'what?' and 'how?' questions tend"to. be more the concern of
.the survey strategy. For this reason the case-study strategy is most often used in

explanatory and exploratory research.
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This research uses mﬁltiple case-studies for its research purpose. To understand the
complexity of the patient-ﬂoWs in the emergency dep'artments it studied the patient-
‘flows of the Sheffield Children's Hospital as a single case study. It also uses a large
humber of ‘puinshed cases where sjmulation or other selected systefns-tools have been
successfully applied in Emergency Departments or any other similar healthcare
operations from all over the world. These supcessful multiplé cases in literature are
analysed to justify the suitability of selected téols and techniques to support the given

ED decisions in the framework developed in this research.

3.2.3 Stakeholder Interviews

An interview is a purposeful discussion between two or more people (Kahn and

“Cannell, 1957). Interviews can be used to gather valid and reliable data that are relevant

to the research question(s) and objectives. According to Saunders et al. (2000),

basically, there are three types of research interviews: structured, semi-structured and

. unstructured interviews.

Structured interviews are conducted using questionnaires based on a predetermined and ;

identical set of questions. As structured interviews are used to collect quantiﬁable data,
they are also referred to as 'quantitative research interviews'. Structured interviews are
normally used in descriptive studies to identify general patterns. They are also used to
gather déta, which will then be the subject of quantitati\)e analysis, for example as part
ofa sﬁrvey strategy. Structured interviews may also be used in relation to an explana-

tory study, in a statistical sense.

In semi-structured interviews, the researcher has a list of themes and questions to be
covered, although these may vary from interview to interview. This means that the

interviewer may omit some questions in particular interviews, given a specific
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organizational context that is encountered in relation to the research topic. The order of "
questions may also be varied depending on the flow of the conversatio.n. Semi-
structured interviews are used in explanatory studies in order to understand the
relationships between variables, such as those revealed from a descriptive study. Semi-

structured interviews may also be used in relation to an exploratory study.

Unstructured interviews are informal. Researchers use methods to explore. .indepth a
general area in which they are interested. There is no predetermined list of questions to .
‘'work through in this situation, although the researcher needs to have a clear idea about
the aspect or aspects that he wants to explore. Normally, unstruetured interviews are
very helpful in an exploratory study, to 'find out what is happening and to seek new
insights' (quson, 2002). Unstructured interviews arel used to gather data, whieh are

normally analyzed qualitatively.

In this. research, semi-structured and unstructured interviews were conducted es a
method of some data and information collection in the ED decision-framework
development process. The researcher conducted semi-structured interviews with the
key infonnants in the selected hosr)itals in England. The hospitals were selected using a
'simple random sampling method. For convenience the researcher mainly selected three
hospitals that were close to the researcher's living area. These three hospitzils were
Sheffield Northern General Hospital, Chesterﬁeld Hospital, and Sheffield Children’s |
Hospital. The researcher regularly visited the Emergency Departments of these hospitals
and conducted semi-structured interviews with ED managers; nurse managers and ED
consultants to get the relevant information and clarification at the varieus stages in the‘.
development of the ED decisien-framew_ork. The semi-structured interviews Were also
conducted with these key informants for the_ validation of the framework and the

decisions selected for the framework. At the same time, in those visits the researcher
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had an opportunity to conduct unstructured interviews with other stakeholders such as
patients, doctors and nurses to get further information and a clear picture of the ED

1ssues.

3.3 The Development of the Framework |

The development of the modelling-based framework is spread'thro'ughout this reseerch.
Based on the analysiS and findings through the above-mentioned research strategies, the-
researcher developed the framework to answer this research problem. In the first part of
the fesearch, the researcher attempted fo -get full awareness of the Emergency
Department’s operations and its current issues. Theh, the researcher ahalysed fhe
overcrowding problem in ED and found the causes of the overcrowding prpblem. Based
on the causes of the overcrowding problem, the researcher developed a two-dimensional
deeisions-frame to address this overcrowding problem. In the final part of this research,
the reseercher identiﬁes best possible tools to support the decisions in this framework
based on the suceessful cases and epplications_ in healthcare. Taken as a whole, this
‘work provides a comprehensive and holistic framework to ED managers and poliey-

makers to overcome the overcrowding problem in EDs.

3.4 Summary

This chapter described the methedology adopted in this research including the research
approaches ehd strategies as well as the research type and methods. The whole
methodolegy and process of this research are depicted in Figﬁre 3.2. The multiple
objectives of this reseaf_ch required both deductive and inductive approaches. AThe :
researcher has chosen three research strategies to achieve the obj ectives of this research.

Those strategies are: Grounded Theory, case-study analysis, and stakeholder interviews.
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'CHAPTER FOUR

‘4. An Overview of the Emergency Department in
Hospitals | |

The previous chaptér described the methodolbgy adopted in this research. It is necessary
to study the Emergency Department and ité operations before attempting to addfess the
research problem explained in Chapter One. Therefore, this chapter' attempts to giVe an
~ overview of the Emergency Department in hospitals' and its operations. First, it gives a
generai introduction about emergency-care including the ED function, resourceé and
processes. Then, it brieﬂy describes the Emergency Departments in England. Finally, it
studies the pétients’ 'ﬂbw in the Emergency Department in Shefﬁeld Children’s

Hospital.

4.1 Emergency Departme_nt of Hospitals

Emergency-care enc’omp.asses the full coﬁﬁnuum of services involved in emergency
fncdical care, hospital-based Emergency Départment and trauma care, on-call specialty
care, and all other pre-hospital emergency medical sérvicés. The Commission for
Healthcare Audit and Inspectioﬁ (2008) uses the term ‘emergency care’ to descriBe the
care provided by a number of important services; and this ranges from lifesaving
treatment for people who suffer strokes, heart attacks or o;[her serious medical
conditions, to providing treatment and support to people with an urgent need for care or
reassurance. The Emergency-care System reférs to the organized delivery—system for
emergency-care within a specified geographic area. The Emergency Departmeﬁt is the

hub of the Emergency-care System.
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The Emérgency Department, sometimes termed the Emergency Room (ER), Emergency
Ward (EW), Accident & Eﬁiergenc'y (A&E) Department or Casualty Department is a -
department in a hospifal that provides initial treatment to patients with a broad spectfum
of illnesses and injuries, some of which may be life-threatening and reéuire immediate
 attention. The.abbreviation ER is generally used‘throughout the United States, while
"A&E is used in the UK including many Commonwealth nations. ED is preferred in
Canacia and Australia. In this research the abbreviation ED is used for Emergency

Department throughout the research.

The Emergency Departmenf is the dedicated area in a hospital that is organised and
administered to provide a high standard of emergency-care to those in the coxﬁmunity
who perceive the need for, or are in need of, acute of urgent care, including hospital
admission (Australasian College of Emergency Medicine, 2009)._EDs must nie‘et an
uncertain derﬁand from patients, some of whom can be treated within the Emergency
Department, others of whom are admitted to the hospital for further -treatment as
inpatients. The performance of the EDs affects the patients they serve and also the rest

- of the Emergency-care System.

The emergence of the modem Emergency Department is a surbrisingly recent
development. Accordiﬁg fo The National Academy of Sciences (2006), prior'to’the
1960s Emergency Rooms were often poorly equipped, understaffed, unsupérvised, and
largely ignored. At that time i"nmanyvh‘ospitals in the US, thé Emergenéy Room was a
single room staffed by nurses and physicians with little or no .training in the treatment of
injuries (The National Academy of Sciences, 2006). Over four decades, the hospital

Emergency Department has been transformed into a highI.y effective setting for urgent

and lifesaving cafe, as well as a core provider of ambulatory care. An extraérdinary ~

range of capabilities converge in the ED: highly-trained emergency providers, the latest
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imaging and therapeutic technologies, and highly-trained on-call specialists in almost

any field are all available 24 hours a day, 7 days a week.

Increasingly Emergency Departments are organised in similar ways in the USA,
Canada, Australia and New Zealand, but the systems in Europe are very different. The
former have a specialty of Emergency Medicine and these specialists are the first
contact for many patients presenting with emergencies to hospital. European systems
rapidly triage patients to inpatient specialties for care and have a wider system of
~ community facilities for those with lees severe eonditions. Britain has more similarities
with the non-European systems except it has traditionally undertaken less extensive
investigation of complex‘ medical problems, although thie is changing with time. The
erganisation of the whole Emergency-care System is different in all these countries.
Therefore it can be difficult to extrapolate changes in one system to ‘anotlier syStem. But
the purpose of ED is similar among all the countries. All EDs are primarily established
to treat seriously ill-and injured patients who require urgent attention. While not all
Emergency Departments are organized in the same way, all EDs have unique
characteristics. For example, the majority of visits to EDs are unexpected and
unscheduled and involve immediate assessment. Most Emergency Departments are
open 24 hours a day, and deal with p.atients of all ages and with all conditions, although
there are Some departments that see only children, or only adults, or orily patients with

eye-problems. .

4.1.1 Areas and functions of ED

A typical Emergency Department has several different areas and functions for their
" services; each specializes in patients with particular severities or types of illness. The

essential areas and functions of a modern ED are summarised below.
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A patient arriving at the ED must first be registered into the hospital's information
system at reception within a few minutes of arriving. Aﬁer completing the registration,
the patient is initially assessed by a triage nurse who mak_es an initial judgment of how
rapidly emefgency-care needs to be rendered. This process is done at the triage area and

the process is sometimes called “triage,” or sometimes called “initial assessment.”

The resuscitation area is a key zireai of an Emergency Department. It requires adeCjuate
facilities but, more importantly, it requires direct supervision by experienced staff. It
usually contains several individual resuscitation bays, usually with one specially
equipped for paediatric resuscitation. Each bay vis equipped with a defibrillator, airway
equipment, oxygen, intravenous lines and fluids, and emergency drugs. Resuscitation
areas also héve ECG machines, and often limited X-ray facilities to perforrn chest and

pelvis films.

The “majofs” (major injuries) or general medical area is for s}teble patients who still
need to be conﬁned to bed. This area is often very busy, filled with many patients with a
wide range of médical and surgical problems. Many will require further investigation
and possible admission. The departrnent needs enough space to cope with peaks in
demand and enough staff to ensure lpatient—safety. _’fhe key to the proper function of this
paft of the department is the timely support of inpatient-teams in assessing patients
referred for inpatient care and the ab”ility of the hospital to move those patients needing

admission.

Patients who are not in need of immediate treatment are sent to the “minors” (minor
injuries) area. Such patients may still have been found to have significant problems,
including fractures, dislocations, and lacerations requiring suturing. This is the highest

patient volume area of the department. The staffing will depend on local circumstances;
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EM doctors, GPs, Emergency Nurse Practitioners or Advanced Physiotherapy

Practitioners work as part of a team in this service.

A paediatric area for the treatment of children has recently become standard, to dedicate
| sei)arate waiting—areas and facilities for children. Appr'oximate1‘y 40% of .general EDs in
England have separate facilities for children that are staffed 24 hours-a-day
(Commission for Healthcare Audit and Inspection, 2005). 25% of pafients attending a

general ED in the UK are children (BAEM, 2007).

There is another essential part of the ED called the Clinical Decision Unit. It allows
~ time for the assessment and investigation of those patients with more complex
conditions. Such units allow the safe discharge of patients and outpatieni-management

of conditions that would in the past have required admission to hospital.

Some modem ED may also have a separately-streamed service for minor and rapidly
treatéble cbnditions, such as minor injuries. The fast track may bé staffed by Emergency
Nurse Practitioners, Physician-assistants and/or Physicians, and special consultation
rooms are specifically designated for this purpose. This system allows for quicker
treatment _of patiehts who may otherwise be forced to wait fér more prgssing cases to be
resolved. This part of the departmént méy be called by several names e.g. Urgent Care
Centre, Fast Track Unit, 'See and Treat' or Primary Care Suite depeﬁding on the

“countries or local emphasis.

4.1.2 Resources in EDs

The resources in Emergency Departments are of mainly two types; human resources and
other physical resources like any other service. Emergency Departments must possess
the staff and other resources necessary for the care of all individuals presenting to the

department. Resources should exist in the department to accommodate each patient
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from the time of arrival through all processes: assessment, evaluation, treatment, and

disposition.

Human Resources:

Human resources are fhe most important factor in providing an appropriate, timely and
clinicaily—effective service to patients in the ED. Staff in the ED are of mainly three .
types i.e. medical staff, nursing staff, and aneillary and other staff. Because of the
unscheduled and episodic nature of health emergeﬁcies ahd acute illnesses, experieneed'
and qualified medical, nursing, and ancillary personnel must be evailable 24 hours a day
to provide the necessary care in the ED. .Th.e emergency medical staff, emergency
nursing staff, and other additional medical team members are the core components pf

the emergency medical-care system and all the staff under each group are given in Table

4.1.
Medical staffing ‘ Nursing staff ' Ancillary and other staff
Nurse Managers Managers
Consultants Nurse Consultants Receptionists
Associate Specialists Modern Matrons Secretaries -
Staff Grades Nurse Pracﬁtidners Security
Specialiet registrars NHS nurses (all grades) | Porters
Othe.r middle grades Nursing Students ' Radiographers
_ SHOs ' Agency Nurses Physiotherapists
PRHOs Healthcare Assistants. Occxipationai Therapists
Medical Students. Pléy Therapists
Plaster-technicians

Table 4.1 Staff in a typical Emergency Department
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Physical Resources:

The ED is designed to providé a safe environment in which to render.care; and to enable
convenient access for all individuals who arriQe for care. It also shoﬁld be designed to
profect, to the maximum extent reasonably poésible consistent with medical nécessity,
the right of the patient to visual and auditory privacy. Physical resources used in EDs
are vof‘ mainly three types; facilities,lequipmeht and supplies, and pharmacological/
therapeutic drugs. The facility for ancillary services such és radiological, imaging, and
other diagnostic services and léboratory services must be available wi'thin a reasonable
pe‘:rio‘d of time for indivi@uals who require these services. Equip_mel_lt and supplies and
' neéessary drugs must be of high quality and should be appropriate to the réasonable
needé of all patiénts anticipated by the ED and immediately available in the facility at
all fimes. The specific ancillary services and laboratory capabilities available and the
timeliness of availability of these services for 'emergeﬁcy patienté in an individual
hospital’s ED shouid b¢ determined by the méd_ical director ‘of the ED in collaboration
with the directors of thé services and other appropriate individuals. A full list 6,f
eqﬁipment and supplies, phannacological /therapeutic drugs, radiological, imaging, and

other diagnostic services and laboratory capabilities in ED is given in Appendix 1.

4.1.3 ED Processes

The ED process has mainly four important components: Source of Arrival, Registration
and Triage, Assessment and Treatment, and Disposition. These components are briefly.

- described in following: .

Source of Patients’ Arrival:

The patients arrive at the Emergency Department from different sources. Those sources

are;
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o selfreferral

. emergency;ambul;ancek

o referral by General Practitioner (GP)

. referral by other healthcare professionals (e.g. NHS Direct, Walk;in Centre)

e referral by other service providers (e.g. police, school).

What-ever the arrival source, all the patients need to be registered and attended to the

triage-process except the very urgent cases arriving by ambulance.

Registration and Triage:
The registration is fhe very ﬁrst.and a simple process in ED, and it takes only a few
minutes to register the patient on the hospital information system. After tﬁe registration,
the patient is immediately attended to by the triage process. The triage process is a
critical step in patient-throughput from the standpoint of both tﬁe quality of care and
resource utilization. The idéa of triage isto find out who can best deal with the patient
and in which areabof the department the patie'nt can be dealt with, whether any treatment . -
or investigations can be started, and whether the patient needs to be Seén urgently. This
~process also allows the patient to be given pain-killers as soon as possible. Patients with
~life or limb-threateniﬁg conditions may bypass triage and be seen directly by a
physician‘. Sometimes the patient can be treated on the spot, or directed to a more
apprépriate service. Patients are seen in order of medical urgency, not in order of
arrival. Most Emergency Departments allocate each patient a “triage category,” which
indicates in which order patients should be seen, not necessarily how serious  the
problém is. At some time or other, most EDs have used a 5-colour triage system: Blue,

Green, Yellow, Orange and Red. In this system, Blue denotes the least severe cases and
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Reci are is real emergencies in which life is at risk (Manchester Triage Group et al,
2006).
Assessment and Treatmenf:
Once a patient has been effectively registered and triaged, the patient is moved to the
next processAand evaluéted by an ED bhysician or nurse practitioner, who often orders a
serieé_ of patient- and problem-specific diagndstic tests such as x-rays,
electrocardiogram, and blood tests. In this process the patiént may be moved into other
areas in order to have certain tests done, particularly radiological and other ’imaging
tests. The physician also decides that the patient néeds to be seen by a speciélist or that
the evaluation should continue. Sometilkne's patients can be treated and discharged, and
some. will need to be admitted to hospital depending on the patient-acuity. 'Many
Emergency Departménts have their own wards to ‘Which patients can be admitted for
short periods of observation or treatment. Depending on information obtained by
continuous monitoring, a previously-chosen course of diagnostic testing or therapeutic
intervention may need to be modified. Finally the decision is made as to whether th¢‘
patient needs to be admitted‘to‘the hospital, or can be safely djscharged home or
transferred to anotherbdestination.
Disposition:
Disposition refers to the diséharge of patients from the ED to the next phase of care as
appropriate. The dispbsition of the patient is dependent on his/her condition and acuity
level. The main dispositions from EDs are as follows.

e Discharge home;

K Discharge to another community facility;
e Referral to outpatient care; |

e Admission to the patient’s own hd‘spital (regular ward, ICU / HDU or theatres);
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e Admission to another hospital;

e Mortuary.

4.2 Emergency Departments in the UK

The English National Health Servicc; (NHS) is one of largest healthcare systems in the
world. Its annual budget is more than £70 billion and it employs 1.3 millioﬁ staff. There
aré 202 major A&E departments in England that are open 24 hours a day. They have
the resourcesv to‘deal with all emergency cases and have access to a complete range of
medical and surgical specialties. They are attended by more than 13 million people
every yeér anc.lkrang.e in size from 20,000 patients per annum to over 100,000 patients. A
. typical department is attended 60,000 patients per '_year, which translates iﬁto
approximately 10 patients arriving per hour at the peak times between 9am and 7pm

(Commission for Healthcare Audit énd Inspection, 2005).

Most EDs are facing an inexorable rise in new-patient attendances. The national average
“increase in the UK is usually quoted as 2% per annum, although many centres have seen
'risesiof ovér 10% in recent years (BAEM, 2005). The inéreased demand has not been
matched by greater resources and the number of medical staff has been a particular
problem. The ‘Commission for Healthcare Audit and Inspection (2005) reported that the
average percentage of vacancies for nurses in England: is 8% and it rises to 16% in

London.

Figure 4.1 shows thé patient-ﬂow 'through ;1 typical Emérgency Department in England.k
In this flow the patients arrive at the ED by two modes: by walking in or by ambulance.
In a typical Emergency Department the largest group is those who make theif own way
énd walk in. Approximately 20% of patients are brought in by ambulance, either

referred by their GP or following an emergency call (Commission for Healthcare Audit
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and Inspection, 2005). In some emergency cases, patients coming in byAambulance
bypass ED and go straight to an assessment unit or ward, but in other cases they will

still go through ED. A

i
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Figure 4.1 Patient-flows Throﬁgh a Typical Emergency Departrhent
(Commission for Healthcare Audit and Inspection, 2005)

The patients receive an initial assessfnent or triage, before being seen by a doctor or
Emergency .Nurse .Practitioner who can diagnose their condition and treat them. The
flow of the paﬁent is dependent very much on the condition of the patient. qut patients
are investigated, treated aﬁd discharged. Approximately 20% of patients are assessed as
needing furthé; treatment and admission i.e. they leave for a hospital inpatient bed or, in

some cases, a medical assessment unit for further investigation. If a patient needs
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further observation in ED, s/he may be admitted to a ward under the care of an ED
consultant. .A few, perhaps up to 5%? are transferred to another hospital, usually because
they require access to more specialist facilities (Commission for Healthcare Audit and
Inspection, 2005). The patient needs to wait before eaéh process in ED until his tumn.
Fig’ure 4.1 shows two principal tifné-intervals that have most impact on patients:. they
are the initial wait to see a doctor or Emergenqy Nurse Practitioner, and the fotai time

spent in the department before admission, transfer or discharge.

In England, the govémxnent has specified that 98% of patients should be seen, tréated
and either admitted or discharged within 4 hours of arriving in‘ the Emergency |
. Department. The Department of Health in England has analysed brgaches of the four
hour Waiting-time with three groups‘-of patienté and the summary is given in Table 4.2.
While the great majority of patienté with minor injuries or illnesses were dealt with in
less than.four hours, 23% of patients who had more serious conditions or required
admission stayed in the ED for longer than four hours. These data reveal that the
government target on waiting-times and delays is still not being achieved and further

studies are needed to improve the delays in the Emergency Department.

Type of Patient . Proportion of Total Waiting More Than |
 Attendees (%) Four Hours (%)
Minor o 57 2
Major not admitted ' 23 7.5
Admitted to hospital 20 23

Table 4.2 Patient-attendance and Waiting More Than Four Hours in England
(Department of Health, 2004) '
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4.3 The ED in Sheffield Children’s Hospital

As a case study the researcher studied the patients flow in the Emergency Department of |
Sheffield Children's Hospital to get the further knowledge about the ED process and
patients’. flows. Sheffield Children's Hospital is one of only eight specialist children's
hospitals i'n' thé UK and represents a unique combination of facilities, expertise and
understanding. The hospital provides specialist care fof the childfen up to 16 years old
within the pﬁmary catchment area being the North Trent region, but it also has some
patients referréd from all over the country. More than 40,000 patients attend at the
Accident and Emergency~ Department and nearly 9,000 children are admitted into. |

hospital as emergency every year

The researcher analysed nearly 43000 patients’ att_endan_ce-data at this Emefg%ncy
Depaﬁment in the year 2005 using the Minitab statistical package. The ;n;lua]
atfendance of patienté at Shefﬁeid Children’s Hospital's Emergency Department .also -
contiﬁually increases showing the’UK national trend as well as the trend in many other
developed countries. The figure 4.2 shows the annual trend of attendance from 19'199 to
2005. |

Patients arriving at this Emergency Departmeﬁt élso mainly use two arrival-modes i’.e.
their owﬁ transport or the ambulance service. 92 % of patients of this ED usé their own-
transport, and nearly 8% of patients use an ambulance to arrivev at the Emergency
‘Department. The other important finding of this arrival-data analysis is that more th.an‘

98% of patients are self-referred patients while only 2% of patients are referred by GPs

or all other healthcare services.
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Annual Attendance (2000 - 2005)
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'Figure 4.2 Annual Attendance at Sheffield Children’s Hospital (2000- 2005)

_ Since the number of patient-arrivals is beyond the control of the Emergency
Department, the ED manager needs to adjust the system and operations according to the
arrival of patients. Therefor.e., analyéis of the patient-arrivals is a very important part of
the ED management. The ED arrivals are vaﬁ_ed according to time: mainly the season,
the day of the week ‘and the hour of the day etc. The arrival of patients at the
Emergency t)epartment of Sheffield Children’s Hospital is carefully analysed in ‘this
section. Figure 4.3 shows the hourly érﬁvals-pattems of this ED by the déy of the week

in the year 2005.

Even though Figure 4.3 shows a similar pattérn of the hourly arrivals of patients
between the days of the week, the researcher further conducted the Paired T-test using
tﬁe Minité.b soﬁWare-package fo test the hypothesis "there ’are no differences of hourly
anivalérpattems between the days of the week". The results of this analysis and Miﬁitab
outputs are given in Appendix 2.‘ According to this analysis there is no significant
difference of hourly arrival patterns bétween Sundays and Mondays, Tuesdays and

- Wednesdays, and Thursdays and Fridays. In other words, there is a similar pattern of
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arrivals in between these pairs of days. It also reveals that there are significant
differences of the arrivals between the other days of the week. It means there is no

similar pattern of arrivals between the other days ofthe week.

Hourly Patient-arrivals on Days of the Week (2005)
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500 -
m— Tuesday
a- 400
—  Wed
300
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12 34567 8 9101112131415161718192021222324 Sunday

Hours

Figure 4.3 Hourly Patient-arrivals on the Days ofthe Week in 2005

The researcher also conducted a Paired T-test to compare the significant differences of
the daily patient-arrivals between the months ofthe year to check the seasonal variation
of the arrivals. The Minitab output and the test-results of this analysis are given in
Appendix 3. The test-results reveal that there are significant differences of arrivals-
pattems between the months February and March, April and May, May and June, July
and August, and August and September. The analysis also reveals that there are
similarities ofthe arrivals of patients between the months January and Febmary, March
and April, June and July, September and October, October and November, November

and December, and December and January.
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Another ‘important uncontrollable factor in the Erhergency Department is the acuity-
level of the patients; Sheffield Children’s Hospital also uses the 5-colour triage system:
Blue, Grceﬁ, Y ellow, Orange and Red iike mosjt Emergency Departrhents in the UK.
, _Thes}e colours are Aassigned according to the acuity-level of the patients. In this, Blue is
thé least severe cases and Red ié real emergencies in which life is at risk. Since the
patiént-ﬂow through thé ED is dependent on the acuity-level or triage-code of the
pétients, it is necessary to analyse the arrivals accofding to the trigge-code of the
patients. Annual patient-arrivals at the ED in Sheffield Children’s Hospital are given in
Table 4.3. It shows nearly 93% of arrivals are DD (Green) category patients without

immediate danger or distress.

Triage Code No of patients Percentage (%)
Red (AA) | 48 01
Orange (BB) 151 ' 04
Yellow (CC) - 2522 6.2
Green (DD) _ 37523 92.9
Blue . (EE) 150 ' 0.4

Table 4.3 Patient-arrivals by Triage-category (2005)

All the patients arriving at the Emefgency Department must register on the hospital
. information-system and then are ,attehded to via the triage-process except for some
urgent patients wﬁo come by ambulance and may bypass registraﬁon 'and triage
(reg'istration and triage are dpne for these patients en-route to the Emergency
| Debartment). The patients maihly go through six processes; registration, triage,
examination by physician, ‘lvab’fes’,t/'x-réy, examination by specialist and treatment
:. depending on the individual patient’s' tﬁage-;;ategory. The patient-process flow through

this Emergency Department was mapped using a flow-diagram and shown in figure 4.4.
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4.4 Summary

~ This chapter attempted to give an overview of the Emergency Department and its
operation in hospitals. ‘It described the comprehensive nature of the emergéncy—care
and Emergency Department operations including the ED function, resources and
processes. It also discussed the current practices in Emergency Departments in England
including patient-flows and waiting-time practices. Finally it studied the patients flow
in the Emergency Departméht of Sheffield Children's Hospital to get the further
i(nowledge about the ED process and pétients’ flows. The next chapter of this thesis will

analyse the overcrowding problem in Emergency Departments.
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CHAPTER FIVE

5. The Overcrowding Problem in Emer’genéy
Departments | |

As explained in Chapter 2.8, overérowding with its concbmitant délays is the most
important, growing, complex problem to solve in Emergency Departments. A large
number of studies have been published concéming the international problem of
bvercrowding, waits and delays in EDs. It is very important | to analyse this
overcrowding problem before the development of the decisions-framework to 6vercome
the problem. This chapter discusses and analyse the overcrowding problem within the
context of this research, including the definitions, causes, and consequences of the
overcrowding as well as the current solutions which have been taken to overcome the

problem.

5.1 Definitions of Overcrowding

The concept of overérowding in ED is described using many 'tefms including
“overcrowding”, “crowding”, “‘congestion”, “delay”, and “waiting” with the same
meaning in different studies. There is not a universally-held standard definition for the
overcrowding problem in Emergency Depértments. Therefore the measures of
overcrowding and waits vary in different countries making it difficult to compare this
problem. Various studies have devel'oped definitions of overcrbwding, but in its
sirhplest -forxﬁ, it exists when there is an excess demand for an Emergency Department.

~ This mismatch between the demand and supply of ED service affects the ability of -

Emergency Departments to deliver effective care, and the whole hospital care-system.
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The American College of Emergency Physicians describes. ED overcroWding as “4
vsit.uation in which the. identified need for emergency svervz'ces outstr?ps available
resources in that ED. This situation occurs in hospital EDs, when there are more
patients than staff and ED treatment beds; and when wait- times exceed a-i;easonablé
period. Overcrowding typically involves patients being monitored in non-treatment
areas and awaiting ED treatment. beds or inpatient beds. Overcrowding may also
involve an inability to appropriately triage patients, with large numbers of patients of
any triage assessment category in the ED waiting-area.” (OvercroWding Resources,

2002).

The Canadian Association of Emergency Physicians and the National Emergency
Nurses Affiliation, (2003) defines EDC as a “situation in which the demand for
emergency services exceeds the ability of a department to provide quality care within

acceptable time-frames”.

Internationally a variety of definitions are uééd for 6vercrdwding, and in England the
issue is referred to as exc¢ssive wait rather than overcrowding. The NHS Plan
(Department of Health, 2000) has defined an excessive wait as more than four hours
total time in the Emergency Department (measure‘d from the time a patient arrives until

they leave the Emergency Department).

Some have described overcrowding on the basis of excessive waiting-times to see an

ED physician or based on trea';ment-time dela.ys in the ED. Others have based the
- definition on de]éys iﬁ the movement of admitted ED patients to inpatient beds. For
some, the definition is based on the number of patients versus the‘number of available
ED treatment beds, or the forced use of the ED ha;llway to care for or hold ED patients.

Others have attempted to define overcrowding on the basis of an assessment of patient
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acuity in the ED in relation to staffing resources. Some link ED overcrowding to the

| need to divert incorhing ambulance transports (Gordon et al., 2001).

In addition to above there ére a number of comménly—held definitions for overcrowding
including patients placed in.hallways; all ED beds occupied for more than 6 hours per
day; a full ED waiting-room for 6 hours or more per day; phySicians feeling rushed for
6 hours or more per day; and the number of acutely-ill patients who wait mpré than 60 .
minutes to see a physician (Derlet, 2001, Richards, 2001). In the literature, there are no
easy deﬁnitions or formulas to ldetermine when an ED is overcrowded to an unsafe
level. From the above definitions, overcrowding can be interpreted as a phenomenon

that involves the interaction of the demand and supply in the Emergency Departmcrit.

5.2 The Consequences of Overcrowding

ED overcrowding could potentially affect anyone who suffers unexpected severe illness
or injury requiring time-sensitive emergency treatment. A wealth of research
demonstrates the severe consequences of Emergency Department overcrowding on

patients and staff. The findings are the following:
e . An Ihcreased Number of Medical Errors

Patient safety}is at risk in overcrowded EDs because of the delays in provision of care,
intensity of de‘cision-makin‘g, pressure to move patients quick1’y through the system, and
providing care in less than desirable places such as hallways and waiting areas
(Canadian Association of Emergency Physicians Working Group, 2002). One report
linked ED overcrowding to delays in. identification and treatment of time-sensitive

conditions such as acute myocardial infarction, acute stroke, acute surgical emergencies,
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and severe sepsis. At least one of these cases of delayed treatment resulted in an

unexpected death (Derlet and Richards, 2002).

A number of articles have documented the increase in medical errors associatedi with
boarding and overcrowding (Weissman et al, 2007). Many of these are errors of
omission and not commission since the emergency staff must simultaneously care for
inpatients and focus on the new emergencies coming in the door (Cewan.and Trzeciak,
Clinieal Review, 2005). According to the Joint Commission, 50% of sentinel events
causing serious injury or death occur in the Emergency Department and approximately

one third of these are related to overcrowding (J oint Commission, 2002).

‘Derlet et al. (2002) conducted a national random surveyvof 575 ED directors in 1998—
1999 regarding the definition and extent of ED overcrowding .and\ factors associated
. with it; and they reported one third of the directors said that patients had experienced
poor outcomes as a result of overcrowding. Wilper et al. (2008) anil Burt &d McCaig
'(2006) also argue that, as a symptom of this QvercroWditig, wait-times are increasedl,
and the quality and epeed of care are diminished. A study on patients with- acute
appendicitis showed that those who had ari emergency pilySician delay or a delay in the

. surgeon performing the operation had a worse outcome (Chung et al., 2000).
¢ Prolonged Pain and Suffering

This is .a critical prob]em,i becaiise many illnesses are time-dependent and early
. intervention gives rise to i)etter outcomes. The Ceritres for Disease Control and
Prevention (CDC) in the USA found that more thaii 10%Kof patientsi judged by the triage
nurse to be critical waited more than 1 hour to see a physician in the Emergency
Departmeni (QuickStats, 2006). Late: diagnoses might‘be too late, with permanent

consequences of disability or death (Pines, 2006). During times of overcrowding,
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patients may experience prolonged pain and suffering unnecessarily because the

- Emergency Department staff are too busy to attend to them (Derlet and Richards, 2000).
e A Highver Rate of Patient-deaths

Several recent studies have compared mortality rates in patients seeking emergency care
during times‘of overcrowding versus times of no overcrowding and concluded that the
rate of death is Higher during tifnes of overcrowding (Lié et al., 2005; Sprivulis et al.,
2005; Richardson, 2006). According té JCAHO (2003) a review of sentinel events has
attributed patient-deaths to delays in pafient-care. Delay in treatment is the most
common type of sentinel event (46.2%) listed for héspital Emergency Departments. In a
sentinel event alert,. JCAHO (2002) reported 52 patient‘-deaths‘ and EDC was cited >in
31% of the cases. A quantitative study (Miro et al., 1999) also despribed an increase in

patient-mortality with EDC in Spain.
e An Adverse 'Effect on Patient-satisfaction

Patient-satisfaction is an indicator of timely and quaiity care. Patients have expressed
dissatisfaction with delays in treatment and delays in admission (Sun, Adams & Burstin,
2001; Sun et al., 2000; Taylor, Wolfe & Cameron, 2002). Trout et al. (2000) performed
a literature review to identify factors associatéd with ovefall- patient-satisfaction
following attendance at Emergency Departments. They found 16 studies relating
satisfaction to service and patient factors. Perceived waiting-time was consistently
associated with overall satisfaction buf little is known of the relationship between actuél
waits and satisfaction. Tayior and Bcnger, (2004) also reported that.waiting‘-times in
Emergency Departments have been a key determinant of patient-éatisfaction. However,
- Sun et al. (2000) found that perception of wait-time led té more dissatisfaction than the

actual length of stay or time waiting to be seen by a physician.
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e An Increase in Numbers of Patients Leaving Before Treatment

~ The dissatisfaction of paﬁents is feﬂected in an increasing number of patients who leave
without being seen. In some cases, patients decide not to endure the long wait and
simply leave without having received evaluation or treatment. According. to Pexton
| (2003) an éverage of 1.5% of all Emergency Department patients in the USA left before |
being seen by'a physiciaﬁ in 2001, while this number may be 8 to 10% (or higher) in

high-volume Emergency Departments.

Weiss, Emnst and Ni;:k, (2005) found the longer patients wait, the greater the likelihood
they will leave prior to receiving care. Kyriacou et al., (1999) also have shown that
waiting-time is related to the proportion of patients who leave.prior to receiving care.
The consequence of this is the potential for minor medical problems to become'more‘ )
serious from delay in care. According to Richardson and Bryant, (2004) a number of

these walkouts before treatment Subsequently require admission to hospital.
e Violence

ED overcrowding and delays have also been associated with adverse outcomes (Derlet
and Richards, 2000). A systematic review of violence in Emergency Departments
demonstrated the association between increased violence against staff and longer

waiting-times (Stirling et al, 2001).
e An Adverse Effect on Staff

Overcrowding adversely affects healthcare professionals. The many causes - of
overcrowding have had a negative effect on medical staff productivity and satisfaction.

Emergency physicians have attempted to fill in the gaps, as they must stretch their



ability to see many patients at the same time. At a certain limit of patients, productivity

declines and patient-care is compromised (Derlet and Richards, 2000).

¢ Ambulance Diversion

This'is a dramatic‘ consequence of overcrowding. Aithough an ambulance with a patient
is indeed near a particular hospital, it may have to be diverted to a hospital far away,
because the initial ED was full. This is called ‘Ambulance Diversion’ from the
overcrowded hospital. This leads to higher mortality-rates for those dive_rted patients
(Brewer 2002; Richardson, 2006). According to the CDC in USA, approximately 50%
‘of Emergency Departments' experience overcrowding, and one third of hospitals have
experienced Ambulance Diversion (Burt and McCaig, 2003). When one hospital is ‘on

diversion’, others have to take the overflow patients. Before long, the other hospitals

might need to go ‘on diversion’ as well. This situation is r;,ferrvehciiwto as "diversion
6verride," and this occurs when all EDs in an area have called for diversion but are
forced to re-open, even though they are operating at, or exceeding, capacity.
Overcrowding and Ambulance Diversion have raised alarm regarding the ability of the
healthcare system to respond to c'atéstrol:;he (Minority Staff Special Investigations

Division, 2001).
o Increase Costs

- The overcrowding of EDs with inpatients results in an increased average inpatient
length-of-stay, Which leads to increased costs per patient. Bay]ey et al. (2002) estimated
the cost in America as $19O per patient waiting more than three ﬁours. Overcrowding
increases medical negligence claims, which increases ‘healthcar'e costs for evefyone.

Increased average inpatient length-of-stay caused by overcrowding of the Emergency -
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Department has been shown to result in increased costs per patient (Krochmal and

Riley, 1994).

Consequences of

Overcrowding

References .

An increase in medical errors.

Derlet and Richards, 2002; CEPWG, 2002; Weissman
et al., 2007; Cowan, Trzeciak, and Clinical Review,
2005; Joint Commission, 2002; Derlet et al., 2002;
Chung et al., 2000; Wilper et al., 2008; Burt and
McCaig, 2006. |

Prolonged pain and suffering.

Pines, 2006; QuickStats, 2006; Derlet and Richards,
2000.

Increased number of patient-

deaths.

Lie et al., 2005 ; Spriyulis et al., 2005 ; Richardson,
2006 ; JCAHO, 2003 ; JCAHO, 2002.

Negative effects on patient-

- | satisfaction.

Sun, Adams & Burstin, 2901; Sun et al., 2000; Taylor,

‘| Wolfe, & Cameron, 2002; Trout et al., 2000; Taylor

and Benger, 2004; Sun et al., 2000.

An increase in patients leaving

before treatment.

Asplin et al., 2002; and Brown, 2002; Richardson and
Bryant, 2004; Pexton 2003; Miro et al., 1999.

Violence. Brown, '2002; Dunn, 2003; Schull et al., 2003; Derlet
and Richards, 2000; Stirling et al., 2001.
Effects on Staff. Derlet and Richards, 2000

Ambulance Diversion

Schull et al., 2003; Brewer 2002; Riéhardson, 2006;
Burt and McCaig 2003; Burt, McCaig and, Valverde,

2002; Minority Staff Special Investigations Division,

2001; Brown, 2002.

Increased Costs

Krochmal and Riley, 1994; Bayley et al., 2002.

~Table 5.1 The Consequences of Crowding in ED and References
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5.3 The Causes of Crowding

The causes for emergency department crowding are numerous and interrelated.
However it is a symptom of the overall crisis in a healthcare system. The crowding in
emergency department is an emergency care syétem problem not just an ED problem
(Emergency Medicine Practice Subcommittee on Crowding, 2004). Many studies have
considered the causes of crowding and wait using é wide variety of techniques. The
different studies indicate that causes of crowding vary between hospitals and may be
multi factorial. The most of the literature in the area of crowding and waits in the
emergency departments is mainly anecdofal aﬁd tends to focus on asseséing the extent

of the situation or giving ‘expert’ opinion on causes and possible solutions. -

American Academy of Pediatrics (2004) has listed the 18 causes of overcrowding in -
emergenéy department. These causes are: |
e Increased ED patient volumes
e Increased ED patient acuity
e Increased complexity of diseases and associated evaluatiohs ;
e Lack of inpatient hospital beds and related resburcés
¢ Nursing shortage
~e Physician shortage
o  On-call physician/consultant availability
‘e Insufficient physical plant space for the ED
e Ancillary service (e.g. lab, radiology) deiays
e Reduced acceéé to primary care services
e Reduced access to subspecialty gafe sefvices

e Difficulty in arranging follow-up care
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e Language and cultural barriers

. Medical record docur_neﬁtation requirements
o Medical liability issues

e Managed caré issues

e  Uninsured and underinsufed patients

- o Inadequate funding for emergency services

Gordon and Asplin (2004) also have listed the factors contribute to delays in ED
throughput (from arrival to disposition) and the non exhaustive list includes the

following:

. Staffing (physician, resident, hurse)

e Available treatment areas (acute care beds, faét track)

e Arrival mode (car, ambulance, police)

e Ancillary thfoughput (laborétory, radiology)

e Arrival rate |

; Patient acuity

. Hogpital inbatient census (behavioral héalth, intensive care unit, telemetry)
. HouSekeeping availébility :

e Major resources (operating room, catheterization laboratory)

o Time (season, day of week, holiday).

The NHS conducted a survey on waiting time of emergency departments in the UK
(British Medical Association, 2005). They distributed a postal questionnaire among all
A&E departments in January 2005 and received a response from 80 percent of

departments (163/205). Forty eight perc'ent of departments (78/163) have said they did
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" not meet the four hour target for the period ending 31 December 2004. The main

reasons for not reaching four hour waiting target are summarised in Table5.2.

‘Causes of delay‘ Majdr Minor No Total
Reason | Reason | Effect ' '

Not enough in-patient ‘beds 69 (90%) | 8 (10%) | - 77

.| Delayed discharges 60 (80%) | 15 (20%) | - 75
Delay in accéssing specialist opinion [ 41 (57%) | 29 (40%) | 2 (3%) 72
Not enough middle grade doctors | 31 (46%) | 28 (42%) | 8 (10%) | 67
Not enough nurses 31 (49%) | 26 (41%) | 6 (10%) | 63
Department too small 22 (36%) | 19 (31%) | 21 (34%) | 62
Delay in accessing diagnostic services | 21 (30%) | 41 (59%) | 7 (10%) | 69
Not enough SHOs 13 (22%) | 30 (50%) | 17 (28%) | 60
Not enough consultants 16 (24%) | 38 (56%) | 14 (21%) | 68

Table 5.2 Reasons for not reaching the four hour waiting target in the UK

(Bntlsh Medical Association, 2005)

In addition to above studies, many more studies have discussed the causes of crowding
" in ED in literature of healthcare (Bradley, 2005). Although the relative iniportance of

factors may vary in different countries and communities, the researcher indentified five

main sources of ED overcrowding with the opinions of the selected ED managers in -

England and those five sources are discussed Separately as follows.

.1) Dem;u_ld for ED care

2) Inefficient ED procesS and policies

3) Shortage of Staff

4) Insufficient facility, resource aﬁd techndlogy

5) Factors beyond the ED and hospital
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5.3.1 Demand for ED Care

The increasing of the patients deménd in ED and the redueﬁon of tﬁe number of EDs

increases the overcrewding problem. ACEP (2002) reported that the number of annual |
ED visiis between 1992 and 1999 in the US increased By 14 pefcent, from 89.8 million .
to 103 millioﬁ and during the same time, nearly 10 percent of the genefal acute care -
hospitals were closed. The same report estimated the increase in the avefage daily ED
census, amounting to 35,000 additional patients per day for all of the EDs in the US in
1999, as compared to 1992. ' NaWar, Niska and Xu (2005) also-showed that the annual
number of ED visits in the US from 1995 through 2005 ihcreased nearly 20% from 96.5

million to 115.3 million and the number of hospital EDs decreased nearly 10% in the
same period. Acco'rding to the Figure 5.1, emergency department visits between 1994
| and 2004 have increased by 26%, while the number of EDs has decreased by 9% and
hospitals have closed 198,000 beds in the United State (Kellerman, 2006). Ostensibly, it
would explain the observed overcrowding in EDs. In addition to above, six more studies
Ahave identified the increasing demand in ED as a reason for increasing ED crowding
(Derlet et al., 2001, Fatovieh & Hirsch, 2003, Kyriacou et al., 1999, MeManus,IZOOI,

Reeder et él., 2002 and The Lewin Group, 2002).

According to ACEP (2002) tﬁe increasing of the complexity of medica}lﬁproblems in ED
patients also related with- crowding problem. Lambe et al. (2002) reported a 59%
" increase in critically ill patients attended to Califomia EDs from 1990 to 1999. The
increasing severity of illness among ED pati'ents has been attributed to age shifts in the
population and a highér prevalence of patients with severe chronic medical conditions.
Lambe et al. (2002) fuﬁher explained that an aging population and en inereasing '
prevalence of high complekity medical problems have increased the severity of illness

among ED patients, and this has become an important determinant of ED overcrowding.
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Derlet et al. (2001), General Accounting Office (2003),- Morohey (2002) and Reeder et
al. (2002) also have identified that high acuity and complexity of diseases increase the
ED crowding. Seasonal variation (e.g. season, holiday, day of week) is also a primary
factdr for increasing crowding in ED (Gordon and Asplin 2004). Some studies have
found Lénguage and cultural .b'ar_riers also affected the crowding in ED (Derlet &

Richards, 2000 and Moroney, 2002).
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Figure 5.1 Trends in EDs in the United States, 1994-2004 (Kellermann, 2006)

5.3.2 Inefficient ED Process and Policies

A delay in the process 6f Emergency Departments and ancillary services affects the
ability to move patients éafely and efficiently through the system. Some studies have -
indentified deléy in diagnosﬁcs_ as one of main reasons for bvercrdwding in EDs (Schull
et al., 2001a; Derlet ¢t al.,, 2000; Andersson and Karlberg, 2001; Schumacher Group,
“2002;>Fletchér et al., 2004). Estey et al. (2003) reported that slow throughput of

patients is one reason for overcrowding in EDs. Inpatient boarding for admission to
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“hospital is a common reason for overcrowding in EDs and many studies have found it as
one of the majqr reasons for overcrowding (Asplin et al., 2002; Cameron et al., 2002;
Dunn, 2003; Fatovich & Hirsch, 2003; F§rstér et al., 2003; Richafdson‘, 2002; and
Schull et al., 2003). A Study 6f Eng‘land‘ Accident and Emergency Trusts found a strdng

correlation between ED treatment-time and hospital occupancy (Cooke et al., 2004).

Bottlenecks in laborat.ory, radiology, respiratory therapy and other anéillary services»
often contribute to ED delays and a number of studies have measured their impact on
overall operational efﬁcienéy. There are many studies.that.have indgntiﬁed delays in
- ancillary servi.ces as a main reason for overcrowding (Derlét, 1992; Derlet et al., 2(501; |
| :Estey et al., 2003; General Accounting Office, 2063; and McManus, 2001). The
availability and use of more complex technology often requires more time, éttention,
and pétient-management thén in the past. Frequently, the use of v such technology, which
is often shared With hospital inpatients, requires waiting time for availability that further
reduces the EDs’ ability to supply other services. Two studies have identified that the
increasing medical record docurnen'tatioq requirements also- affect the overcroWdi'ng

problem in EDs (Schumacher Group, 2002 and Derlet & Richards, 2000).

5.3.3 }Shortage of Staff

The shortage of healthcare profcssiqnals is one of most obvious factors in the current
overcrowding crisis. Many researchers have identified the major contributors to the
problem of overcrowding as a growing shortage of healthcare professionals. Shortage of
- medical staff with expanding demand have drématicaliy increased the workloads of the
rem;ining workers and created an undesirable work-environment. A point-prevalence
study of overcfowding in United State found that thé average nurse was caring for 4
* patients simultaneously, and the average physician was caring for 10 patients

simultaneously (Schneider et al., 2003).
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According fo the American Academy of Pediatrics (2004), among all the supply-
' shortageé in healthcare professjohal groups in the USA, the greatest deficiency is found
within the ranks of registered nurse;. It further reported thaf experienced ED nurses are
'truly the Backbone of emergency care and there is a deficiency of such nurses, with -
vacancy-rates in some states as high as 18%.‘ Some studies suggest that the nursing
: _shortage is a primary contributing factor for ED ovércrowding (Derlet and Richards,
2002; Richards, 2000; The American College of Emergency Physicians, 2002; Lambe ét
al,, 2003; and Estey et al., 2003). Moorcheéd et ai. (1999) found that real shortézges in |
the supply of residency-trained emergency physicians and subspecialty;trained pediatric
emergency physicians lead fo increase overcrowding problems in.the USA. A BMA
survey of A&E waiting-times, (2005) also reported that one of the main reasons for not
reaching four-hour waiting-térgets in the UK is that .there are not enough middle-grade
doétors and nurses. A study in California showed that lower staffing levels of
pﬁysicians and triage nurses predisposed paftien’ts to wait longer for care'(Lambe, et al,,

2003).

Many hospitals énecdotally reported a shortage of on-call specialists. Both the California
Medical Association and the Arizona College of Emergency Physicians have issued reports
identifying this as a critical problem (Califomia Medical ,Asso_ciation,’ 20015. Lambe (2003)
reported that 33% of waiting-time in California EDs was related to patienté waiting to see
on-call phyéicians. When patients wait a long time to see on-call specialists; they occupy ED

beds and reduce the remaining treatment-capacity.

Another notable problem that threatens the viability of the emergency-care system and.
leads to overcrowding is the decreasing number of medical and surgical subspecialists -
who are willing or available to provide consultative backup to the ED (Asplin and

Knopp, 2001; Johnson, Taylor and Lev, 2001; General Accounting Office, 2003; and
91 '



- McManus, 2001). AAP (2004) reported that the shortages in key medical subspecialties
and surgical specialties and variations in geographic availability are‘both long-standing
“contributors to ED overcrowding, particularly for vrural hospitals. Derlet (1992)
identified the shortage of radiologists is also affecting the crowding in EDs. In addition
to the abovei shortage, EDs face'vacancies for several othcr types of care-giver as well,
such as téchniéians, nursing assistants, énd housekeeping and maintenimce personnel."
For.example, the; vacancy-rate in US in 2001 for imaging technicians was 15.3% and

laboratory technicians 9.5% (The American Hospital Association et al., 2001).

5.3.4 Insufficient Facilities, 'Resources and Technology

A lack of facilities, resources and technology adversely impact .on patient waiting-times
~and overcrowding in ED. The factbr rriost conimonly associated with overcrowding is
the inability to transfer existing ED patients to hospital inpatient beds. The inability to
transfer the patients may arise from a lack oi‘ available inpatieni hospital beds. This
léads to keeping patients in the ED for a longer period of time ";boarding" and requires

staff, space and equipment that cannot be used for other patients waiting to be seen.

Gordon (2001) and Richaidson (2002) Aidentiﬁed the most imporfant cause oi' ED -
overcrowding‘ as the insufficient ini)atient cap.acity for ED patients who require hospital
admission. Schull et al. (2003) rep}orte(i the lack of inpatient beds is the most important
contributor to overcrowding and ambulance diversimi in ED. Fatovich (2002) suggesté
‘that ED overcrowding is not limited tt_> the United States, and inpatient-capacity has
been cited aslthe most importantbfactor in ED overcrowding in (ither countries as well.
The Ameﬁcan Academy of Pediatrics, (2004) reports that ninety percent of the sufveyed =
hospitals in tlie US reported "boarding” of admitted patients in their ED, with nearly

50% indicating an average boarding time of 2 hours or longer.
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ED overcrowding has beén linked to iliadequate iIipatient bed availability in the United
Kingdom and Australia (Acute Health Division, 2001), and has been recognised as an
- “international symptom of healthcare system failure” (Graff, 1999). The Geheral
~ Accounting Office (2003) also identified the boarding of hospital inpatients in the ED as
the most important confributing factor to ED overcrowding and ambulance diversion.
Lack of available beds will not onlyvdelay those requiring a bed but create a log-jam
effect, leading to unavailability of space, and consequent delay of other patients’
discharge from: the Emergency Depariment. In addition to the above, there are many
other studies which have found a lack of inpatient beds as é main cause for
oveicrowding (Dunn, 2003; Forster et al., 2003; General Accounting Ofﬁce, 2003;
Moroney, 2002; Proudlove et al., 2003; Fletcher et al., 2004; and The Lewin Group,

2002).

- Ai:cording to Derlet et al., (2001), insufficient ED space also has become a cause of -
overcréwding in ED. Estey et al., (2003) found thét slow or incompatible information
systems also lead to increased overciowding in ED. The shortage of specialist services
is another cause of overcroWding. Some EDs do not have site-based spécialty services
(e.g., orthopaédics, paediatrics and péychiatry) and ED staff needs to coordinate patient-
transfers with staff to places that services are available and such transfers could increase

overcrowding.

As the capabilities of mediciile increase, new, more complex, and more éxpensive
diagnosiic equipment becomes a ﬁecesséry part of patient-care. Some of these
| procedures cause increasing overcrowding either because of the shortage of equipment -
needed, or the time necessary for lengthy tests and procedures. Some iaatients may neeil

a variety of tesis; all of which can be performed only in an ED or a hospital setting.

93



Hence, advancing technology makes the ED an attractive alternative and is a potential ‘

cause for overcrowding.

5.3.5 Factors beyond the ED and Hospital |

As mentioned in the sub chapter 5.3, the ovarcrowding is not dnly the Emergency
Department problem. Some studies in emergency-care literature have reported the
factors beyond the Emergency Department that lead to increaséd problems of
overcrowdiné. Lack of funding for healthcare and emergency-care is one of the miain
Teasons for the increase in the overcfowding problem (Richardson et al., 2002). Cuts in
funding for healthcare and hospitals have led to diminished hospital and ED capacity.
The closure of hospitals, trauma centres and community health clinics, and curtailment
of charity care to the indigent, have downstream effects of an inadequétely funded
healthcare syétem leading to ED overcrowding.r buring the period 1994 to 2004 the
number of Emérgency Departments in the US has decreased by 9% while ED \}isits
have increased by 26% (Kellerman, 2006). Fatovich & Hirsch, (2003) and the General
Accounting Office, (2003) also report that closure or the decreased hours of other

hospitals increase the patient-demand and overcrowding in the remaining EDs.

Lack of primary care is another main reason for overcrowding in EDs. The ability to get
an urgent or timely appointment wit.h a pn'niafy care doctor has become increasingly
difficult m some countries, and patients who lack .access' to primary healthcare often
seek care and treatment in Emergency Departments. This leads to an increase in the

overcrowding problem in EDs (Burt et al., 2(_)_04; Brewster LR et al., 2001).

Lack of preventive care (Richardson et al., 2002) and community care such as home
care, sub-acute care, and long—term.care (Estey et al., 2003; Schull et al., 2001a) are also

reported as a cause of overcrowding in EDs.
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The summary of 'thisr review of causes of overcrowding in ED is presented with the
references in the Table 5.3 and in the Fish-bone Ijiagram in Figﬁre 5.2. The Fish'-bone‘
Diagrém is usefulyto further understand the main categories of causes and the various
factors leading to an increase in the overcrowding problem in hospital Emergency
Departments. Accdrding to this analysis, the main categories of causes of overcrowding
are of two. types; causes within thé control of Emergency Departments and causes
beyond tile immediate controI of the Emergency bepartments. The Fish-bone Diagram
shows key elements that contribute to the overcrowding and indicates which may be
controllable within the ED. The two un-shaded categories in the Fish-bone Diagram i.e.
Demand for ED Care and Féctors beyond the ED and Hospital are beyond the
immediate control by ED managers. Other three shaded categories i.e. Inefﬁcient ED
process and policies, Shortage of Staff, and Insufﬁ_éient facility, résourcc and
technology are able to be managed within the Emergency Depaftment andb hospital.
Under each main ‘category, mény sub-causés of overcrowding are idéntiﬁed and

presented in the Fish-bone Diagram.
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Causes of ED Overcrowding

References

Demand for ED care

TIncrease in ED patient-
demand

High patient-acuity and
complexity of diseases
Language and cultural barriers

Seasonal Variation (e.g. seés-
on, holidays, day of the week)

Kellerman, 2006; Nawar, Niska and Xu, 2005; ACEP,
2002; Derlet et al., 2001; Fatovich & Hirsch, 2003;
Kyriacou et al., 1999; McManus, 2001; Reeder et al.,
2002; and The Lewin Group, 2002

Lambe et al. 2002; Derlet et al., 2001; General
Accounting Office, 2003; Moroney, 2002; and Reeder
et al., 2002

Derlet & Richards, 2000; Moroney, 2002; AAP, 2004

Gordon and Asplin, 2004

Inefficient ED Process and
Policy

Délays in diagnostics

Boarding patients for
admission to hospital

Slow throughput of patients-
Delays in ancillary services
(1aboratory, radiology,

respiratory therapy, etc.)

Medical record documentation
requirements

Schull et al., 2001a; Derlet et al., 2000; Andersson
Karlberg, 2001; The Schumacher Group, 2002;
Fletcher et al., 2004 ‘

and

Asplin et al., 2002; Cameron et al., 2002; Dunn, 2003; -
Fatovich & Hirsch, 2003; Forster et al., 2003;
Richardson, 2002; Schull et al., 2003

Estey et al., 2003

Derlet, 1992; Derlet et al., 2001; Estey et al., 2003;
General Accountmg Ofﬁce 2003; and McManus _
2001 ,

Schumacher Group, 2002 Derlet & Richards, 2000;
AAP, 2004 .

Shortage of Staff

Shortage of ED nurses

Shortage of physicians

Schneider et al. 2003‘ AAP 2004 Derlet and
Richards, 2000; ACEP, 2002; Lambe et al., 2003
Estey et al., 2003

Moorchead et al. 1999; Schneider et al., 2003; BMA
survey of A&E waiting-times, 2005; AAP, 2004;
Lambe et al., 2003

96




Unavailability of on-call
physician/ specialists

Shortages of medical and
surgical subspecialists

Shortages of other support-
staff (radiologists, technicians,
housekeepers, etc.)

California Medical Association, 2001; Lambe (2003)

Asplin and Knopp, 2001; Johnson, Taylor and Lev
2001. AAP, 2004; BMA survey of A&E waiting-
times, 2005 ‘ '

General Accounting Office, 2003; McManus, 2001;
Derlet, 1992; American Hospital Association et al.,
2001 ; .

Insufficient facilities,
resources and technology

Lack of inpatient beds

Unavailability of ancillary
services

Insufficient ED space

Slow or incompatible
information systems

Gordon, 2001; Richardson et al.; 2002, Schull et al.,

2003; Fletcher et al., 2004; Regan, 2000; Fatovich,

2002; AAP, 2004; Curry et al., 2003; AHD, 2002;
Graff, 1999; General Accounting Office, 2003; BMA
survey of A&E waiting-times, 2005; Dunn, 2003;
Forster et al., 2003; Moroney, 2002; Proudlove et al.,
2003; and The Lewin Group, 2002

AAP, 2004; General Accounting Office, 2003; Derlet
et al., 2001; Gordon and Asplin 2004

Derlet et al., 2001 ; AAP, 2004 ; Gordon and Asplin
2004

| Estey et al., 2003

Factors beyond the ED and
Hospital

Lack of funding

| Closure or decreased hours of
other hospitals

Reduced access to primary
care

Lack of community care

Lack of preventive care

Richardson et al., 2002; AAP, 2004

Fatovich and Hirsch, 2003; General Accounting
Office, 2003; Kellerman, 2006.

Burt et al. 2004 ; AAP, 2004

Schull et al. 2001a ; Estey et al. 2003 ;

Richardson et al. 2002

Table 5.3 Summary of the Causes of ED Overcrowding aﬁd References
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5.4 Solutions for ED Overcrowding

Emergency Department overcrowding is a complex problem with n‘o straight-forWard
easy solutions. The definitive solutions to ED overcrowding are complex, resource-
~ intensive, and expensive. In the healtlicare and emergency-care literature, there are
many solutions that have been introduced to overcome this problem; But the
overcrowding problem is a still-growing problem in many developed countries’

Emergency Departments.

All the countries that face the overcrowding and iong-delay problem in EDs have
vintroduced somenew polieies, procedures and actions to overcome the problem. Bagust,
Place and Posnett (1999) suggested interventions in four categories to avoid or alleviate
ED overcrowding: avoid admissions; develop alternatives to admission; become more
efficient at managing existing resonrces; and faoilitate early discharges. Asplin et al. -
(2003) developed an input, throughput and output conceptual model of ED
overcrowding as a praetical framework for problem-resolution. The ACEP Task Force
(2008) has identiﬁed Emergency Department actions and processes that will improve
access and flow as the solutions for ED overcrowding. These actions and processes are
as follows:

e Carry out a‘bedside registration. '

e Limit triage to what is crucial and bypass triage altogether when beds are

available.

e Develop a fast-track for treating simple fractures, lacerations, sore throats, etc.

e Expand the practice of observation medicine.

e Establish clearly-defined turnaround-time.

e Carefully evaluate staffing needs.
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e Use scribes for documentation (to reduce documentation).

e Close the waiting room. |

e Consider the use of an elect;cinic medical récord (EMR).

e Define response times for both initiation and conipletion of -consultativons.
e Implement triége protocols.

. | Assign a physician to triage.

 Monitor individual practitioners in the Emergency Department.
e Defer care of ncin-urgent patients.

e Expand the size of the Emergency Department.

e Make ﬁsi: of ambulance diversion.

e Provide additional staff during times of increased volume.

e Have a clear understanding of the financial cost of the Emergency Department.

While there are many strategies réponed in the healthcare literature, there is no study
reporting which strategies are‘ effeciive in reducing ED overcrowding. Determining the
cause and effect of relationships tietween administrative interventions. is difficult
beicause the interventions may overlap; or they may bé implemented as a bimdle rather

than individually; and other changes may have occurred that affected results.

As shown in sub chapter 5.3, the causes of overcrowding are mainly two types. The

- solutions for overcrowding can also be divided into two types, as solutions within the

ED and sélutiOns.beyond the ED. This study fi)cuses cinly on the solutions within the
Emergency Department. Government Accouhtability. Office, (2003) found that.
strategies to address ED overcrowding fell into two categoiies: those increasing
capacity and those increasing efficiency. If the ED capacity and efficiency problems can

be remedied, three main causes of ED overcrowding will have been addressed. In other
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words, addressing these three causes of overcrowding will increase the capacity and
efﬁciency of the ED. Being able to move patients quickly and efﬁcieﬁt]y through the
“system by improving capacity and efficiency i‘s the key to overcoming the overcrowding
problem as well as inﬂpfoving the patient-access, patient-safety and péfient-satisfaction
cost-effectiveiy. Modelling techniques can be helpful in this regard. By developing a -
“ holistic-level decisions framewofk which can be used to address the overcrowding and
applying the right tools and techniques, the EDs can take a more proactive approach to
improving the many aspects involved in the delivery of efficient, safe and cost-effective

patient-care.

5.5 Summary

Ovércrowdihg is the most serious issue confronting Eﬁergency Depéftments. Itis a
situation in which the demand for ED services exCeedsv the ability of ﬁ department to
provide quality care within acceptable time frames. This chapter identiﬁed_ NUMerous
effects of this problem, including increased medical errors, prolonged pain and
suffering, deaths, reduced patient-satisfaction, patients leaving before treatment, -
violence, frustrated staff, ambulance diversion, and increasing costs. It also analysed the
causes of overcrowding and identiﬁéd two main causes- of oyercrowding i.e. causes
within the control of the Emergency Departmept and causes beyond the immediate
control of the Emergency Départment. The“ca}uses within the control of the ED are the
main focus of this research, and it inéludes Inefficient ED processes and policies, -
Shortage of staff, and Insufficient faéilities, resources and technology. These causes‘are
the result of ‘inefﬁciencies in the management of ED capacity and patient-flow and can
Be improved by using the appropriate tools and techniqués. The next chapter of this
reséarch devélops an ED deéisions-framework to addreés this overcrowding problem

based on the findings of this chapter.
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CHAPTER SIX

6. The Deveylopmeni: of a Decisions-framework for

Emergency Departments

Tﬁis chapter develops‘ a decision-framework which .canb be used to address the
overcrowding problem in Emerge;icy Departments. Thel decisions—selectic;n fér this’
framework is based on the causes of 6vércrowdingkfound in Chapter 5 and the findings
of the interviews conducted with ED 'manégers in England. The decisions ére classified
into three major levels of decisions and three major areas or categories of decisions.
Altogefher, it includes nine managerial decisions which are highly related to ihe
overcrowding. problem in ED. The Chapter _descriﬁes each decisionb in detail including

the expected outcomes of the decisions.

6.1 The Classification of Decisions in ED -

Emergency Departments make numerous clixﬁcal and non-clinical decisions in their
operations. This research considers only non-clinical decisions which are associated
with the overcrowding problem. rTl.n'e decisions considered in this reseafch are two-
dimensional. One dimension is the level of the decisioﬁs and the other dimension is the

category of the decisions. The following brieﬂy'describes each dimension.

6.1.1 The Level of the Decisions

Decisions are made at three- different levels in an organisation's hierarchy: strategic-
level de‘cisvionsA (long-term), tactical-level decisions (medium-term), and operational-

level decisions (short-term).
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Strategic decisions or long-term decisions arc;‘ the highest-level decisions. This 'level of
decision concerns the gen‘eral diréction of an organisation, and its long-term goals and .
values. Tnese decisioné are the least-étmctured and most imaginative; they are the most
risky and of the most uncertain outcome, partly because they réach so far into the future

and partly because they are of such importance.

Tactical decisions or Medium-term decisions support strategic decisions. They tend to
be medium-range, of medium-significance, with moderate consequences. These
decisions share more features with operational decisions than they do with strategic
decisions. They are regular and repetitive, alBeit on a much longer interval than, and not | »

necessarily totally identical with, operational decisions.

Operational decisions or short-term decisions are every-day decisions, used to support
factical decisions. The former are repetitive, with a relatively short tirne-scale and
conc;emed with control rather than planning. Their impact is immediate, short-term,
short-range, and uéually low-cost. The consequences of a»bavd nperational décision will

be minimal, although a series of bad or sloppy operational decisions can cause harm.

Basically, these three levels of decisions in the Emergency Department are considered -
in this framework. The decisions selected for each level are described in the latef part

of this chapter.

6.1.2 The Category of Decisions

An Emergency Department makesv numerous decisions from stfategic-level to.
operational-level. In the context of this research, the selection of ED decisions for this
framework is crucial. In Chapter 5, the causes of overcrowding which can be controlled
within the Emergency Department are categorized into three main types i.e. inefficient ED

process and policy; deficiencies in the workforce; and inadequate facilities, resources and
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technology. Considering these causes of overcrowding and the suggestions of the ED
managers interviewed in this framework development-prociess, the decisions of the ED
are also categorized into. three main types. These three cafegories are: poliéy and
process decisions, personnel decisions, and facilities, resource§ and technology

decisions.

6.2 The Decis_ions-framewbrk for the ED

“After identifying the two dimensions of the decisions i.e. the levels of the decisions and
the categories of the decisions, the researcher followed a lengihy process to select the
critical and ‘relevant cieqisions for this framework m ;[he context of this research.
Initially, as the part of the pilot-survey identifying appropriate decisions, the researcher
listed thé relevant ED decisions based on the findings of the causes of overcrowding in
chapter 5 and other sources in the literature survey. Thén, semi-structured interviews
were conducted with the managers and consultants in selected Emergency Departments
in England to select the m(;st suitable decisions under each lével and categories of
decisions defined in this framework and to validate the final framework. The decisions
were reviewed carefully based on the findings of these interviews and the causes of
overcrowding'ir‘l Chapter 5. The prefdesiglled IDEFO‘1:fype. diagrafns are used as the
schedule to interview these key informants and to récord ';he required information under
each decision. At the same time as conducting the interviews, the inputs and outcomes
of the decisions as wéll as the control-and mechanism of the decisions are also recorded
using the pre-designed IDEFQ type diagrams. The completed IDEFO diagraﬁs are

presented in figure 6.1, 6.2, 6.3 and 6.4 as follows.

' A brief introduction to the IDEFO is given in appendix 6.
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The simplified decisions-framework showing the two dimensions with the selected
decisions is depicted in Figure 6.5. This decision—framex;vork includes nine ED decisions
reflecting fhe holistic decision-making process of a generic 'Emergency Department
world-wide. These decisions are selected from each hierarchical decision-level in EDs

covering all three categories earlier indentified. These decisions are:

- Strategic-level (long-term) Decisions

e Introducing new policy or changes

¢ Planning and recrﬁiting‘workforce

e Planning facilities and technology
Tacfical-le;/el (medium-ferm) Decisioﬁs

e Improving ED process

. Schéduling staff

e Allocating resourc?s and equipments
Operationa]-level (short-term) Deqisions o

. 4Managing patient-flows ' | 1

. Scheduling patients for do'ctors

e Scheduling patients for shared resources

Even though there are some differénées in ED settings in different countries, these -
selected decisions are common in any geneﬁc Emergency Department; Every
Emergency Department faces challenges in making these decisions in an effective and
- efficient manner with limited resources and increasing demand. The following sub-
chapters describe each decision in this framework’ separately under each level of -

decision.
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Facility, Resource
& Technology
Decisions

Policy and Process
Decisions

Personnel Decisions

Planning and Planning Facilities ‘ :
Recruiting Workforce and Technology |

Strategic Level Introducing new 5
(Long-Term) Policy or Changes - |-

: Allocating
Scheduling Staff | Resources and
' Equipments.

Tactical Level ~Improving ED
(Medium-Term) Process

Scheduling Patients K Schedliling Patients
for Doctors - for Shared Resources

Managing Patient
Flows

Operational Level
(Short-Term)

F i.gure 6.5 The Decisions-framework for the Emergency Department

6.3 Strategic-leVel (Long;térm) Decisions

At this level of the framework, three strategic decisions are included covering all three
categories of decisions explained in section 6.1.2. These three decisions are: introducing
- new policies or changes; planning and recruiting the workforce; and planning facilities

and technology. The following sectibris discuss these decisions in detail.

6.3.1 Introducing New Policies or Changes

Various policies for hospital Emergency Depaftments are frequently introduced by the

government and/or emergency-care decision-makers to improve care for patients. These
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policies givé major challenges to the hospital and Emergency Department management.
For example, some of the government policies which have been introduced to the UK
héalthcare system in recent years are: Reforming Emergency Care in England; the
European Working 'Time Directive; Modernising Medical Careers; The new Consultant

Contract; and Keeping the NHS Local (England).

‘In addition to the government policies, the hospital_and Emergéncy Departments
themselves also introduce new policies within the department such as fast-track
queuing, bed-side registration, new appointment systems, changing the methodology for
assigning patienfs to beds, or implementing an electronic patient-record system to
improve the patient-care and efficiency of the operations.v Both kinds of policies will
have é major impact on the whole emergency-care system and special implicatilons for
the Emergency 4Department. Most of the policy-changes introduced to the Emergency
Department cannot be implementéd withoﬁt evaluation because of the high risks
asé.ociated with failure. ‘Therefore, before and after introducing such policy-changes,
policy-makers need to carefully assess and evaluate the policy .using appropriate tools

and techniques.

The outcomes of introducing new policy depend on' the policy introduced. The most
common outcomes of this decision are: impfoving patient care, reducing overcrowding
~ and waiting-times, increasing patient-satisfaction, reducing costs etc. For example,
under the Reforming Emérgency Care policy, the NHS Plan in 2000 set out the

followiﬁg targets for emergency-care (Department of Health, 2000).

e By December 2002 ambulance response-times will be improved so that an
ambulance will respond to 75% of calls to life-threatening emergencies within 8

minutes.
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e By 2003 75% of heart-attack patients will receive thrombolysis (clot-buSting
drugs) within 20 minutes of their arrival in hospital. Ambulance crews will also
be trained to provide thrombolysis for appfopriate patients before they arrive in -
hospital.

e By March 2004 all patients Will see a GP within 48 hours, and other primary-
care professionals v;'ithin 24 hours. |

* By 2004 no-one will wait more than 4 hours kin an A&E department from arrival
to admissionv to a bed in the hospital, transfer elsewhere or discharge. The

average length-of- waiting should fall to 75 minutes.

6.3.2 Planning and Recruiting the Workforce

Appropriate staffing of the Emergency Department_ is the ‘single most important faétor
in providing a prompt, timely and élinical]y—effective servicé to batients. All Emergency
Deparn‘nér.lts‘within the UK have an establishment for medical and nursing staff with
which to perform their activities. In 2005 ‘the British Association for Emergency
. Medicine (BAEM, 2005) indicated in the ‘““Way Ahead’’ document the appropriate
médipal stafﬁng—levels necessary for UK Emergency Departments to carry out their
éore activity-and‘ achieve 90% of the four-hour target. Paw (2008) has undertaken a
study to determine medical and nursing stafﬁng-levels in Emergency Departments in
England and Wales and concluded that there is great Variability in staffing-numbers in
similar—sizéd departments, and most departments are undérstaffed in comparison-with

the recommendations of the British Association for Emergency Medicine.

There are no national UK guidelines for Erhergency Department nursing establishments,
although Australia and parts of the USA have minimum nurse: bed ratios for

Emergency Departments (Royél College of Nursing, 2003). Traditionally, the UK has
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employed a bottom-ﬁp method for determining nursing-numbers which, while taking
into account some fneasure of workload, is heavily dependent on some Jevel of personal
judgement by local managers.v Victeria, Australia, has set into legislation a minimum
level of one nurse per three patients plus a nurse in tﬁage phis a nurse in charge of the
whole .Emergency Department. California has legislated that the maximum number of
patients that can be looked after by a nurse in an Emergency Department at any one
time is four, with a maximum of two critical-care patients or one trauma-patient. There
are no guidelines or recemmendafions as to skill-mix and seniority and there is a dearth
of reeearch into the effec’f of skill-mix on patient-outcomes _in the UK, although such:
work has been carried out in the USA where a positive relationship has been found

between outcome and higher levels of trained Registered Nurses (Paw, 2008).

According to Paw (2008) the number of staff in the Emergency Department 1s
inﬂueneed by local historical factors, trust priorit_ies and finances, 4-hour targets, local
activity profiles, staff-seniority, working-styles, a\{ailabiiity of support-staff, ability to
recruit staff, European Working Time Directives, changes in junior-doctor educational

requirements, case-mix, patient-numbers and many other factors.-

Workforce planning is the balance ef demand for staff with its supply, to ensure that
sufficient (but not over-sufficient) numbers of appfopriately—qua]iﬁed personnel are
available in the right place and at the ﬁght time to match the demand fer their services -
(Hall and Mejia, 1998; O’Brien Pallas ct al 2001; AHWAC, 2004). Determination of
- the appropriate number' of medical staff and ‘cher employees has at least tﬁree
dimensions:

(1) The need to know how many physicians and nufses are required to serve the

population at current service-levels.
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(2) The need to know how many physicians and nurses are required to meet the
expected needs of the population (including any needs not currently met).
(3) The need to know how many physicians and nurses will be required if the services

are re-organised.

Since there is no widely-accepted method of determining the optimal number of medical
staff, the need for appropriate tools will become increasingly important to the hospital

and Emergency Department administration.

The outcorne of ,thn planning and recruiting nf the workforce is simple. The aim of this
decision is_ to maintain an optimum number of physicians, nursing nnd other staff in the
department to provide a timely, and quality emergency-care to all the patients arriving at
_the department. The main outcomes of this decision a;e: reduced waiting-time and
throughput-time; an increase in the qnality of care; and increased satisfaction of patienfs

and staff,

6.3.3 Planning Facilities and T}echnology

The healthcané nroviders frequently introduce new fgcilities an(i technology to the
vErnergency Department to improve its operations. | The foundation of this introduction
is typically dﬁven by deficiencies and/or improving the current facilit.ies that do not
support new workflows or do not meét patient- or staff-needs. The continuing trend of
incrgasing vdemand for emergency-care has put increased pressure AuIV)on hospital
management to expand .their services and/or to build new facilities to handle the »

increasing demand.

‘Expanding and/or replacing facilities presents many challenges to the Emergency
Department managers. This decision typically has addressed the issues of how much

capacity is needed and how and where these new facilities should be located. In |
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emergency-care systems, facility-size and location issues are particularly complex
‘because of the interaction between the demand for services, workforce and technology.
Hospitals must ensure old and new facilities are truly ‘integrated in their technology
solutions and systems, clinical proceés and other workflows as well as patieht-ﬂows and
the overall patient-experience. Emergency Department facilities and th¢ technology
infrastructure must support the‘ needs of all stakeholders: patiehts and visitors,
physicians and nurses and other hospital staff. It essentially fequires the appropriate
tools and techniques to deal with these issues in planning the facilities and technology

in the Emergency Department.

The main outcomes of this decision are: improving patient-care and safety, improving

the ED performance and increasing patient- and staff-satisfaction.
6.4 Tactical Level (Medium-Term) Decisions

At this level of the framework, three tactical decisions are included covering all three
categories of decisions explained in section 6.1.2. These three decisions are: improving
the ED process; scheduling staff, and allocating resources and equipment. The

following sections discuss these decisions in detail.
6.4.1 Improving the ED Process

In recent yeafs, Emergency Departments across the .World have faced problems with
increasing healthcare costs thét limit their ability to expand resources in -ovrder to cope
with the increasing demand for care. As shown in Chapter 5, overcrowding in the ED
._has> become an increasing problem, leading to frequent ambulance diversi:on, long
waiting-times, poor patient;satisfaction, and increased risk to patient-safety. Faced with .

these problems, ED managers and other healthcare policy-makers are being forced to
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search for ways to reduce costs and improve the efficiency and safefy of care by
improving the ED process. Radicéi analysis of industrial-procesées over the last three
decades has greatly improved the quality and efﬁciency of fnanufactliring and services.
“Similar methods to deliver higher quality and‘efﬁcient emergency-care at a lower cost

. would be extremely valuable in the Emergency Departments.

The main outcomes of this decision are: identifying bottlenecks; optimal utilization of
resources; a reduction in waiting-time and throughput-time; improved quality and safety.

of patient-care; and reduced costs.

' 6.4.2 Scheduling Staff

Medical staff is a limited, expensive and the rﬁost impoftant resource in the Emergency-
Department. The scheduling of medical staffs is one éf the most challenging problems
for ED managers. There are two main types of medical staff (nurses and physicians) to
be scheduled in ED. The most common scheduling-tool in.he‘althcare is the electronic

spreadsheet to create and edit their schedules.

According to Mullinax and Lawley (2002), scheduling staff in healthcare is v.ery
complex. Firstly, interrelations among highly-trained and skilled personnel who must be
available at appropriate times for differenf patients. ED is unable to control the arrival
and acuity-level of patients and rﬂust svcl’ledule their staff accordingly. Secondly, it is
, ﬁequently difficult to measure the quality of work, especially in terms of successful
patient—oﬁtcomes. The proper scheduling of staff significantly impacts on prompt,

timely and clinically—efféctive patient-care and overall system-performance in ED.

The main outcomes of the decision are: optimum utilization of staff-resources; reduced

patient waiting-times and throughput time; and increased patient- and staff-satisfaction.
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6.4.3 Allocating Resources and Equipments

Emergency Departments use many limited, complex, expensive and essential resources
and equipment apart from the huinan resources for the delivery of patient-care. All the
resources and equipment used in Emergency Departments are presented in Appendix 1. |
With the rise in the cost of providing quality healthcare, hospital and ED administrators
have approaéhed cost-containment by minimising reéources for healthcare provision
while still étriving to provide quality healthcare fdr patients. This predicament is
becoming more prevalent in hospital and Emergency Department management and it
requires appropriate tools and techniques to analyse the allocation of scarce healthcare

resources and equipment in the Emergency Department.

The main outcomes of this decision are: optimal resource-allocation and utilization;

reduced costs; reduced waiting-times; and improved ED performance and patient-care.

6.5 Operational Level (Short-Term) Decisions

At this level of the framework, three operational decisions are included covering all
three categories of decisions explained in section 6.1.2. These three decisions are:
managing patient-flows; scheduling.patients for doctors; and scheduling patients for

shared-resources. The following sections discuss these decisions in detail.

6.5.1 Managing Patient-flows |

As discussed in Chapter 4, the patieﬁt—ﬂows in the Emergency Depértment share four
common characteristics: 1) an entrance; 2) an exit; 3) a path connectingthe entrance to
the exit; and 4) the random nature of the healthcare elements. Emergency Department
patient-flow begins at the point when the patient first enters the Eniergency Department.

Likewise, after the admission to the ho'spital, when the patient leaves or is discharged
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from the departmenf are signals of the patient-flow’s exit. Between these two points is a
set of conditions, activities, services, or iocations that the patient may encounter. Within
these points, the paﬁént requires a variety' of healthcére resources (e.g. nurses,
physicians, béds, examining-rooms, or medical procedures). Patient-flows are typical in
Emergency Department settings, where patients arrive without a'ppointments, and
require treatment for a large and varied set of ailments and conditions. These éilments
can range from the benign (in non-critical patients) to the fatal (in criﬁcal patients). For
most Emergency Departments, 80% of their volume is considered non-urgent and
therefore that volume would lend itself to more of a primary-care treatment. Though
their arrival is highly-unpredictable, the sequencevby which i)atients can be treated (that
i‘s,_ routed) can Be controlled by medical staff. Busy Emergency Departmenté mainiy
handle three inflows of paﬁents:

1) patients who do not need emergéncy-care'but use the Emergexicy Room as their
primary source pf healthcare; |

2) patients who need emergehcy services but do not require admission to the hospital;’
3) patients who need emergency services and do require admissi_on..

Historically, groupé 1 and 2 have béen at the mercy of group 3. The patients who
required admission to the hospital presented the greatest rchallengbe to Emergency
Department ﬂow‘.vMos't often, Emergéncy Departments divert some of these patients to.
other hospitals because their hoSpitals do not have the space to move patients forward

' (Committee on Government Reform, 2001; GAO, 2003).

The patient-flow management method, “See and Treat” isa popular approach in the UK
‘(‘NHS 2004); and in the USA many hospitais have implemented “fast-track” systems
(Rodi et'al., 2006; Sanchez et al., 2006). Although the demand for the Emergency

Department is a random process, it occurs repeatedly and can be forecast to some
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degree with statistical-models. Maﬁaging the patient-flows is a big challenge for the
Emergency Department managers'and it requires appropriate tools and techniques to

manage it efficiently.

The outcomes of this decision are: reduced risks; reduced waiting-time and boarding of
patients; reduced ambulance diversion; a minimized number of patients leaving without
treatment; improved throughput-time, optimal resource-utilization; and increased

patient- and staff-satisfaction.

6.5.2 Scheduling Patients for Doctors

Patient-scheduling is a procedure for matching patients with medical staff within the
Emergepcy Depaﬂment both in terms of when and how they are sét in a giveh day, and
their length of time. Within the Emergency Department there are two main types of
scheduling‘. That is inpatient-schedqling with care-givers (physicians, surgeons, -
‘ épecialists) and scheduling patients for revisit. More specifically, this involves rules that
determine when appointments can be made and the length of time between .
appointments. This may also be e'xtended to include de'sigpating the specific type of
medical staff who will be resppnsible for treating patients and the ED space that will be
required to deliver the necessafy treatment. These issues can have a significant impact
on how resdurces can be optimally utilised so as to maximise patieﬁt—ﬂow without
_incuﬁ*ing the additional costs of exce'ssivp patient-waiting. Patient-scheduling rules
along with patient appointment-b timing can both have a significant impact on physician-
utilisation and patient waiting- t_imes..It requires appropriate tools and techniqués for

efficient scheduling of the patients for physicians in the Emergency Department.
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The main outcomes of this decision are: increased staff-utilization and decreased staff
idle-times; improved throughput-time; reduced waiting-time; and increased satisfaction

of both patients and staff.

6.5.3 Scheduling Patients for Shared Resources

The Emergency Department uses many shared resources and equipment in the patient V
- treatment-process. Sometimes it uses shared, limited, and expensive. equfpment where
‘patients go through lengthy and periodic treatments and need to utilize that equipment
efficiently. It is an impertant task to continue to treat current patients without any
interruption alopg with incoming patients. Short access-time fo those ehared resources is
erucial for high pat’ient-througl.lput in the Emergency Department. The patients’ ‘needs
have varying attributes, including their urgeney; corresponding to the group they beloﬁg
to. Allocating hired resources for indiyidual patients like these is also a crucial
operational-decision in an Emergency Department and it requires an appropriate tool to

manage it efficiently.

The main outcomes of this decision are: improved resource-utilization; reduced risk;

reduced waiting-time and throughput-time; and increased patient- and staff-satisfaction.

6.6 Validaﬁon of the Decisions-framework

After developing the decisions-framework, the researcher ‘demonstrated it to the
selected senior ED managers and consultants in England and conducted semi-structured
interviews with them for the final validation of this framework. The schedule used for
the interviews is given in Appendix 5. Eight experts, both from the ED maﬁagers and
consultants expressed their opinion regarding 'the proposed the decisions-framework.

The views expressed by them are as follows.
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e 100% of ED managers and consultants are strongly agreed with the three
decision levels in this framework:

* 75% of ED consultants and managers are agreed with the decision categories in
the framework. |

e 100 % of ED consult.ants and managers are agreed With the nine decisions
selected for this framework.

e All the ED managers and consultants assured the requirement of suitable tool or
technique in making the given decisions in the fram-ework.

e The outcomes of some oecisions are changed according to the opinions of the

experts.

6.7 Summary

- This Chapter developed an Emergenoy Department decisions-frameWork based mainly
: on the findings in Chapter 5. The decisions chosen are highly-related to the Emergency
Department overcrowding problem and consider two dimensions of the decisions. One
dimension is the levei of decision: short-term, medium-term and long-term. The other
dimension is the category of decisions based.on the causes of overcrowding: policy and
process decisions; personnel decisions; and facilities, resources and technology
decisions. Altogether, nine ED decisions are discussed inoluding the expected outcomes
of each decision. Those decisions are: introducing new policies or changes; planning
and recruiting the workforce; planning facilities and technOlogy; improving the ED
process; scheduling staff; allocating resourees and equipment; managing patient- ﬂows;
scheduling patients for doctors; and scheduling patients for shared resources. The next-
chapter attempts to identify the possibility of using simulation and o;[her systems-

analysis tools successfully for the strategic-level decisions in this framework.
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CHAPTER SEVEN

7. The Identification of Possible Tools for the Strategic

Level Decisions in ED

This chapter analyses and discusses the possibility of using Discrete-event Simulation |
and three rnore tools in the strategic level (long-term) decisions in the decisions-.
framework explained in Chapter 6. The framework includes three strategic decisions:
introducing new policy oi’ changes; planning and recruiting the workforce; and planning
facilitiésand technology. The analysis and discussion is carried out under each strategic
decision based on ths published ielevant healthcare applications and literature reviews.
In addition to Discrete-event Simulation at least one more techniqne is discussed under
each decision as the alternative tools. At the end of the Chzipter, there is a summary of
the discussion with a mgtrix of possibilities to select the appropriate tools and

techniques for strategic decision-making in EDs.

'7.1 Introducing New Policy or Changes

- This decision is described in.detail, including the outcome of the decision, in Chapter
6.3.1. This section attempts to identify the possibility of using Discrete-event
Simulation, Systems Dynamic, and Balanced Scorecards sucsessfully in making this
decision in EDs. The following conducts the analysis and discussion of each technique -

separately.

7.1.1 Discrete-event Simulation

Discrete-event Simulation can be helpful in many ways to the hospital and ED

managers in introducing new policies to their Emergency Department. In the literature
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there are a number of simulation-studies and applications in analysing policies

introduced to the healthcare sector and Emergency Departments.

Ferrin et al. (2004) used Discrete-event Simulation to help St. Vincent's Hospigal in
Birmingham, Alabama, USA, to determine the value of implementing an iﬁcentive
programme for tl-leir. operating-room environment. The simulation showed that
improving the room tum-around process by 20% would result in a 4% improvefnent in
the operating-room’s case-volume énd a 5% increase in' utilization of the same-day .
surgical rooms. This increase in volume provided enough increase in revenue to justify

an incentive to improve the operating-room turn-around process.

Garcia et al. (1995) analyzed the impact of a fast-track queue on reducing waiting-times . -
of low-priority patients in an Emergency Room using Discrete-event Simulation. A fast-

track qheue is used to treat non-urgent patients. They found that a fast-track lane that

uses a minimal amount of resources could result in significantly-reduced patient . -

waiting-times. A similar study to assess the effect of fast-care processing-routes for
non-critical patienfs on waiting-times in an Emergency Department iS presented by "
Mahapatra et al. (2003). This study showed that a fast-t;ack unit improved average
waiting-times by at least 10% using Discrete-event Simulation. Kraitsik and Bossmeyer .
(1993) suggested that‘patient-throughput can be improved using a fast-track queue and a
"stat" lab for processing high-volume tests by‘us‘ing a Discrete-event Simulation rﬁod_e] C
of the Binergengy Department at the University of Louisville Hospital. Blake and
Carter (1996) also successfully analyzed the implementation of a fast-track queue for
treating patients with minor injuries in the Emergency Department at the Children's |
Hospital of Eastern Ontario using Discrete-event Simulation. Davjes (2007) describes
’ van evéluation of the flow of minor emergencies in an Emergency Depaftment in the UK

that had partially implemented “See and Treat” and managers were planning to
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reorganize the department yet again to re-separaté the activities of assessment and
treatment. A Discrete-event Simulation indicated that the proposed system in which
“See” and “Treat” were separated improved patient throughput and was likely to be

more cost-effective.

Using Discrete-event Simulation, Ritondo and Freedman (1993) show that changing a
procedurél policy (of ordering tests while in triage) results in a decrease in patient
* waiting-times in the Emergency Roém and an increase in patient-throughput. Edwards
et al. (1994) compared the results of simulation-studies in two medical clinics’. policy
that used different éueuing-systems: seriai-processing, where patiénts wait in a sihg]e
queue; and quasi-parallel processing, where patients are directed to the shortest queue to
maintain flow. They show that patient waiting-times could be reduced by upf to 30%
using quasi-parallel processing. Johﬁson (1998) developed a simulation ngodel to
represent the patient-flow and census at Miami Valley Hospital, Dayton, Ohio, US. This
model also énalyzed the effect of differing patient-types, increasing volumes, different
Maternity Unit conﬁguratioﬁs, and policy-changes. The simulation-model shoéved that

minor construction enabled a 15-20% increase in volume and more balanced overall

utilization without changing the licensed capacity.

Johnson (1998) also used a MedModel Discrete-event Simulation model to examine the
effect of new legislation (minimum-length-of-stay policy) and phyéician-practices on
patient-flow and census of the Maternity Unit at Miami Valley Hospital in Dayton,
Ohio, USA. The study léd to some changes in the Matemity Unit configuration that
resulted in a 15-20% increase‘in patient-volume and more balanced utilization of all
areas Within the unit. Gunal and Pidd (2006) bresented a simulation of an Ac'cident and
Emergency Department to examine the effect of thé four-hour waiting-time

performancé target policy on UK hospitals. Pressures on A&Es force the medical staff

124



to take action t§ meet thése targets with limited resources. The model’s output wés the
total‘times of patients in A&EAand the percentage of patients who exceeded the 4-hour
length-‘of-stay target. They aiso successfully used the Discrete-event Simulation to study
the multi-tasking behaviour and expeﬁenée-level of ‘medical Staff, both of which affect

A&E performance.

The above wide range of successful Discrete-event Simulation applications in
healthcare reveal tﬁat the Discrete-event Simulation can play a vital role in introducing
new policy to the hospital Emergency Department. According to the above applications,
Discrete-event Simulation has been successfully used to analyse di‘fferent types of
policy in healthcare such as.introducing an incentive-programme, introducing fast-track
queuing and additional patient-ﬂows', changing prbcedural and clinical pélicy, and
int_roducing a minimum-hours waifing—time policy. However, Discrete-event Simulation

can be used at many stages in planning and introducing a new policy as follows:

e Evaluating the alternative pdlicies'and selecting the preferred policy: this ié
where a new policy 1s iﬁtroduced to solve an existing problem in a system. In
practice there may ’..b.e 'more than one altemativé' method to solve a given
problem. The policy—rﬁakers must carefully evaluate all the alternatives to select
the best policy-decision to answer a pafticular problem. Discrete-event
Simulation can be used: at this stage to corhpare all the alternative policiés and
choose the best policy-to address the particular problem.

e Testing the outcomes of a ‘policy: Discrete-e?ent Simulation can also be used
to test the outcomes of a policy without suffering the added costs of enacting
changes prior to knowing What. effects they may have.

e Evaluating the impact of the new policy: intrqducing a new policy to the

Emergency Department will impact on the entire emergency-care system.
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Computer simulation can evaluate the impact of the policy on the system prior to
the implementation and thereby mitigate care and financial risks.

¢ Determining the resources needed to iniplement the new pdlicy: Before‘
implementing a new policy it is necessary to determine the appropriate resources
required to achieve the desired 'oﬁtéomes of the policy. Compliter simulation
can determine the resources required to implement and meet the targets of the
policy.

e Evaluating the implementation of the policy: Computer simu]a_tion can also
be used to evaluate the impleméntation of the new policy and it will ‘h'elp tokeép

the implementation on the right track.

Considering all the above, the researcher concludes that there is a high possibility of
using Discrete-event Simulation successfully in introducing new policy to the

Emergency Department.

7.1.2 System Dynamics

As explained in Chapter 2, Systems Thihking ai;d SyStem bynamics’ modelling focus on
understanding the structure of a systeni aﬁd how that structure impacts on behaviouf
over time. Syétem Dynamics ‘provides a frameWOfk by which we can understand
dynamically—éoinplex causal relatioﬁéhips. in",addition to this, SD models can be
constructed to test hypofheses of causal 'i‘élationships and the effecti§enéss of indicators
and policy to correct performance-de{?iations from targets (Linard, 2001; Akkermans

and van Oorschot, 2002).

~ Royston et al. (1999) describe how the Operational Research group in the Department
of Health in England has used System Dynamics modelling in several areas of

healthcare policy and programme development and implementation. They outline
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applications in disease-screening and in developing efnergency—care. They also discuss
the strengths and weaknesses found in its application and suggest some opportunities
for its development and use in the future. According to this paper the Départment of
Health in England has used System Dyriamics_ modelling in a wide range of policy and
prﬁgramme areas includiﬁg: assessing public-health risks,. screeni_ng for disease,
manéging waiting for hospital treatment, and developing emergency health and social

care. Wolsteﬁholme (1999) applies System Dynamics tq the development of national
policy guidelines for the UK Health Service. A model of total patient-flow through the
UK National Health Service is dévcloped and used to test alternative major new
structural initiatives for relieving pressure on Health Services. The policies tested
include the use of *‘Intermediate Care" facilities aimed at preventing patients ﬁéeding
hospita] treatment or Continuing and Community Care. Iﬁtennediate Care, together with
reduptions in the overall length-of-stay of ail patients in Cornmimity Care made possible
by its use, is demonstrated here to have a much more prot"ound effect on total patient
waiting—tirﬁes than moré; -obvious waiting-time solutions, such as increasi.ng acute
hospital-bed capacity. The results of the model provide a clear denionstration‘ thatb
adjustments to ““flow" (throughput) variables in a system provide significantly more

leverage than adjustments to “'stock” (capacity) variables.

According to Patrick (2005) System Dynamics éan effectively model the integrated
policies leading to broad, draﬁmtic improvements in health-system perfor-mance.k Lane
et al. (2000) have undertakén a System Dynamics study to explore the factors which
contribute to the delays in Emergency De_paﬁments. This study discusses the
formulation and éalibra‘tién of a System Dynamics model of the interaction of demand
pattern, ED resource-deploymeﬁt, other hospital processes and bed-numbers; and the

~outputs of policy-analysis runs of the model which vary a number of the key
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parameters. According to Lane et al. (2000) two significant fmdihgs have policy
implications. One is that while some deléys to patients are unavoidable, reductions in
delays can be achieve.d'by selecti\}e 'augmentation of resources within, and relating to;
the Emergency Department. The second is that reductions in bed-numbers do not
increase waiting-times for emergency admissions, their effect instead being to increase
~ sharply the number of cancellations of admissions for elective surgery. Hirsch et al.
(2005) examined potential types of reform and the history of reform efforts in the USA
healthcare system usiﬁg System Dynamics. Causal-loop diagrams.are preéented which
together comprise a theory to explain what éreatéd the set of problems that exist, and
- why efforts at reform have la'fgely failed. In this paper different philosophical bases f(;r
reform and the need for an eclectic appfoach are discussed, and a sequéntial
“bootstrapping” approach to comprehensive reform is outlined. The diagrams and
discussjon-of this paper are intended as a starting-point for further collaborative work on
. healthcare refénﬁ among System Dynamics pfactitioners and healthbpolicy experts,

leading to simulation modelling and further insighté..

The‘.cvulture of the healthcare system leads to a focus oylyiindividual vpatients and this
genérally predbminates in studies wifhin the. Emergen‘cy Depaﬁm’ent. As with all
modelling approaches, the épplication of System Dynamiés produces losses as well as
gains. Examples of the former are the loss of the éffecfs of stoqhastic variation and of
resoiution down to individual patient or condition level; However, the gain, pﬁt simply,
is that considering aggregated variables encourages both a systemic view of the
inferactions of patient-flows and infbrmation, and a more strategic perspéctive of the -
management of the system. It is widély accépted by héalthcare professionals that
healthcare provision cannot he understood by looking at factors in isolation. By

encouraging the study of how different processes interact to produce effects, System
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Dynamics offers a rigorous approach for bringing that interconnectedness insight into

. focus.

Even though it was difficult to find -straight—forwa.rd System Dynamics applications in
introducing new policy to the- Emergency Department, the above review of System
Dynamics‘studiesA and applications in healthcare and the concept of SD analysis (s_ee.
Chapter 2) reveal that there is a high possibility of using the SD s;uccessfully as a
modelling-tool in introducing ~ne§v i)olicy to the Emergency Department. AT_h>e
Emergency Department is not operating in isolation. It interacts with many other sub--
systerﬁs. Introducing a new policy to the Emergency Department affects the entire
hospital-system. Systems Dynamics can play a vital role in undérstanding those effects
on each sub-system arising from the infroductidn of a new policy in the Emergenéy

Department.

7.1.3 Balanced Scorecards |

According to Zelman, Pink et al. (2003), the BSC has been adopted by a broad range of
healthcare organisations, including hospital-systems, hospitals, psychiatric centres, and
national héalthcare organisations. Since 1994, when the first refefeed article was
published on BSC in healthcare settings, numerous articles have ap’peéred in the Health

Services and Management literature.

‘As explained in Chapter 2, the Balanced Scorecard provides continuous feedback to-
leaders on internal management processes and outcomes to improve system results. In
contrast to the traditional model in healthcare, where a problem is identiﬁéd when there
is a poiicy—errpr or a p00rvoutcome is recognized, the Balanced Scorecard provides
continuous monitoring and analysis of performance by using agreed-upon measures of

efficiency and care-standards.
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- In healthcare, much of the lit‘eratufe relates to how to apply BSC successfully (for
enample, Chow, Ganulin et al. (1998); Stewart and Bestor (2000); Pink, Mckillop et al.
(2001); O_liveira (2001); ‘Fitzpatrick (2002); Shutt (2003); Tarantino (2003); Radnor and
| Lovel (2003a) and (2003b)). Zelmian, Pink, and Matthias' (2003) heve found that rural
| hospitals in USA were using Balanced Scorecards to modernize their facilities. Oliveria
(2001) found that patients' satisfaction improved and the rate of patient-complaints
decreased after implementing a BSC.V Pineno (2002) developed an incremental
modelling approach to link the following pe’rfomiance-meesures ‘as part of a hospital
| Balanced Scorecard: financial nerformance,- efficiency, liquidity, canital, ‘pro_cess
‘.quality, outcemes, clinical quality, number of hospital partners, "housekeeping,.
A information use, coordination of care, community linkages, re-admissions, length-ef-

© stay, complications, surgery-rates, and procedure-rates.

}Iowever, the Scerecard lacks a rig_erous means for the selection and validation of
perfonnence-indicators and poliey-decisions" which respond to performance-gaps
(Linard, 2001). Typically, indicators for the Scerecard ere chosen by consensus among
the stakeholders, and it is' fuﬂher assumed that presenting decision-makers with
information on the Scerecard will lead to good decision-making. This is not nec‘essarinV
| se,‘ especially when faced with the dynamicelly-complex problems of managing

organisational-performance.

Similar to other profit-oriented business and service organizations, Balanced Scorecards
can be used by the hospital’s Emergency Department at the policy-implementation level
in many ways: to clarifsl, and gain consensus about, policy changes; to cornmnnicate
- policy tlnoughout the organization; to align departmental and personal goals to the new

| policy; to link policy-objectives to long-term targets and annual budgets; to identify-and
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~ align policy-initiatives; to perform periodic and systematic strategic-reviews; and to

obtain feedback to learn about, and improve, strategy.

A full BSC ey_stem could be deileloped as a diag1105tie control-system to improve the
achievement of Government-based targets. Even if the BSC could not quickly improve
service-efficiency, it woulti still offer signiﬁcant benefits in terms of meeting
govemment. expectations and targets for enhanced transparency, claﬁty, accountability
to the nublic/p‘atients, and involvement oi75upport for staff. Despite the fact that the -
" BSC is unable to use in all the stages in introducing policy, the above review and the
nature of the BSC reveal that it can be used as a powerful tool at the stage of
_ implementation of new policies within the Emergency Department by keeping the
, expecteci performance of a policy on track. By considering all these aspects ~the
researcher concludes that there is a moderate possibility of using the BSC suvccessfully'

in introducing new policy to the Emergency Department.

7.2 Planning and Recruiting the Workforce

This decision is described in detail, including the outcome of the decision, in Chapter .

6.3.2. This section attempts to identify the possibility of ‘using Discrete-event
Simulation and Queuing Theory in the making of this decision in Emergency .
Departments. The following sections conduct an analysis and discussion of each

4 technique separately.

7.2.1 Discrete-event Simulation

In the past a numbér of Discrete-event Simulation studies were undertaken where the - -
technique was used to determine the staff-size or the numbers of physicians and nurses - .
in healthcare and the Emergency Department. Baesler et al. (2003) used Discrete-event - ..

Simulation and various experiinents to predict a patient's time spent in the Emergency
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Room énd to minimize the number of full-time and part-time physicians required to
meet patient-demand in a private hospital in Chile.v Ishimoto et bal. (1990) also .
successfﬁlly used discrete-event simulation to identify the optimal medical staff-size -
and mix that reduces patient waiting-times in é_hosbital phannacy. Weng and
| Houshmand (1999) simulated a general-hospital outpatient-_clinicA in USA to find the

-optimal staff- size that maximizes patient-throughput and minimizes patient-flow time.

| Swisher Aet al; (2001) discussed a Disérete-event _Simulation model of the Queston
Physician Practice Network where individual family outpatient-clinics are modeled.
They analyzed the perfomaﬁce-measurés such as patient-throughput, batient waiting-
times, staff—utilization, and clinic-overtime for various numbers of exam-rooms and
staff-mixes. They found that, in certain cases, adding support-personnel had negligible
.effects on the performance-measures. Centeno et al. (2000) coﬁducted a simul.';ltion
study of the radiology department at JMH and discussed six different scenarios that vary
staff and physical resources. These were studied to determine the impact on pétiént—
flow and utilization of the depar&nent-stéff and operatiné—rooms. This study determined
' the most cost-effective staff-level for each procedure and identified additional revisions
~to imp;ove process and service-efficiencies. Klafehn and Connolly (1993) modeled an
outpatient hematology ‘labofatory and compared several configurations. They oBserved
that if the staff were cross-trained (and hence, could be more fully utilized), patient

waiting-times could be reduced.

According to the above simulation-applications, it is clear that Discrete-event
Simulation is an effective tool to determine how many, and what type of, staff are
required for current, future and re-organized different-sized Emergency Departments to

keep the expected outcome of the decision at optimal level.
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. 7.2.2 Queuing Theory

Green (20062) surveyed the contributions and applications of Queuing Theory in the
field of healthcare. According to him, Queuihg Théory has been directly applied in
ﬁlanning the staff in healthcare. Gupta and Kramer (1971) undertook a study to plan the
hospital manpower by use of Queuing Theory. Lucas et al. (20b1) used the Queuing
Theory to define optimum operating-réom stafﬁng-néeds for a trauma centre in the
USA. Tucker et al. (1999) determined operating-room staffing-needs using Queuing
Theory to provide optimal service while minimizing waiting at Stamford Hospital USA.
Khan and Callahan (1993) also used a qﬁeuing—_model to plan hospital laboratory

staffing.

The above studies show that Queuing Theory also has been sun_:cessfully used in
planning and recruiting the work-force in different healthcare organisations that are
similar to the Emergenéy Department. But, considering the limitations of Queuing
Theory as a mathematical modelling tool, the researcher concludes that it is a moderate
tool in planning and recruiting the staff in a hospital Emergency Department in

comparison with Discrete-event Simulation.

7.3 Planning Facilities and Technology

This decision is described in detail, including the expected outcome of the décision, in
Chapter 6.3.3. In this section, the researcher attempts to identjfy the possibility of ﬁsing
Discrete-event Simulatién and Queuing .Theory successfully in making this decision in
. the Emérgency Department. The analysis is conducted separately for eaﬁh technique as

follows.
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- 7.3.1 Discrete-event Simulation

Over the past few decades, a humber of Disbrete-evgnt Simuiation studies can be found
in planning facilities in healthcare and emergency-care. Kuzdrail et al. (1981) used a
simulation model of an operating and recovery room facility to determine and assess the
facility utilisation-levels and fability—needs under different scheduling policies. Olson
and Dux (1994) applied simulation—modelling to study the decision to expand the
Wéukesha Memérial Surgical-centre from seven to eight operating-rooms. The study
revealed that an eighth operating-room would oniy serve to meet. the hospital’s needs for-
one to two years, at a cost of $500 000. However, an analysis of the cross-departmental
and administrative needs revealed thaf an ambulatory surgery centre that separated the
inpatient and outpatient procedures would better séwe the hospital's future healthcare
delivery-needs. Likewise, Amladi (1984) used simulation to assist in the sizing and
planning of a new outpatient s,urgical-faéility, by 'consic_ieriﬁg patieﬁt waiting—timeé and

facility-size.

Meier et al (1985) considered eléven scenariés varying the number of examination-
rooms and shiﬁ-demand.s of both a hospital ambulatory centre and a freestanding
surgical-center. They found that existing room-capacity was adequate to handle the
demands for the next five years. Isi<ander and Cartef (1991) also found that currenf
facilitigs were sufficient for future growth in a study of a same-day (outpatient)
healthcare unit in an ambhlatory'—care_ centre. However, they suggested a threefold
increase in the size of the waiting-room. Kletke and Dooley (1984) examined the effects
on service-levels and utilisation-rates in a maternity ward to determine if the current
number of labour-rooms, delivery—rooms, postpartum-r_ooms, nurseries, and nurses were
able to meet future demands. Their simulation-study recommends iﬂcfeasing the

number of labour-rooms and the number of post-partum rooms, while maintaining four
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full-time nurses. Miller et al. (2004) developed a simulation-model which enabled the

hospital to test design ideas for a planned new facility.

Sepulveda et al. (1999) use Discrete-event Simulation to evaluaté improvements in
patient—ﬂow at a cancer treatment centre under three different scenarios featuring: 1) a
chaﬁge in the layout of the clinic; 2) different patient-scheduling options; and 3) a new
'fa.cility with increased capacity. The simulation of all three scenarios identified kéy
patient-flow bottlenecks aﬁd provided insights to improve patient-flow and utilization.
In particular, under the layout—sceharip, the simulation was used to identify a facility
layout that allowed for a 100% increase in chair-capacity. Simulating different patient- |
scheduling options showed a 20% increase in the number of pbatients seen per day,
without any change in the operafing—ﬁmes of the treatment centre. Finally, the neW
facility scenario showed that one of thé waiting-rooms did not have the capacity to

support patient-flow.

Ramakn'shnaﬁ et al. (2004) described a Discrete-event Simulation' model used to
analﬁe different fscenai‘ios for the Wilson Meinorial Regional Medical Centre in
Broome County, New York USA. The centre had recently implemented a digital image
arcﬁi'ving system within its Radiology Services department, and with this
implementati'on> wanted to ide‘ntify’ patient-flow changes in the Coxhputerized
Tomography (CT) scan afea that would maximize patiént-throughpuf and minimize
report;generation' time. Using simulatioﬁ, the researchers identified changes within the
‘CT scan aréa that would increase patient-throughput by 20%, while simultanedusly

reducing report-generation time by over 30%.

In 1997 Brigham and Women’s Hospital (BWH) in Boston initiated a construction

. project to renovate its existing surgical-suite to include 32 operating-rooms: two less
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than the current number. The new suite would beb used for performing primarily
inpatienf cases; 95% of all éutpatient éases would be moved to another facility. BWH
| administrétors, planners, and ciinicians wanted to be sure that the 32 rooms would be
sufficient for accommodating projected increases .in the inpatient surgical-volume. In
addition, they wanted to exafniné the Vpossible effects of changes in the surgical-
schedule and in case-times on the number of rooms required. Lowery and Davis (1999)
developed a DES model to examine these issues and showed that the projected changes
in surgical-workload could be‘ éccorhmodated in 30 operating-rooms if scheduled block

time were extended during the weekdays and Saturday blocks were added. -

Rossetti et al. (1998) used Discrete-event Simulation to study clinical lab_oratory and
'pharmacy delivery-processes in a mid-sized hospital envirénrhent. The study -
specifically assessed the costs and performvance benefit of procuring a fleet of mobile
| robots to perform délivery;functions. The study found that a fleet of six mobile robots
improved the tum around time by 33% and reduced costs by 56% Corﬂpared_ to the
current system of three human couriers. Similarly, Wong et al. (2003) used éimulation '
fo quantify the advantagés of an electronic médication ordering, dispensing, and
administration process at an academic acute-care centre. Thé automated system had an
averzige turn-around time of 123 minutes versus the‘ existing manual system turn-ardund
time of 256 minutes. Groothius et al. (2002) described a systematic approach for
analyzing the effects on patient-ﬂow when a hospital depaﬁment is relocated. This
approach was demonstrated With a MedMod_ei simulation-model of relocating a hospital
phlebotomy department, wﬁich assessed the resulting impact on the averége patient-
turn-around time. They obs;:rved that this time coﬁld be .reduced by as much as 50%.
Johnson (1998) also used DES to model the patient-flow and census of the Maternity

Unit at Miami V a]ley Hospital in Dayton, Ohio, USA and its results supported decisions
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to construct new facilities, such as a larger perinatal intensive-care unit. Ashby (2007)
utilized simulation to determiné optimal resources,' routing, and timing for the
movement of almoSt 600 inpatients from two different facilities to a new replacement
facility. Potential resource constraints of specialized move-teams, ambulances, and
other staffing-constraints were explored to predict and reduce the likelihood of

complications during the two-day patient-move.

Ranﬁakrishﬁan et al. (2004) analyzed 'ﬂows in a teaching hospital USA tha;t was
implementing a digital image—archi?iné éystem within its radiology .services. Process
© mapping was uséd to identify the inifial flow of operations, and a DES was built to
evaluate the different scenarios. They identified changes to the existing workflow at the
CT scan area that wopld maximize patient-throughput and minimize report-generation
fime with the digital sysfem. Mahapatra et al. (2003) developed a Decision-support
System (DSS) using the Emergency Severity Index (ESI) triage method to drive .
:improvements in the care-delivery‘proéess for an academic ED in York Hospital;
Pennsylvania. The .DSS paired the ESI case-mix With simulation tols;upport resource-
deployment, improve service-metrics, and support strategic decision-making. Rossetti, |
et al. (1 998) discussed the use of DES to analyze the costs, benefits, and performance
tradeoffs reléted to the installation of a fleet of mobile robots within mid-sized hospital
facilities, in lieu of human curriers. Results showed that for clinical laboratory
deliveries, a fleet of six mobile robots could achieve significant performanée-gains over

the current system of three human couriers, while remaining cost-effective.

The above simulation studies and applications in ED and similar healthcare operations -
reveal that the Discrete-event Simulation can be used in many ways in ED to enhance .
the outcomes of this decisioﬁ, helping an understanding of how facilities and technology

can create efficiencies and increase the quality of patient-care. They further reveal that
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DES can’ be used to enhance the ED decision-maker’s ability in planning the facilities
and teéhnpiogy to find the most cost-effective and efficient solutions to provide quality

and prompt patient-care and remain competitive.

7.3.2 Queuing Theory

Usihg the Queuing Theofy, Koizumi et al. (2005) found that blocking in a chain of
extended-care, residential aﬁd assisted-housing facilities results in upstream facilities
holding patients longer than necessary. They analyzed the effect of the capacity in
downstream facilities.on the queue-lengths and waiting-times of patients waiting to
. enter upstream facilities. They also found. that system-wide congestion could be caused
- by bottlenecks at ohly oﬁe downstream facility. Roche et.al. (2007) found that the
number of patiehts who leave an Emergehcy Department without being served is
- reduced by separating non-acute p}atient's and treating them in dedicated fast-track areas.
Most of their waiting yvould be for tests or test results after having first seen a doctor.
- Using Queuing Theory they estimated the size of the Waiting—area for patients and those

accompanying them.

Although Queuing Theory r;lodels have been used to address many healthcare issues,
the facilities and technology planni;lgbapplicz-itions ére rare. Despite the capability of
modelling uncertain demand for the ED facility, the researcher concludes that there is
only a moderate possibility of using .Queuing Theory-successﬁllly in fa,ciliti'es and -
techﬁology planning in thg Emergency Departmeﬁt due to its own limitations in

. analysing dynamically—complex situations like ED.
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Table 7.1 Matrix of the Strategié Level Decisions in ED and Possible Tools
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Introducing a new policy and changes H H L M
Planning and recruiting workforce H L M L
Planning facilities and technology H L M L

H= High, M= Medium, L= Low
(Possibility of successfully using these tools for decision-making)

7.4 Summary

This chaptér attempted to identify thé possibility of using. Discfete-event_ Simulation,
and three more techniques s_uccessfu'llyb in strétegic-level decision-making in the
~ Emergency Department. The discussion is mainly based onb the cofnp;ehensive analysis
df published studies and applications in EDs and similar healthcare cases. There are
- numerous successful Discrete-event Simulation applications under e'ach strategié-level
decision. In the light of this analysis, Table 7.1 presents the possibility-matrix to select
appropriate toolsA and techniques for each strategic decision considered in this
framework. The analysis reveals that there is a high possibility (H) of successfully
using DES in all three decisions considered in this section. In addition to DES, there is a
high possibility (H) of successfully using System Dynamics in introducing a new policy
to the Emergen_cy. Department.- But System Dynamics 1s not a suitable tool to use in
other two decisions in this framework. As a mathematical modelling-tool Queuing
Theory can be used as a moderate (M) tool in two decisions, i.e. planning and recruiting

the workforce, and planning facilities and technology. But Queuing Theory is not a
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viable modelling-tool to use for the decision about introducing new policy to the ED.
According to the findings of this analysis, Balanced Scorecards can be used as a
moderate tool (M) at the implementing stage of new policy in the Emergency
Department. But it has less possibility. of successful use in other decisions cohéidered in
this section. In the light of this analysis, the researcher concludes that Discrete-event
Simulation is the most suitable modelling-tool in the strategic-level (long-term)
decision—rhaking in the Emergency Department. Next chapter attempts to identify the
possibility of using the simulation and other syétem analysis tools for fhe tactical level

decisions in the framework.
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CHAPTER EIGHTV ‘
‘8. The Identification of Possible Tools for the Tactical

Level Decisions in ED

| . The previous chapter indentified the possibility of using DES and three more tools in
strategic-level decision-making in the ED. This chapter attempts to identify thc
possibility of using Discrete-event Simulation and three mcre tools -and techniques in
the tactical-level (medium—terrn) decisions in the framework described in Chapter 6.
The framework includes three medium-term decisions; Improving the ED process,
scheduling staff, and allocating resources andb equipment. The analysis is carried out
under each decision based on the published relevant healthcare applications and
literature reviews. In addition to Discrete-eilent Simulation, at least‘one more technique
is discussed undcr cach decision as alternative tools. At the end of the chapter, therc isa
‘ summary of the ‘discussion with a possibility-matrix to help choose the appropriatc tools

and techniques in the medium-term decision-making in the ED.

8.1 Improving the ED Process

The decision imprcving tlie ED process is discussed in detail, including the expected
outcome, in Chapter 6.4.1. This section analyses the possibility of using l)iscrete—event
Simnlation, Lean and Six Sigma, and System Dynamics in the making of this decision. - -
The following sections conduct the analysis and discussion under each technique

separately.

8.1.1 Discrete-event Simulation

A number of successful simulation-based process-improvement studies and applications
in healthcare and emergency-care can be found. .ProModel Corporation (2009) used a
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Discrete;event Simulation model for Baystate Hospital in the USA and was able to
achieve the following benefits: a reduced length-of-stay iﬁ the main ED by 15%; a
- reduced length—of—stay in thé GTA (fast—track) by 33%; and an indefinite postponement
of the ED .expansion, avoiding a $1.2 million investment, and disruption to critical
operations. Furthermore, the estimated increése n patient;admission's and throughput
capabilities revealed the potential for an additional $900,000 in .annual revenue for

Baystate hospital.

An entire Emergency Department of a general hospital is simulated to examine patient-
ﬂows‘by Takakuwa (2004). He found that patients spend the longer part of their time
- waiting, depending on the number of patients to be processed. In addition, he found that .
the waiting—time for available emergency-treatment beds, doctors, drips, and stretchers
accounted fof the major part of ‘all the waiting-time in the Emergency Department. This
study proposed a stepwise procedufe of operations-planning to minimize the patient.
waiting-times, and nufnerical examples.are shown to illugtrate the pfocedure. Sfephanie
et al‘. (2005) built a simulation-model for the Univérsity Medical Center’s Emergency
Department (ED)I in Tucson. The purp_osé of this project was to decrease overall patient
throughput-time by identifying potential béttlene(;ks and proposing strategies to .
alleviate them. The analysis results and’proposed alternative solutions of this project

were presented to ED administrators who were tasked with making the final decision.

Christine and Chetouané (2007) undertook a Discrete-e‘}ent Simﬁlation study of an
Emergency Department at a regional hospital in Canada to reduce patient waiting-times
and to improve overall service-delivery and system-throughput. As patient waiting-
times are linked to resource-évai]ability, a number of aiterﬁatives Were d;signed based
on adding resource-scenarios. The simulation showed that waiting-duration from

registration to available exam-room was the most problematical. Five alternatives were
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- formulated based on adding staff and exam-rooms within budget limitations. The‘
élternaﬁve with one physician and nurse added from Oé.OO to 1-6.'00 hours gave the best
imﬁrovement-level for waiting-times‘. It allowed treating an additioﬁal number of 16
patients between 08.00 and 20.00 hour. The simulation showed that the number of
examination rooms had no effect on waiting-times if added without a matching increase
ih the staff. A number of qualitative suggestions were also formulated based on their
experience with the process; Komashie (2005) developed a Discrete-eifent Simulation
model to help the Emergency Department managers understand the behaviour of the
systeﬁq with regard to the hidden causes of excessive waiting-times. The results of this
work also helped managers t6 either revérse or niodify some proposed changes to the
system. The results also showed a possible reduction of more than 20% in patients’
waiting-times. Miller et al. (2004) dé_scribes a re-usable product called EDsim which
was developed to model and test alternative ED design-scenarios. This product responds
. to the need by hospital administrators to improve key performance-indicatoré, such as-
patient LOS, bed-utilization, and the elimination of bottlenecks. Ferrin et al. (2007)
used Discrete-event Simulation to imbrove the ED process in Carohdelet St. Mary’s
Hospital, USA. They worked to impfove hospital-flow and increase access to care by
| implementing process-improvéments based on simulation that reduced the Emergency
Centre length of stayvb.y 7%, increased the mohthly volume by 5%, increased the
inpétient daily census by 20% and improved the hospital net-operating margin by 1.3%
above budget. The paper demonstrated - simulétion’é unique ability to difect'
improvement-éfforts fbr maximum impact. operationally, ﬁnancially and for the best

benefit of the patient.

There are many more successful simulation-studies related to process-improvement and

reducing waiting-times in the hospital Emergency Department and those applications
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are summarised as follows. Samaha, et al. (2003) reported a study conducted for the ED
at Cooper Health System in southern New Jersey. The éimulation-model "depicted
current operations and was used to evaluate concepts for reducing LOS for ED patients.'
McGuife (1994) used MedModel té determine how to reduce therlength-of-stay for
patients in aﬁ emergeﬁcy—service department in a SunHealth Alliance hospital. Miller et
“al. (2003) used a Discrete-event Simulation of the Emergency Department of a large
~ hospital in the southeast United States to show that significant process-changes would
be reQuired to meet specified goals for patient length-of-stay. Blasak ét al. (2003)
presented a Discrete-event Simulation study of patient-flow to reduce the Emergency
Department length-of- stay. Boxérman (1996) proposed the use of simulation-modelling
as a powerful tool for testing alternatives and ’process-improvement. Baester et al.
(2003) developed a.simulation-model to estimate the maximum defnand-incfément that
could be sustained by the Emergency Room of a pﬁvate hospital in Chile, without

increasing the waiting-time beyond an acceptable level.

‘In addition to the ED applications, there are‘so.me sucééssful process-improvement
cases m similar healthcare places. Sepﬁlvéda ef al. (1999) used Discrete-event
' Simulati.onAto improve the pfocess of a full-serviCé cancer f'reatment centre in the USA.
The results of this anaiysis showed that important improvéments in patients’ ﬂow;time
could be achieved. This analysis showed that the number of patients seen per day could
be increased up to a 20% without materially affectiﬁg the closing-time of the facility.
The simulation-model provided strong jUstiﬁcatidn to relocate the centre's laboratory
and pharmacy as well as identifying éhanges in scheduling procedures that would allow
a 30% increase in patient-throughput with thg same resources. The results also shdwéd

that one of the waiting rooms did not have sufficient capacity to support the flow of
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patients. In addition to these results, all the simulated scenarios were used to identify

bottlenecks and to analyze patient-flow and operating-efficiency.

After carefully reviewing the above Discrete-event Simulation application, the
researcher identified that most of the applications have successfully achieved many
improvements in their processes by using Discrete-event Simulation. The common
elements of the achievements of these studies are: reduced iwait'ivhg-times; the
identification of the hidd‘e'n causes of excessive waiting-times; an incréasé in patient-
admissions and throughput with the same reéources; the identification of bottlenecks
and proposal of strategies to alleviéte them; the identification of process-changes
required to meet specivﬁed goals; an increase in annual revenue; and reduced costs.
| These achievements gained in the aboye application strongly suggest that Discrete-event
Simulation is an invaluable tool in impfoving the process in the Emergency Department

of a hospital.

8.1.2 System Dynamics

Althoﬁgh, there has been an explosion in the use of System Dynamics modelling in
healthcare over the past decade, only a few applications in process-impro-vement have
“been vpublished. Bfailsford, S. C. (2008)> illustrated this vtbol with sevefal examples in
the field of healthcare, and discussed some of the possible reasons for the growth in the
popularity of the System Dynamics approach for healfhcare-modelling. Lattimer et al.
(2004) described the components of an emergency- and urgent-care system within one
Healtl‘;‘Authority in the UK and investigated ways in Which patient-flows and system-
capacity could be improx}ed using a qualitative and. quantitative System Dynamics
approach. A conceptual-map patient-pathway from entry to discharge was used to
construct a quantitative SD model populated with demographic and aétivity data to

simulate patterns of demand, activity, contingencies, and system-bottlenecks. This
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- modelling showed the potential consequences of continued growth in demand for
emergency-care, but also revealed cnnsiderable scope to intervene to ameliorate the
worst-case scenarios, in particular by increasing the care-management options available
in the community. Koelling and Schwandt (2005) said that the op;idrtunities that exist to
apply System Dynamics modelling in health-systems performance-improvement start
with the qualitative models developed by Hirsch et al. (2005). Focusing on the U.S.
| Health System, Hirsnh et al. (2005) demonstrated thve potential benefits of System
Dynamics and so'ncluded that increased utilization of System Dynamics modelling can
contribute to signiﬁcant structure-based performance-improvement. They correctly
~ stated that a key avenue of research is to build from their causal-loop diagrams, adding
~ the necessary stock and flow data to support quantitative analysis. In addition, the
strengths of Discrete-event Sirnulation have been exploited to generate improvement. .
oppoitunities. Ho_vxiever, research indicates that even Inore benefits can 'Be obtained by
efficiently and effectively integrating SD and DES models to take advantage of the

strengths of both techniques.

| According to these few studies, it is clear that SD modelling isv‘more appropriate for
studying t}ie inter-relations. between van Emergency Department and tiie rest of the

‘healthcare systems. The above studiés also suggest that the integration of Discrete-event
Simulation and System Dynamics have great potential to become an impoi'tant dgcision
support-tool for dealing With internal éfﬁciency;issues within the ED i:valls, as well as

‘ helping with system-wide factors beyt)nd t}ie immediate control of the ED manageis.
SD combines qualitative and quantitative aspects and aims to enhance understanding of .
a system and the relationships between different system-components. However, in

. general SD models do not produce highly;detailéd numerical results, since its purpose is

to generate understanding and insight into a system, rather than acting as a precise

146



predictive tool. By considering all these aspects the researcher concludes that SD can be
used successfully as a moderate process-improvement tool in the Emergency

Department.

8.1.3 Lean and Six Sigma

Over th¢ ;;ast few years, two methodologies for ﬁrocess—imﬁrovements in manufacturing
- and service-operations have been coming to healthcare. These methods include Lean
thinking,vwhich seeks to eliminate activities or process-steps which do not add value to ,
customers; .and Six Sigma, which aims to reduce variations and create defect-free
services. There are a number of successful studies and applications using thesé two

methods in health- and emergency-care organisations in the past.

‘Lean and Six Sigma is a proven approach to reduce defects and waste and improv‘e
processes, thus saving money in industrial, service, retail, and financial organizations.
Several case-studies on Lean and Six Sigma initiatives in the healfhcaré sector also can
be found. Two healthcare organizations in the US showed a‘ positive impact on
- productivity, cost, qualif[y, and timely delivery of services after having applyied Lean
principles throughout the Measuﬁng LeaniInitiatives organizatiori (Miller, 2005). In
Rogers et al. (2004), a medical director at the‘ NHS Modernization Agency in the UK
claims that the key elements of Lean Thinking Have been applied in service
improvement-programmes for several yeafs, and successful outcomes have béen shown
in applying them to, émongst others, emergency-flows and journey-times in cancer-

care.

Hagg et al. (2007) have successfully applied Lean Six Sigma methodologies to improve

~ turn-around times for Emergency Department STAT? orders within 3 hospital labs

2 STAT is a medical term which means urgent or rush.
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throﬁgh application of a Lean. Six Sigma training programme. As a result of this
programme, the cbllection to repoﬁ-processing times for ED STAT specimens has
decreased from an average of 75 minutes to less than 35 minutes. Additionally, this
pap‘er discussed the strategieé and methodologies used‘to sustain initiél .results following
the ihitial implementation, and the key characteristics of successful project-migration to
additional hospital labs. Young et al. (2004) saw an obvious applicaﬁon of Lean
Thinking in .healthcare in eliminating delay, fepeated encounters, eryorS . and
ihappropriate procédures. They suggested the classification of conceptual issues, and in
partiéular which stakeholders can be identified as customers. Similarly, Breyfogle and
Salveker (2004) advbcated Lean Thinking in healthcare and gave an example of how
Lean management principles can be applied to healthcare processes through the use of |
the Six Sigma methodology, which in many ways resemble the Léan production

. techniques.

Komashié et al. (2005) conducted a study of an ED in ‘zi British hospital, with the
| .objective to détermine the impact of key re'sources.(doctors, nurses, beds) on key
berformance-fneasures (waiting-times, waiting-queues and patient-throughput). The
desighed Arena model contaiﬁs several features suéh as ﬂfafiable service-times to model
" nurse- and doctot—ranking .along with patient-condition-based treatment-durations. A
different afrival-process was used for each day of the week. Data for this study were
.collected by means of Hdspital log-sheéts, interviews, and éﬁ-site observations. Khurma
et al. (2008) attempted to improve the patients’ experience over their ED stay by using a
combinatién of Lean tools to analyze, assess and imﬁrove the current situatibn. They .
- developed a s_imulaﬁon—model ‘based on current and future ,statés of ED and a
comparati\?e analysis of both enabled the verification of the feasibility of proposed

solutions, and provided quantifiable results. Their paper addressed some of the waste in
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the ED process, including transportation, over-processing, waiting, motion etc. To deal
more effectively with different types of waste in the process, they applied Lean
methodology techniques in order to understand the current state, develop an improved

state of the process, identify the gaps and prioritize the activities.

The successful Lean and Six Sigma studies in health énd emérgency-care reviewed
above prove that these methods can be widely-used in improving the vEm.ergency
. D;:partment process and safety of care. The applications showed a positive impact on
productivity, costs, quality, and timely delivéry of care in many cases aﬁef having
applied Lean and Six Sigma; Some of the étudies havé successfully eliminated delay
and waste in the. ED process including traﬁsportation, over-processing, repeating,
waiting, mbtion, inappropriate procedures, errofs etc. One study has used these methods
to understand the current state and an improved state of the process, and to identify the
gaps and prioritize the activities. Another application reports that processing-ﬁmes for
ED have been decreased from an average of 75 minutes to less than 35 minutes. After a
careful review of these successful applications in healthcare, the rééearcher concludes -
that there is a high possibility of using Lean and Six Sigma methods succes_sﬁilly in
improving the process in ED. Howevér, a successful implementation of Lean and Six -
Sigma methods require long-term vision, commitment, leadership, management, and

training.

8.2 Scheduling Staff

This decision is described in detail, including the outcome of the decision, in Chapter
6.4.2. This section analyses the. possibility of using Discrete-event Simulation and
Queuing Theory successfully in making this decision in the Emergency Department.

The analysis is conducted under each technique separately as follows.
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8.2.1 Discrete-event Simulation -

Even though the majority of scheduling-si_mulaﬁons for health care are directed at
patieﬁt-scheduling, a number of simulation-models of scheduling medical staff in
Emergency Departments also have been developed. Draeger (1992) simulated nurse-
'Workload in an Emergency E{oom and its effect on the average number of patients, -
éverage time-in-system, average number of patients waiting, and aVerage pétient
wéiting—time. Comparing the current schedule's performance with two alternative
staffing-schedules, they found an alternative that could reduce both the baverage patient
time-in-system (by 23%) and tﬁe average patient waiting-time (by 57%), without
_increasing costs. Similarly, Evans et al. (1996) reduced a patient's length-of-stay by
finding the optimal number bf nurses and technicians that should be on duty during four
shift-periods in an Emergency Room. Centeno et al. (2003) developed a tool that
integrated DES with an integer linear program (ILP) to investigate optimal staffing-
, échedules for the Emergency Room, _Baptist Health South Hospital, Coral Gables,
Florida and showed a 28% improvement in the total person-hours per déy which offered
- potentially significant savings in hospital labouf-cpsts. Rosetti et al. (1999) described
the application of DES to inform decig’_ons concerning th¢ efﬁcieﬁt allocatioh and use of
ED staff-resources at the Univérsity of Virginia Medical Centre in Charlottesville, USA.
The study tested alternative attending-physician staffing- schedules; analyzed the
corresponding impécts on patient-tﬁroughput and resource- utilization; helped identify
process-inefficiencies; and evaluated the effects of staffing, layout, resource, and

patient-flow changes on system-performance, without disturbing the actual system.

Swisher and Jacobson (2002) used an object-orientedvvisual Discrete-event Simulation
to evaluate different staffing-options and facility-sizes for a two-physician family

practice healthcare clinic. They describe a clinic-effectiveness measure that is used to
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evaluate the overall effectiveness of a given clinic-configuration. This clinic-
effectiveness measure integrates clinic profits, patient-satisfaction, and medical staff-

satisfaction into a single performance-measure.

Similarly, there are many other simulation-studies for scheduling staff in healthcare.
Kumar and Kapur (1989) examined ten nurse-scheduling policy alterﬁatives, selecting
and implementing the policy yielding the highest nurse-utilisatibn rate. Baesler et al.
(2003) used a Discrete-event Simulation model to minimize the number of staff-
resources requiréd to meet patient-demand. Tan et al. (2002) presented a Disérete-
event Simulation study of an urgent-care centre that simulated the current physician-
schedule and a proposed schedule to test if the proposed schedule reduced the averége.
total time patients spent ét the facility. Murat et al. (2006) used simulation-modelling to
understand the factors affecting A&E performanée. They focused on the multi-tasking
behaviour and experience-level of rﬁedical Stéff, both of which affect Accident and
Emergency Department perfdnnance. Centeno et al. (2001) presented a simulation-
study of the labour- énd delivery-roorris at  Jackson Memoﬁal~Hospital and
~ identified ways to impfove physician-schedulihg and better staffing levels“. Badri and
Hollingsworth  (1993) analyzedbt'he impact ‘of different operational-scenarios on
scheduliﬁg, limited staffing, and the patient demand-pattern.s' in an-Emergency Room

of the Rashid Hospital in the United” Arab Emirates.

The above simulation applications aﬁd stu‘dies_in ED healthcare re.veal.that Discrete-
event Simulation can be successfully used to schedule the hospital and Emergency
Department staff and improve the expected outcomes of scheduiing—staff. Some studies
compared the existing schedule's performance With alternative s;:heduling, and found an
alternative that could reduce the average pafient time-in-system by 57%, without

increasing costs. One study showed a 28% improvement over the existing method of
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staffing which offered potentially significant savings in hospital labor-costs. Most of the
studies have reduced a patient's length-of,-stay by finding the optimal number of staff
that should be on duty during the shift-periods. Another study has measured clinic
pfoﬁts, patient- satisfaction, and medical staff-satisfaction with tﬁe effectiveness of the
performance- measures. By carefull)"v studying these successful applications, the
researcher concludes that Discrete-event Simulation has a high capability‘of successful

use in scheduling-staff in the Emergency Department.

8.2.2 Queuing Theory

In the iiterature, there is a number of Queuing Theory studies in staff—scheduling in
healthcare and some of the selected applications are analysed as follows,Nosek and
Wilson (2001) reviewed the use of Queuing Theory in pharmacy applications with
parﬁcular attention to improving cuétomer—sétisfaction by predicting and reducing
waiting-times and adjusting stafﬁug. They further argued that Queuing Theory can be
- used in pharmacy to increase the satisfaction of all_the relevant groups i.e. customers,
eu1ployees, and management, by the assessment of a multitude of factors such as
prescription fill-time, patient waiting-times, “patient counselling-time, and staffing-
levels. Brahimi‘ and Worthington (1991) designed an appointment-system to reduce the
uumber of patients in the queue at any tirue, and reduce‘ patient waiting-times without
signiﬁcautly increasing doctor idle-time. They also explored the effect of patients who
do not show up for their eppointments. Agnihothri and Taylor (1991) sought the optimal
staffing at a hospital scheduling-ciepartment that handles phone-calls whose intensity
varies throughout the day. There are known peak and non-peak periods of the day. The
paper grouped the periods thut received similar call-intensity and determined the
necessary staffing for each such intensity; so that staffing vaﬁed dynamically with call-

intensity. As a result of redistributing server-capacity over time, customer-complaints
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imniediately reduced without the addition of staff. Green (2006b) used the same
approach, and named it Statioﬁary Independent Period by Period (SIPP), to adjust
staffing in order to reduce the percentage of patients who left without being seen in an
Emergency Department. He decreased the proportfon of patients who left without being
seen by 22;9% despite an increase in arrival-volume of 6.3% with the same staff. These
successful Queuing Theory applicatiqns in healthcare suggest that Queuing Theofy is

also a useful modelling technique in scheduling staff in the Emergency Department.

8.3 Allocating Resources and Equipment

The decision onAllocating Resources and Equipment is described in detail, including
expected outcomes of the decision, in Chapter 6.4.3. This section attempts to identify
the pbssibility of using Discrete-event Simulation and Queuing Theory successfully in
_ makihg this decision in the Emergency Depaftmenf. The analysis and> discussions are

conducted separately under each technique as follows.

8.3.1 Discrete-event Simulation

Even though many different kinds of resources and eciuipment are used in the hospital
bEmergency Depértment, most of resource-allocation simulation-studies in the literature
have been done to analyse the bed-allocation in hospitals. Lowery (1992), and Lowery
| and Martin (1992) studied the ﬁse of simulation in a hospital's critical-care areas that are
operating-rooms, recovery-units, intensive-care units, and intennediate-cafe units and to
_determine critical-care bed-requirements at individual units within a hospital. Butler elt-
al. (1992) used a tvx‘lo-phasev approach involving a quadrétic integer programmfng—model
and a simulation-model to- evaluate bed-configurations and to determine optimal bed-
~ allocations across a number of hospital service-areas. Butler et al. (1992) further used

simulation to model a surgical intensive-care unit. for various bed-levels and future
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demand. Vassilacopoulos (1985) developed a siniulation—model to determine the
number of beds with the following constraints: high occupancy-rates, immediate
patients, and low length‘ef waiting-lists. This study showed that by using a waiting-list
and smoothing the patient-demand, high occupancy rates could be aehieved. Cahill and
Render (1999) developed a DES of patient-ﬂows throughAthe ICU, telemetry, and
medical-floor beds | under current bed-allocation _for the Cincinnati Veterans
Administration Medical Centre, Arizone. Under this allocation, ICU beds are
unavailable nearly one third of the time, eliminating new ICU adrniSSions_and requiring
| diversion of zimbulance traffic. The simulation was ihen used to evaluate the effects of
the phased censtruction intended fo relieve the problem. Wiinamaki and 'Dronzek (2003)
also used simulation to determine the bed-requirements for an Emergency Department
expansion at the Sarasota Memorial Hospital in Sarasoia, Florida. Vasilakis and El-
Darzi (2001) used Discrete-event Simulation to identify the possible canses of a
hospital-bed crisis that occurs each winter in United Kingdom National Health Services
hospitals. Ferrin et al. (2004) used Discrete-event Simulation to determine the number
of operating-rooms and number of beds required in the post-anaesthesia Care Unit at St. -
Vincent's Hospital in.Biriningham, Aiabama, USA. Mere bed-allocation models were -
~ simulated by Altinel and Ulas (1996) for Istannul Uni\iersity School of Medicine; by -
Lennon (1992) for Stanford University Hospital; and b)i Fre.edm'an (1994) for St. Joseph -

Hospital and Washington Adventist Hospital in Maryland, USA.

~ Bed-allocation is the most successful resource-allocation application in healthcare. After
reviewing these bed-allocation applications, it is clear that Discrete-event Simulation
can be used as a valuable tool by ED managers to allocate their other resources and
equipment in ‘the same. way to meet demand and to provide an efficient service. .

Moreover, Discrete-event Simulation allows hospital-administrators to experiment with
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different resource-allocation rules to help them to utilise ED resources optimally, and

thus improve ED performance.-

8.3.2 Quéuing Theory

Bruin» et al. (2005) used Queuing Theory to detérmine the number of beds required to
_ achieveva maximum‘turn-away rate of 5% at the Emergency Cardiac Department of the
University Medical Centre of Amsterdam. The technique was also successfully used to
identify bottlenecks and the impéct of ﬂuctuatil)n in demand in emergency cardiac in-
patierlt ﬂolv.. Given a desired maximum turn-away rate, Bruin et al. (2007) determined
the optirllal number of beds in a Cardiology Department by using Queuing Theory. The
Cardiology Department is modelled as a network of 3 sub-departments. The study found
that loo few beds downstream 1is the prinlary cause of reﬁlsed admissions upstream; and
that céngestion effects can add 20-30% to patient :length-of-stay‘ill the Department.
’l’hely characlen'zed having a fixed target ﬁtilization-rate as unrealistic and concluded
lhat zl down'strealn utilizalion of 55% i_s'necessary to attain a 2% turn-away rate. Kao
and Tung (1981) investigated the allocation of hospital-beds amongst the inpatient-
deparlments of a hospital. First, they established a baseline patient-capacity for each
departmgrlt. Then, they allocatéd additional béds to departments in a manner which will
'minimi?e patient-overflows 'from .one department to another. Forecasts are used to
determille both‘th‘e baseline bed-allocation and the anticipated patient-demand in ordef

to minimize overflow.

By reviewing these three bed-allocation applications, the researcher concludes that
Queuing Theory also can be used as a moderately useful tool in resource- and

equipment-allocation in the Emergency Department.
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Table 8.1 Matrix of the Tactical Level Decisions in ED and Possible Tools -
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(Possibility of successfully using these tools for decision-making)

8.4 Suminary

This chapter attempted to identify the possibility of using Discrete-event Simulation and
three more -techniques successfully in tactical-level decision-making in the Emergency
Departmeht. The discussion is based mainly on the Comhrehensive analysis of past
research studieé and applications in héalthcare.. Table 8.1 summaﬁses the possibility of
using each techniqﬁe succéssfully in each tactical decision consbidered in the ﬁamework._
According to this analysis, Discrete-event | Simulation has become an invaluable
decision-making support-tool at the tactical lével of . decision-making in EDs. Table 8.1
shows that there is a high possibility (H) of sﬁccessﬁllly using Discrete-event
Simulation in ‘all three tactical decisions considered in this framework. | System
Dynamics can be ﬁsea as a moderately successful modelling-tool in making decisions to
improve the ED process. But it has less suitability for use in the other two decisions.
The analysis also reveals thaf there is a high possibility (H) of using the Lean and Six
Sigma methods successfully in improving the Emergency Department process. As a

mathematical modelling-tool Queuing Theory can be used as a moderately successful
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(M) tool in scheduling étaff and allocating bresources in the Emergency Department. In
~ the light of this analysis, thé researcher concludes that Discrete-event Simulation is the
most suitable modelling-tool for tactipal-level decision-making in the Emergency
Department. Next chapter attempts to identify the possibility of using the simulation

and other systems analysis tools for the operational level decisions in the framework.
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CHAPTER NINE

9. The Identification of Possible Tools for the

Operational Lével Decisions in ED

The previous chapter analysed the possibility of successfully using Discrete-event
Simulation and three more tod]s at the tactical-level decision;makihg in ED. This
chapter analyses the possibility of .successfully using Discrete-event Simulation and
other alternative tools in the operational-level (short-term) decisions described in 'the_
decision framework in Chapter 6. It includes three operational decisions: managing
patient-flows; scheduling patieﬁts for doctors; and scheduling paﬁents for shared-
resources. The analysis is also carried out for each decision based on the published
" relevant application's’ and studies in ED and similar healthcare to the ED. In addition to
Discrete-event Simulation, Queuing Theory is also discussed for each decision as an
alternative tool. In a similar way to the previous two chaﬁters, this chapter also presents
a summary of the discussion with a possibility-matrix to seléct the successful tools and

techniques in short-term decision-making in ED at the end of the chapter.

9.1 Managing Patient-flows

This decision is described in detail, including the expected outcomes, in Chapter 6.5'.1'.
This section aﬁalyses the possibility of using the ]jiscrete-evént Simulation and other
alternative tebhniques successfully in making this decision in the Emergency
' Department. The following conducts analysis and ‘discussion under each tool and

technique s{epiara.tely.
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9.1.1 Discrete-event Simulaﬁdn

A number of Discrete-evént Simuiation applications in managing patient-flows can be
found in healthcare. Mahapatra et al. (2003) uséd Discrete-event Simuiation to assess
the effe_ct of fast-care processing-routes for ﬁon;critical patients on waiting-times in an
* Emergency Department and to identify the best operating-hours for a fast-track unit.
‘This study showed bthat the addition of ‘a fast-track unit improved average waiting-times
by at least 10%. Davies (2007) also usf_:d Discérete-event Simulation to compared twb .

approaches to “See and Treat” policy in the UK Emergency Department.

,K.olker (2008)‘ used Discrete-event Simulation to establish é quantitative relationship
between Emergéncy Department performance-characteriStiés, such as percentage of
time spent on ambulance diversion and the number of patients in queue in the waiting-
room; and the upper limits of patient length—of-stayv (LOS). A simulation model of ED
patiént-ﬂow has been developed that took into account a signiﬁéant difference between
LOS .distributions of patients discharged homé and pétients admittéd into the hbspitai.
Using simulation-modelling it has been identified that ED diversion could be negligible
if patients dischargedkhome stayed in ED not fndre than 5 houré, and patients admitted
into the hospital stay in ED not more than 6 hqurs. It has also been determined that if
the number of patients exceeds 11 in queue in the ED waiting-room then the diversion
percentage rapidly increases. According to Ko\lker (2008) a Discrete-event Simulation
could also be used to analyzé; other ‘what-if’ scénarios. For example, the staffing
proﬁlem: what resources (the number of doctors, nurses, and technicians) would bb'e
needed to achieve and maintain the established LOS vtargets? What should be their shift-
allocéﬁbn during a day of the week, and/or for different days of the week? How to best
match the staff-schedule and short-term ﬂuctuationé of the’ patient-ﬂow? Guo et al.

(2004) presented a DES framework for the problem based on determining prioritization
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~ (triage) rulés so that adequate patient-care is guaranteed, resources are utilized
'efﬁciently,‘and a service-guarantee can be ensured. They summarized their experience
with ak preliminary implementation for the Division of Pediatric Ophthalmology at
Cincinnati Children’s Hospital Medical Centre. Kirtland et al. (1995) exafniﬁed eleven
alternatives to improve patient-flow in an Emergency Department aﬁd identified th1_'ee
alternatives (using a fast—t'rack lane in min‘or care; placing patients in the treatment-area
instead of sending them back to the waiting-room; and the use of point-of-éare lab

testing) that can save on average thirty eight minutes of waiting-time per patient.

Management of patient-flow is an example of the general dynamic supply and demand
problem. There are three basic components that should be accbunted for inis.uc_h
problems: 1) the number of patients entering. the system at any poix_lt of time; 2) the
number of patients leaving the system after spending some time in it; 3) the capacity of
the system which limits the ﬂow of items through the system. All three components
affect the,ﬂow of paﬁents that the systemA can handle. A lack of the proper balance
between 'thes.e components results in the system’s over-flow and its closuré. ‘Discrete-
event Simulation provides an invaluable means for analyZing and managing the probcr
balance between these components inv the batient-ﬂows. One advantage of using
Discrete-event Simulation is the capacity of simulation to model complex patient-flows
through the Emefgency Department, and then to play 'what if | scenarios by changing the
patient-flow rules and policies. By considering all these facts ' and the applications
discussed above, the researcher concludes that Discrete-event Simulation is an

invaluable tool to manage patient-flows in the Emergency D'epartment.

- 9.1.2 Queuing Theory
‘In the literature there are very limited Queuing Theory applications at the operational

level of patient-flow management in the Emergency Department. Cochran (2007)
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calculatéd the percentage of patients who leave an Emergency Department without
getting help using arrival-rate, service-rate, utilizatioﬁ, and capacity. From this
percentage, he determined the resulting revenue-loss. Siddhartan et al. (1996) analyzed
the efféct on patient waiting-times when primary-care patients use the Emergency
Department. They proposed a priority discipline for different categories of patients and -
‘then a first-in-first-out discipline for each éategory; They found that the priority
discipline reduces the average waiting-time for all patients; however, while the waiting-
time for higher priority patients is reduced, lower ﬁﬁority patients endure a longer

average waiting-time.

Even though Queuing Theory can analyse the waiting-time and flow of unscheduled
patient-arrivals in the Emergency Department, it has limited.pot.ential to gnalyse the
: dynamic-complexity of the patient-flow in the Emergency Department comp>ared to
Discrete-event -Simulation. However the researcher concludes that there is méde?ate
possibility' of using Queuing Theory successfully in managing patient-ﬂow in the

Emergency Department.

9.2 Scheduling Patients for Doctors

This decision is also described in detail, inciu_ding the outcomes of the decision, in
Chapter 6.5.2. This section analyses the possibility of using Discrete-event Simulation
and Queuing Theory successfully in making this decision in the Emergency:

Department. The analysis and discussion follow under each separate technique.

9.2.1 Discrete-event Simulation

In the literature, the majority of Discrete-event Simulation studies of patient-scheduling
are focused on outpatient-clinics. Quo et al. (2004) outlined a Discrete-event Simulation

framework for analyzing scheduling-rules for outpatient-clinics. This framework,
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termed P;itient Scheduling Simulation Model (PSSM), addresses four key components
- of an outpatient-clinic scheduling-system: demand for .appointments, supply of
physician time-blocks, patient-flow, and vthe scheduling-algorithm. The study provides a |
demopstration of the fré,n.]ework for a paediatric ophthalmology clinic and discusses
some challenges for adapting the framework to other settings. Rohledér and Klassen
(2002) presented a Discrete-event Simulation study of rolling-horizon appointment-
scheduling. The study considered two common management policies: Overload Ruies
and Rule Delay. The Overload Rules policy considers ‘scheduling-methods such as
overtime and double-booking that afe used when demand is high; while the Rule Delay
“policy determines when to-implemeﬁt Overload Rules. The Aauthc‘)r.s conclude that
determining the "best" sch.eduling policy depends on the meaéures of performance that '
are deemed most important by deéision-makers. Klassen and Rohleder (1996) used
Discrete-event Simulation fo study the best time to schedule patients with large patient
service-time means and Qariahces. They analyzed several rules and arrived at the best
result that minimized the patient's. Waitiné-tifne and: the physician's idle-time.
Additionally, they analyzéd the best position for unscheduléd appointment-slots for
potentially urgent calls and fouﬁd no conclusive scheduling-rule. Centeno, et al. (2001)
described a DES study for labor- and delivery-rooms at Jackson Memorial Hospital,
focusinglvon improving doctor- and staff-scheduling. This simulation-model also
investigated possible changes in the schgduling of patients, room-scheduliﬂg, and the
doctors’ room-assignment. Groothuis et al. (2001) investigat'e:d two patient-scheduling
~ procedures (the existing procedure where no patient was sch_eduled after 4:00pm, versus
scheduling a fixed number of patients eabh day) for a hosﬁital cardiac catheterization
lab. Both scheduling-procedures were appiied to the current configuration and three
additional experimental co'nﬁguraﬁons, with patient-throughput énd working-dayt

duration as the measures of performance. A Discrete-event Simulation was designed
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using Medmodel and showed that the third experimental configuration under the current
scheduling-procedure could, on average, accommodate two additional patients with

fewer working days that exceeded eight hours.

According fo the above studies and applications, Discrete-event Simulation can provide
dptimél patieht-skcheduling, balahcing the trade;off between physician utilisation-rates
and patieht waiting-times. Discrete-event Simulation also can be used to analyze
physician utilization-rates with respect to ED perfonnance-mgasures by using different
input-?ariables. After considering the abové successful applications and the capabilities
of the technique. to achieve the desired outcomes of the decision, the researcher
cbnclﬁdes tilat there is a high possibility of using Discrete-event Simulation successfully

in scheduling patients for doctors in ED.

~ 9.2.2 Queuing Theory

Fiems et al. (2007) investigated the effect of em’ergenéy requests on the waiting-times of
scheduled patients with deterministic processing—timés. It is a pre-emptive repeat
priority queuing-system in which thé emefgency patients interrupt the scheduled
_patient_s and the latter’s service is restarted as opposed to being resuined. This paper
modelled a single-server queue and divided time into equally-long slots. Periods of
emergéncy interruptions were considered to have no server available frorh the point of
view of the scheduled-patients. DeLaurentis et al. (2006) pointed out that patient no-
shows» without cancelling appointments could lead to a waste of resources. Théy
proposed implementing short-notice appoinfment-systems based on a queuing-network
analysis tailored to the .realities of any particular outpatient-clinic. Their approach
assumed the availability of a certain number of staff who could» be distributed amongst
the different stations of the queuing-network in several combinations. A combination is

chosen based on its resulting utilization per station and expected patient length-of-stay
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in clinic. The implementations of these ideas did not improve the appointment-system, a
failure which they attributed to the clinic using many visiting doctors and the patients

being unable to schedule visits with their primary-care physician at short notice.

Even-though there are not many Queuing Theory applicaﬁons in patient-scheduling for
doctors in healthcare, the above two studies reveal that Queuing Theory as a |
mathematical modelling-tool also has the 'capability to schedule patiénts in such
complex cases. “After considering the limitations of Queuing Theory as a mathematical
modelling-tool, the researcher concludes that Queuing Theory can be used as a
moderately-successful modelling-tbol in scheduling patients . for doctors in the -

Emergency Department.

9.3 Scheduling Patients for Shared Resources

The decision scheduling patients for shared resources is described in detail, including
the expected outhmes of the decision, in Chapfer 653 This -sub-chapter analyses the
possibility of successﬁjlly using Discrete-eveht Simulation 'and Queuing Theory in
makingk this decision in the Emergency Departrhent. The Aanalysis and discussioﬂs ,

follow under each separate technique.

9.3.1 Discrete-event Simulation

Most Discrete-event Simulation "applications in patient-scheduling are focused -on
outpatient-scheduling. Two very successful simulation-based patient-scheduling case-
studies were recently published reiating to this decision.” Vermeulen et al. (2008) .
presented a detailed Discrete-event Simulation model for scheduling patients to a
hospital resource. Their approach was on an operaﬁonal-le?el. Specifically it presented
the details of the CT-scan scheduling-case at the academic hospifal, the Academic

Medical Centre. In current practice, adjusting the resource-calendar manually requires
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cdnstant_ attention and. was critically dependent on the expertise of the calendar
supervisor. They impleniented a realistic simulation of their cese-study to analyze the
hroblem and evaluate appreaches. The results of this simulation show that their
approach can effectively schedule patients with different attributes and make efficient
use of capacity. Oguleta et al. (2009) introduced a patient-scheduling approach for a
university radiation oncology department to minimize delays in treatment due to
potential prolongations in the treatment of current patients, and to maintain efficient use
‘of the daily treatment-capacity. A siﬁlulation-analysis of the scheduling approach was
also conducted to assess its efficiency under different environmental conditions and to
determine appfopriate scheduling-policy parameter-values. Also, the simulation-
analysis of the suggested scheduling approach.enabled the determination Qf appropriate
scheduling—parameters under given circumstances. Therefore the system performed
more efficiently using the apprepriate schedﬁling-pa_rameters and this minimized the
percentage of unaccepted patients, treatment-delay, and the number of patients waitihg

in queue.

According to these successful scheduling-applications, it is very clear that Discrete-
‘event Simulation can effectively schedule patients with different attributes for shared
resources in the Emergency Department and make efficient use of capacity to maintain

hi gher performance-values.

9.3.2 Queuing Theory .

Queuing Theery applications relating to this decision are not common. One study has
been done by Vas_enawala and Desser (2005) to determine whether Queuing Theory.'
would allo§v the prediction of the optimal number of schedule-siots to be reseﬁed for
urgent computer tomography (CT) and ultrasonography (US) at the Department of

Radiology, Stanford University School of Medicine, USA. According to them, a
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radiology department has some time-slots scheduled for routine radiology-analysis.
Emergency requests may require re-scheduling of scheduled requests. Given a 1% or
5% probability of re-scheduling, they used Queuing Theory to determine how many

scheduled slots to leave empty during routine scheduling.

Even though there is not a sufficient ﬁumber of published applications in patient-
scheduling for the shared resourées in Emergency. Department, the capability of
Queuing Theory énd the above similar application in hea]thcare reveal that Queuing
Theory can be used as a moderately-successful modelling téol to support making this

decision in ED.

Table 9.1 Matrix of the Operational Level Decisions in ED and Possible Tools
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Managing patient-flows M L
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- 9.4 Summary

This chapter attempted to identify the 'possibility of using Discrete-event Simulation and .
: two. more modelling techniques sUccéssfully in operational-level decisions in the
Emergency Department. The analysis reveals that Discrete-event Simulation is the most

. suitable modelling-tool in these operational-level decisions. In the light of this analysis,
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Table 9.1 summarizes the possibility of using each tool and technique in operational-
level decisions considered in the framework. The table shows that there is a high
pbssibility (H) of successfully using-biscrete-event >S’imu1ation in all three decisions
considered. The analysis further reveals that Queuing Theory‘ also can be used as
moderately—sﬁccessﬁll (M) mathematical modelling-tool in all three decisions. The
researcher couldn't find any evidence of a System Dynamics application relating to the
decisions considered at the operational-leilel. However, the capability of System
D.ynamics as a modelling-tool also reveals that there is a low possibility (L) of applying

* it successfully in these operational-level decisions.
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CHAPTER TEN

10. C_Onclusion

This chapter includes three parts. The first part of the chapter concludes the thesis and
the second part explains the contribution to the knowledge from the research. The final

part is given the limitations and future work.

10.1 Conclusions

, _Over'the lést three decades a variety Qf systems-engineering tools have been used in a
wide variety of 'application_s to achieve major improvements in the quality, efficiency,
safety, and custoﬁef-centréd nature bf processes, prodhcts, and services in a wide range
of manufacturing and service-industries. The healthcare sector as a whole havs been very
slow to embrace them. However, a growing number of studies and applications in
'many areas of healthcare have been published by researchers, academics and
consultants over the last two decades. Discrete-event Simulation, Queuing Theory,
System Dynamics, Lean Six Sigma, and Balanced Scorecards have been 4adapted to
applications in many areas of héélthcare_ delivery. Ambng them, Discrete-event
Simulation is one of the most »powerfui,tools used to analyze the behaviour of large, .
'compléx and dynamic syétems. Simulations can be used as tools that eﬁable Emergency
Departments to conduct accurate and objective predictive analyses of the éffects of
improvements, changes, ana,new designs prior to implementation. Although over the
last thirty years‘a growing number of studies have used Discrete-event Simulation in
healthcare and emergency-éare, fhe simulation is stili not Widély-accepted as a viable

modelling-tool in decision-making in health- and emergency-care systems.
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Over the last two decades, ovefcrqwding and long waiting—times ih the Emergency
- Department have Become a universal and growing acute problem with no easy
solutions. ‘Overcrowding is a situation in Wﬁich the demand for ED sérvices exceeds the
ability of a department to provide quality care within acceptable time-frarﬁes. Chapter'S ,
identiﬁed numerous effects of this problem, including an increased number of medical
errors, the prolonged pain and suffering df patients, more patient-deaths, decreased
Apatient-satisfactioh, increaséd numbers of patients ieaving before treatment, increased
violence, frustration of staff, ambulance-diversion, and increésing costs. Chapter 5
mainly analysed the causes of ovefcrowdiﬁg in ED, and identified two main types of
cause i.e. causes within the confrol of the Emergency Department and causes beyond

the immediate control of the ED."

The causes b'eyond the coﬁtrol of the ED are:

e Anincrease in ED patient-demand;
e High patient-acuity and cqmpléxity of diseases;
. Language and cultural barriéré;

K Seasonal variations (e.g. the season, holidays, the day of the week);
e Lack of funding; o |

~»  Closure or decreased hours of other hospitals;

o Redi;ced access to primary care;

“e. Lack of community care;- |

e Lack of preventive care.

The causes of overcrowding which can be controlled within the Emergency Department

may be divided into three main categories: inefficient ED processes and policies;
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deficiencies in the workforce; and inadequate facilities, resources and technology.

Under each category, the sub-causes of overcrowding are identified as follows.

 The causes related to inefficient ED processes and policies are:

Delays in diagﬁostics; '

Boarding patients for admission to hoépital;

Slow throughput of patients; "

Delays in ancillary services (e.g. laboratory, radiology, respiratory therapy);

Medical record documentation requirements.

The causes related to the deficiencies in the workforce are:

‘A shortage of ED nurses;

A shortage of physicians;
Unavailability of on-call physicians/ specialists; -
Shortages of medical and surgical subspecialists;

Shortages of other support-staff (e.g. radiologists, fechnicians, housekeepers).

The causes related to the inadequate facilities, resources and technology are:

A lack of inpatient beds;

‘Unavailability of ancillary services (e.g. laboratory and radiology)

Insufficient ED space;

Slow or incompatible information systems.

Chapter 6 of this thesis developed an ED decisions-framework based on the causes of

overcrowding found in Chapter 5 The framework included nine ED decisions covering . -

all three categories of the causes of overcrowding and three main time-horizons i.e.

long-term, medium-term and short-term. Since all the decisions in this framework are
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selected based on the causes of overcrowding, the common outcome of those decisions
are improved ED cgpacity‘ and efficiency including reduced throughput-time and
waiting-times in ED. The policy-makers énd ED maﬁégers essentially need a tobl or set
of tools to study the outcomes of thesé decisions and the effects of multiple and
éomplex changes on the entire system before the decisions are implemented. The
identiﬁcation.of the most suitable tool or set of tools for each decision provides a better

opportunity for ED managers to overcome the overcrowding problem.

Chapter 7, 8 and 9 of this thesis attempted to indentify the most suitable tool or set of
tools for the ED decisions in this framework in the long-term, medium-term and short-

term respectively. The ﬁndings of these three chapters_are'summarised in Table 10.1.

Table 10.1 Matrix of Emergency Department Decisidns and Possible Tools
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Table 10.1 presents the possibility of using Discrete—e&eht Simulation ahd other selected
_tools and techniques in making those decisions which are highly related. to -the'
overcrowding problem in EDs. The analySié reveals that DES can be successfully used
as a tool that enables Emergency Departmenté to conduct accurate and objective
predictive analyseé of the effects of decisions prior to implementation at the strategic,
tactical, as well as the operational level. In the light of this analysis, the researcher

derived the following conclusions.

e There is a high possibility of successﬁllly uSing Discrete-event Simulation in
~ long-term, médium-term and short-term decision-making in the Emergency
Department. Thérefore, Discrete-event Simulation is the most suitéble tool that
can be usedlin the decision-making to- overcome the overcrowding problem in

the ED.:

* Queuing Theory is a moderate tool for most of the decisions in the ED. As a
mathematical modelling-tool it has a low possibility of successful use in two
~ decisions, i.e. introducing new policy to the ED in the long-term and improving

the ED process in the medium-term.

e System Dynamics has a high possibility of successful use in introducing new
policy to the ED in the long-term. It can also be used as a moderate tool in
- improving the ED process in the medium-term as well. SD is not a viable tool to

use in any other decisions, especially short-term ones.

e Lean Six Sigma is an industrial management technique which has a high

possibility of successful use in improving the process in the Emergency
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Department. But this method has a low poséibility of successful use in other

decisions in the Emergency Department.

e Balanced Scorecards can be used as a moderate strategic management tool in

new policy implementation in the Emergency Department.

10.2 Contribution to Knowledge

The aim of this research was to develop a modelling-based framework to overcome the
overcrowding problem in Emergency Departments in hospitals. In the light of the -

findings of this research, the following contributions are given to Knowlédge.

e At the beginning of this research, a literature survey of the use of simulatioﬁ in
healthcare was conducted. Previously, only two comprehensive reviews of using
simulation in healthcare had bgeﬁ conducted by Jun et al. (1999) and Fone et al.
(2003). Both fhese reviews have covered the period until 1999 and thereafter any
comprehensive review has not been done in literature. This research conducted a

. comprehensive review the use of simulation in healthcare from 1999 to early
2005 ihcluding the'preiviouS reviews. Filling this vacuum in literature is the first
valuable contribution to knowledge from this reéearch.

° The ED is a highly-complex systém for study. In the literature there is no single
corﬁprehensive document to be famiiiar with ED operations and issues. This
research conducted é éomprehensive stﬁdy to understand the ED functionality,
IESOUrces, process and issues before eiftempting to identify the overcrowding
problem. It also -inciudes ED process-mapping,- patients;anival analysis aﬁd
building a simulation4model to give an overview of the ED operatfons. This is

the second valuable contribution to the knowledge from this research.
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. Thirdly, this research conducted a comprehensive analysis of the overcrowding

. problem in the Emergency Depértment. -If identified causes and consequences of

the overcrowding. The causes of crowding are analysed in detail and presented

in a more meaningful manner using tables and a Fishbone Diagram. It is the first

comprehensive analysis of the causes of overcrowding whic'h' can be used by
futﬁre researchérs in this field.

e Fourthly, the research identified the hierarchal ED decisions associated with the
overcrowding problem andvmapped them in holistic manner for the purpose of
addressing the overcrowding problem. It is also the ﬁ.rst.‘presentation of ED
decisions in a hierarchal and holistic manner for a research purpose.

e Finally, it conducted a comprehensive analysis of the use of sirﬁulation and other

| system tools in healthcare, and identiﬁed the best possible tdois and techniques

for the given decisions in EDs to overcome the ovércrowding problem.

This research is intended to provide guidance.bfo,r personnel who are making decisions in
Emergency Departments and Healthcare. The framework developed in this research
provides a systematic approach to ‘selecvting the most appropriate tool in making given
decisions in any Emergency Department. It further reveals :ﬁore ab.out different
modelling techniques and their successful storie; in Healﬁhcére that can be épplied in
" ED manégement. This research will not only assist Healthcare and ED decision-makers
but also help professional Modellers and Systems-engineers as well as the researchers
~ and consultants who are interésfed in ED management to expand their Modelling
knowledge. Therefore this research contributes to knowledée in two fields of study, 1.e. |

Healthcare and ED Management; and Modelling and Systems-éngineel_'ing. .
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10.3 Future Work

This research focused on developing a_frémework which can be helpful to the ED and
hospital policy-makers and administrators in choosing the apprdpriate systems-analysis
tools and techniqueg in ED décision-making; and in overcoming the overcrowding
problem. It didn't attempt to address the ways of using these tools and techniques to
overcome the.problems in the ED. The Simufation and other systems-analysis tools in
'the ED should no longer be jlist for academics and consultants. High and mid-level ED
managers should actively seek out simulation as a problerﬁ-solving technique af the
strategic level as well as the operatiorial level in day-to-day décision-making. Thus it
Will require further research to accelerate the development, adaptation, implémentation,
and diffusion of Discrete-event Simulation and other systems-analysis tools iﬁ a holistic

way in Emergency Department operations.

As explained in Chapter 5, the causes of Emergency Department overcrowding are of
two types: causes within the Emergenqy Départment and causes beyond the Emergency -
Department. This research focused on only the gauées 'w.ithin thé Emergency
Department. To alleviate the overcrowding crisis in the ED, it is necessary to address all
the facths, including the factors outside the ED as well. Thercforé further research is
required to address the whole Emergency—car.e | system including the causes of

'ovelrcrowding beyond the control of the Emergency Department.

From past experience when such new approaches are introduced into a system, they are
~ used reluctantly and their continued use is in doubt. Therefore, it will be necessary to
extend this research to embed these modelling techniques into the management system

in ED for managers to use them sustainably.
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Appendix 1

Required Resources for EDs

American College of Emergency Physicians (2007) suggested following equipment and

supplies; Radiologic, imaging, and other diagnostic services; Laboratory capabilities;

Pharmacological/therapeutic drugs for EDs.

1. Equipment and supplies for EDs -

Entire Department

Central station monitoring
capability '

Physiological monitors

Blood flow detectors
Defibrillator with monitor and
battery

Thermometers

Pulse oximetry

Nurse-call system for patient use
Portable suction regulator
Infusion pumps to include blood
pumps ' :

IV poles

Bag-valve-mask respiratory and
adult and pediatric size mask
Portable oxygen tanks
Blood/fluid warmer and tubing
Nasogastric suction supplies
Nebulizer

Gastric lavage supplies, including
large-lumen tubes and bite blocks
Urinary catheters, including
straight catheters, Foley catheters,
Coude catheters, filiforms and
followers, andappropriate
collection equipment
Intraosseous needles

Lumbar puncture sets (adult and
pediatric)

Blanket warmer

Tonometer

Slit lamp

" Wheelchairs

Medication dispensing system with
locking capabilities

- Separately wrapped instruments

(specifics will vary by epartment)
Availability of light microscopy
for emergency procedures
Weight scales (adult and infant)
Tape measure

. Ear irrigation and cerumen

removal equipment

Vascular Doppler

Anoscope A ,
Adult and Pediatric ‘‘code’” cart
Suture or minor surgical procedure
sets (generic) _

Portable sonogram equipment
ECG machine

Point-of-care testing

X-ray view box and hot light
Film boxes for holding x-rays
Chart rack '

Computer system

Internet capabilities

Patient tracking system

Radio or other device for
communication with ambulances
Patient discharge instruction
system

Patient registration -
system/Information se_rvicés
Intradepartmental staff
communication system: pagers,
mobile phones

ED charting system for physician,
nursing, and attending physician
documentation equipment
Reference materials including



toxicology resource information

Personal protective equipment:
gloves, eye goggles, face mask,

gowns, head and foot covers

Linen (pillows, towels wash cloths
gowns, blankets)

Patient belongings or clothing bag
Security needs, including restraints
and wand-type or freestanding metal
detectors as indicated

Equipment for adequate
housekeeping

General Examination Rooms

Examination tables or stretchers

‘appropriate to the area. (For any

area in which seriously ill patients
are managed, a stretcher with

* capability for changes inposition,

attached IV poles, and a holder for
portable oxygen tank should be
used. Pelvic tables for GYN

‘examinations.)

Step stool ,

Chair/stool for emergency staff
Seating for family members or
visitors

Adequate lighting, 1nc1ud1ng

~ procedure lights as indicated

Cabinets
Adequate sinks for hand-washing,

including dispensers for germicidal

soap and paper towels
Wall-mounted oxygen supplies and
equipment, including nasal
cannulas, face masks, and venturi

" masks.

Wall-mounted suction capability,
including both tracheal cannulas and
larger cannulas

Wall-mounted or portable
otoscope/ophthalmoscope
Sphygmomanometer/stethoscope
Oral and nasal airways
Televisions '

Reading material for patients
Biohazard-disposal receptacles,
including for sharps

Garbage receptacles for non-

-contaminated materials

Resuscitation Room
All items listed for general examination
rooms plus:

Adult and Pediatric “‘code cart”
to include appropriate medlcatlon
charts

Capability for direct
communication with nursing
station, preferably hands free
Radiography equipment
Radiographic view boxes and hot
light

Airways needs

Bag-valve-mask respirator (adult
pediatric, and infant)
Cricothyroidotomy instruments
and supplies Endotracheal tubes,
size 2.5 to 8.5 mm

Fiberoptic laryngoscope
Laryngoscopes, straight and
curved blades and stylets
Laryngoscopic mirror and
supplies

Laryngeal Mask Alrway (LMA)
Oral and nasal airways
T_racheostomy instrument and
supplies '
Breathing

BiPAP Ventilation System
Closed-chest drainage device
Chest tube instruments and
supplies

Emergency thoracotomy
instruments and supplies
End-tidal CO2 monitor18
Nebulizer '

Peak flow meter

Pulse oximetry

Volume cycle ventilator
Circulation .

Automatic physiological momtor,
noninvasive :
Blood/fluid infusion pumps and
tubing

Blood/fluid warmers

- Cardiac compression board



Central venous catheter setups/klts
Central venous pressure

. 'momtonng equipment »
Cutdown instruments and supplies

Intraosseous needles

IV catheters, sets, tubing, poles
Monitor/defibrillator with pediatric
paddles, internal paddles,
appropriate pads, and other
supplies '
Pericardiocentesis instruments
Temporary external pacemaker
Transvenous and/or transthoracic
pacemaker setup and supplies
12-Lead ECG machine

Trauma and Miscellaneous
Resuscitation

Blood salvage/autotransfusion
device

Emergency obstetric 1nstruments
and supplies

Hypothermia thermometer

Infant warming equipment
Peritoneal lavage instruments and -
supplies .

Pneumatic antishock garment, as

“indicated

Spine stabilization equipment to
include cervical collars, short and
long boards

Warming/cooling blanket

. Other Special Rooms v
- All items listed for general examination
rooms plus:

Orthopedic

Cast cutter

Cast and splint application supphes
and equipment

Cast spreader

Crutches

Extremity-splinting devices.
including traction splinting and
fixation pins/wires and
corresponding instruments and
supplies

Halo traction or Gardner-

Wells/Trippe-Wells traction
Radiograph view and hot light
Suture instrument and supplies
Traction equipment, including

hanging weights and finger traps

Eye/ENT
Eye chart

- Ophthalmic tonometry device

(applanation, Schiotz, or other)
Other ophthalmic supplies as
indicated, including eye spud, rust
ring remover, cobalt blue light
Slit lamp
Ear irrigation and cerumen
removal equipment ‘
Epistaxis instrument and supplies,
including balloon
posterior packs
Frazier suction tips
Headlight
Laryngoscopic mirror

" Plastic suture instruments and

supplies

OB-GYN _

Fetal Doppler and ultrasound _
equipment Obstetrics/Gynecology
examination lightVaginal specula
in pediatric through adult sizes
Sexual assault evidence-collection

~ kits (as appropriate)

Suture material

Miscellaneous

Nitrous Oxide equipment



2. Radiologic, imaging, and other diagnostic services for ED

The following should be readily
. available 24 hours a day for emergency
_ patients:

Standard radiologic studies of bony and
soft-tissue structures including, but not
limited to
Cross-table lateral views of spine with
full series to follow
Portable chest radiographs for acutely
ill patients and for verification of
placement of endotracheal tube central
line, or chest tube :
Soft-tissue views of the neck
Soft-tissue views of subcutaneous
tissues to rule out the presence of
foreign body
-Standard chest radiographs, abdominal
series, etc

Pulmonary services
Arterial blood gas determmatlon
Peak flow determination
Pulse oximetry

Fetal monitoring (nonstress test)/uterme
momtormg

Cardiovascular services
Doppler studies
12-Lead ECGs and rhythm strips

- Emergency ultrasound services for the
diagnosis of obstetric/gynecologic, cardiac
and hemodynamic problems and other
urgent conditions.

The following services should be
available on an urgent basis, provided
by staff in the hospital or by staff to be
called in to respond within a reasonable
period of time: '

* Nuclear medicine

Ventilation-p‘erﬁ;sioh lung scans
Other scintigraphy for trauma and
other conditions

Radiographic
Arteriography/venography
Computed tomography
- Dye-contrast studies (intravenous
pyelography, gastrointestinal contrast,
. etc) :

Vascular/flow studies including
impedance plethysmography



3. Laboratory capabilities for ED

Blood bank .
Bank products availability
Type and cross-matching capabilities

Chemistry

Ammonia

Amylase

Anticonvulsant and other therapeutlc drug
levels

Arterial blood gases

Bilirubin (total and direct)

Calcium

Carboxyhemoglobin

Cardiac isoenzymes (including creatine
‘kinase-MB)

‘Chloride (blood and cerebrospinal fluid
[CSF])

Creatinine

Electrolytes

Ethanol

Glucose (blood and CSF) .
Liver-function enzymes (ALT AST,
alkaline phosphatase)

Methemoglobin

Osmolality

Protein (CSF)

Serum magnesium

Urea nitrogen

Hematology

Cell count and differential (blood, CSF,
and joint fluidanalysis)

Coagulation studies

Erythrocyte sedimentation rate

- Platelet count

Reticulocyte count
Sickle cell prep

Microbiology :
Acid fast smear/staining
Chlamydia testing

. Counterimmune electrophoresis for

bacterial identification ,
Gram staining and culture/sensitivities
Herpes testing

Strep screening

Viral culture

 Wright stain

Other

Hepatitis screening

HIV screening :

Joint fluid and CSF analysis
Toxicology screening and drug levels
Urinalysis

Mononucleosis spot

Serology (syphilis, recombinant
immunoassay)

Pregnancy testing (qualitative and
quantitative)



4. Pharmacological/therapeutic drugs for EDs

Analgesics

narcotic and non-narcotic
Anesthetics

_topical, infiltrative, general

Anticonvulsants
Antidiabetic agents
Antidotes

antivenins
Antihistamines
Anti-infective agents

- systemic/topical

Anti-inflammatories

steroidal/non-steroidal
Bicarbonates
Blood Modifiers

Anticoagulants to include
thrombolytics

Anticoagulants
Hemostatics

systemic

topical

plasma expanders/extenders
Burn Preparations
Cardiovascular agents

Ace inhibitors

Ademergic blockers

Adermergic stimulants

Alpha/Beta blockers

Antiarrhythmia agents

Calcium channel blockers

Digoxin antagonist

Diuretics

Vasodilators

. Vasopressors

Cholinesterase Inhibitors
Diagnostic agents

Blood contents

Stool contents

- Testing for myasthenia gravis

Urine contents
Electrolytes

Cation exchange resin

Electrolyte replacements,
parenteral and oral

Fluid replacement solutions
Gastrointestinal agents
Antacids
Anti-diarrheals
Emetics and Anti-emetics
Anti-flatulent
Anti-spasmodics .

-~ Bowel evacuants/laxatives
Histamine receptor antagonists:
Proton pump inhibitors

Glucose elevating agents

- Hormonal agents

Oral contraceptives
Steroid preparations
Thyroid preparations
Hypocalcemia and hypercalcemia
management agents .
Lubricants
Migraine preparations
Muscle relaxants
Narcotic antagonist
Nasal preparation
Ophthalmologic preparations
Otic preparations
Oxytocics
Psychotherapeutic agents

- Respiratory agents

Antitussives
Bronchodilators
Decongestants
Leukotriene antagonist -
RhO(D) immune globulin
Salicylates
Sedatives and Hypnotics
Vaccinations
Vitamins and minerals



Appendix 2

Paired T-test to compare the hourly patient-arrivals between
‘the days of the week '

Paired T-Test énd Cl: Sunday count, Monday Count

Paired T for Sunday count - Monday Count

N Mean StDev SE Mean
Sunday count 24 292.750 199.904 40.805
Monday Count 24 268.958 185.680 37.902
Difference 24 23.7917 69.2079 14.1270

95% CI for mean difference: (-5.4323, 53.0156) ‘
T-Test of mean difference = 0 (vs not = 0): T-Value = 1.68 P-Value = 0.106

Paired T-Test and CI: Tuesday Count, Monday Count

Paired T for Tuesday Count - Monday Count

N Mean StDev SE Mean
Tuesday Count 24 243.750 174.744 35.669
Monday. Count 24 268.958 185.680 37.902

Difference 24 -25.2083 31.4061 6.4108
95% CI for mean difference: (-38.4700, -11.9467)

T-Test of mean.difference = 0 (vs not = 0): T-Value = -3.93° P-Value = 0.001
Paired T-Test and Cl: Tuesday Count, Wed Count

Paired T for Tuesday Count - Wed Count

N Mean StDev SE Mean
Tuesday Count 24 243.750  174.744 35.669
Wed Count 24 235.542 166.393 33.965

Difference 24 8.20833 29.41603 6.00452

95% CI for mean difference: (-4.21296, 20.62963)
T-Test of mean difference = 0 (vs not = 0): T-Value = 1.37 P-Value = 0.185

Paired T-Test and Cl: Wed Count, Thursday count

pPaired T for Wed Count - Thursday count

: N Mean StDev SE Mean
Wed Count 24 235.542 166.393 33.965
Thursday count 24 252.292  182.526 37.258
Difference 24 -16.7500 29.6197 6.0461

95% CI for mean difference: (-29.2573, -4.2427)
T-Test of mean'difference = 0 (vs not = 0): T-Value = -2.77 P-Value = 0.011

Paired T-Test and CI: Friday Count, Thursdéy count
’ 1



- Paired T for Friday‘Count - Thursday -count -
) N - - Mean StDev  SE Mean
Friday Count L 24 233.667 154.305 31.497

Thursday count 24  252.292 182.526 37.258
Difference 24 -18.6250 41.0724 8.3839

95% CI for mean difference: (-35.9683, -1.2817)
T-Test of mean difference = 0 (vs not = 0): T-Value = -2.22 P-Value = 0.036

Paired T-Test and Cl: Friday Count, Sat Count

Paired T for Friday Count - Sat Count

N Mean StDev SE Mean
Friday Count 24 233.667 154.305 31.497
- Sat Count 24 264.417 173.587  35.433

Difference 24 -30.7500 51.3566 10.4831

95% CI for mean difference: (-52.4360, -9.0640)
T-Test of mean difference = 0 (vs not = 0): T-Value = -2.93 P-Value = 0.007

Paired T-Test and Cl: Sunday count, Sat Cohnt_ :

Paired T for Sunday count - Sat Count

N -Mean StDev SE Mean

Sunday' count 24 292.750 199.904 40.805
Sat Count 24 264.417 173.587 35.433

Difference 24 28.3333 36.1971 7.3887

95%. CI for mean difference: (13.0486, 43.6180)
T-Test of mean difference = 0 (vs not = 0): T-Value = 3.83  P-Value = 0.001



Appendix 3

‘Paired T-test to compare the daily patient-arrivals between the
months of the year

Paired T-Test and CI: January, February

.Paired T for January - February

N - Mean StDev SE Mean

January 28 110.75 16.02 3.03
February = 28 108.71 17.37 3.28
Difference 28 2.04 21.64 4.09°

95% CI for mean difference:  (-6.35, 10.43) :
T-Test of mean difference = 0 (vs not = 0): T-Value = 0.50 P-Value = 0.623

Paired T-Test and Cl: February, March
Paired T for February - March

N Mean StDev SE Mean

February 28 108.71 17.37 . 3.28.
March 28 '135.93 23.18 4.38
Difference 28 -27.21 31.99 . 6.04

95% CI for mean difference: (-39.62, -14.81) : _
T-Test of mean difference = 0 (vs not = 0): T-Value = -4.50 P-Value = 0.000

Paired T-Test and CI: March, Aprial

Paired T for March - Aprial

: : N Mean StDev SE Mean
March 30 133.47 24.70 4.51

Aprial 30 123.30 18.51 3.38
Difference 30 10.17 32.19 5.88

95% CI for mean difference: (-1.85, 22.19)
T-Test of mean difference.= 0 (vs not = 0): T-Value = 1.73 P-Value = 0.094

Paired T-Test and Cl: Aprial, May
Paired T for Aprial - May

N Mean StDev SE Mean

Aprial 30 123.30 18.51 3.38
May 30 139.30 15.13 2.76
Difference 30 -16.00 25.85 4.72



95% CI for mean difference: (-25.65, -6.35) ‘ .
T-Test of mean difference = 0 (vs not = 0): T-Value = -3.39 P-Value = 0.002

Paired T-Test and Cl: May, June

Paired T for May - June

N Mean StDev SE Mean

May 30 139.30 15.13 2.76
June 30 127.40 21.25 3.88

Difference 30 11.90 26.36 4.81

95% CI for mean difference: (2.06, 21.74)
T-Test of mean difference = 0 (vs not = 0): T-Value = 2.47 P-Value = 0.020

Paired T-Test and Cl: June, July

Paired T for June - July

N Mean StDev SE Mean

June 30 127.40 21.25 3.88
July 30 117.73 24.36 . 4.45

Difference 30 9.67 35.89 6.55

95% CI for mean difference: (-3.74, 23.07) :
T-Test of mean difference = 0 (vs not = 0): T-Value = 1.48 P-Value = 0.151.

Paired T-Test and CI: July, August

Paired T for July - August

N Mean StDev SE Mean

July 31 117.52 23.98 4.31
August 31. 95.29 13.61 2.45

Difference 31 ~22.23 30.01 5.39

95% CI for mean difference: (11.22, 33.24) ) .
T-Test of mean difference = 0 (vs not = 0): T-Value = 4.12 P-Value = 0.000

Paired T-Test and CI: August, September

Paired T for August - September

N Mean StDev SE Mean

August - 29 95.93 13.76 2.56
September 29 110.41 19.97 ° 3.71
Difference 29 -14.48 26.50 4.92

95% CI for mean difference: (-24.56, -4.40)
T-Test of mean difference = 0 (vs not = 0): T-Value = -2.94 P-Value = 0.006

Paired T-Test and Cl: September, October
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Paired T for September - October

N  Mean StDev SE Mean

September 29 110.41 19.97 3.71
October 29 114.34 19.50 = 3.62
Difference 29 -3.93 35.42 6.58

95% CI for mean difference: (-17.41, 9.54)

T-Test of mean difference = 0 (vs not = 0):

Paired T-Test and Cl: October, November

Paired T for October - Névember

N Mean StDev SE Mean

October 30 114.57 19.20 3.51
November 30 120.77 16.80 3.07
Difference 30 -6.20 25.01 4.57

95% CI for mean difference: (-15.54, 3.14)

T-Test of mean difference = 0 (vs not = 0):

Paired T-Test and Cl: November, December

Paired T for November - December

. N Mean StDev SE Mean
November 30 120.77 16.80 3.07

December 30 114.20 20.28 .3.70
Difference 30 6.57 28.07 5.13

95% CI for mean difference: (-3.92, 17.05)

T-Test of mean difference = 0 (vs not = 0):

‘Paired T-Test and Cl: December, January

Paired T er'December - January

"N Mean StDev SE Mean

December 31 113.71 20.13 3.62
January 31 111.06 15.28 1 2.74
Difference 31 2.65 25.86 4.65

95% CI for mean difference: (-6.84, 12.13)

T-Test of mean difference = 0 (vs not = 0):

T-Value = -0.60 P-Value = 0.555

T-Value = -1.36 P-Value = 0.185

T-Valuev= 1.28 P-Value = 0.210

T-Value = 0.57 P-Value = 0.573



Appendix 4
Introduction to IDEF0

Integration Definition for Function Modeling (IDEFO0) is a method designed to model
the decisions, actions, and activities of an organization or system. IDEF0 was derived
from a well-established graphical language, the Structured Analysis aﬁd Design
Technique (SADT). The United States Air Ferce commissioned the developers of |
SADT to develop a function modeling method for analyzing and cemmﬁnicating the
functional perspective of a system. Effective IDEF0 models help to organize the
analysis of a system and to.promote good communication between the analyst and the
customer. IDEFO is useful in establishing the scope of an analysis, especially for a
functional analysis. As a communication tool, IDEF0 enhances domain expert
involvement and consensus decision-making through simplified graphical devices. As
an analysfs tool, IDEFO assists the modeler in identifying what functions are performed,
what is needed to perform those functions, what the current system does right, and what

" the current system does wrong. Thus, IDEF0 models are often created as one of the first

'~ tasks of a system development effort.

The IDEF0 method is used to specify function models. IDEFO allows the user to depict
a view of the process 'including the Inputs, outputs, controls and mechanisms (which are
referred to generally as ICOMs). In an IDEF0 model, the central box represents the
activity, described by an ac'tivity name beginning with a verb. As shown in figure A-1,

- arrow enter and exit the boX.‘ The arrows from the left‘represent_ inputs to a activity and
arrows coming out from the right repfesent the outputs that the activity i)roduces by the
transforming or consuming its inputs. The arrows coming from the top are controls,
which constrain or control when or how the activity is accomplished. The mechanisms,
the resources (people or manual and automated tools) used to execute activity, enter

from the bottom.

The IDEFO diagrams niay be decomposed into lower level diagrams. The hierérchy is
maintained via a ‘num‘bering system that organises parent and child diagrams. Normally,
the IDEF0 model starts from a general representation of the system. This representation
is called AO diagram. The decomposition process can be performed further breaking
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down the A0 diagram into sub-(iiagrams to describe as requiréd the level of details as

shown in figure A-2.

Controls
Y v
inputs
, >
Manufacturing .
—P Function = p—————p
Outputs
A

‘Mechanisms

Figure A-1: A generic TDEO Diagrain

A0 ! |

FAH| ] .-

Figure A-2: Decomposition Diagram



Strengths of IDEF0

The model has proven effective in detailing the system activities for function
modeling. . |
IDEF0 models provide an abstraction away from timing, sequencing and

decision logic. However, it is easy to use IDEFO0 for modeling activity sequences

- whenever needed. (Order the activities from left to right in the decomposition

diagram). |

Provides a concise description of systeﬁls, by using fhe ICOMS. (Inputs,
Coritrols, Output, Mechanism) ’ '

The hierarchical nature of IDEFO0 allows the system to be easily reﬁned into

greater detail until the model is as descriptiVe as necessary for the decision

- making task.

Weaknesses of IDEFO

IDEF models might be so concise that only the domain experts can understand.

IDEF models are sometimes misinterpreted as representing a sequence of

_activities.

The abstraction away from timing,v sequencing and decision logic leads to

comprehension difficulties for the people outside the domain.
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Appendix 5

The Schedule for the Val.idation of the Decisions-framework

Modélling Based Framework for the Management of EDs
Sheffield Hallam University

1. What is your current profession in the hospital? ......................... eeenes
2. How long have you been involving in the decision making in the ED?

2.1 Under 5 years I:' - 2.25-10 years D
231020 years [ | 2.4 Over 20 years [ |

3. How do you agree with the decision-levels and decision categories in this

framework?

SA [A |DA |NI |Remarks

3.1 decision-levels in the framework

3.2 | decision categories in the framework

- SA=Strongly Agree; A=Agree; DA=Dfsagree; NI=No Idea

4. How do you agree with the selected decisions for this framework?

SA A DA | NI Remarks

Strategic-level (long-term) Decisions

4.1 | Introducing new policy or changes

4.2 | Planning and recruiting workforce

4.3 | Planning facilities and technology

Tactical-level (medium-term) Decisions

44 | Improving ED process

4.5 | Scheduling staff

4.6 | Allocating resources and equipments

Operational-level (short-term) Decisions

14.7 | Managing patient-flows

4.8 Scheduling patients for doctors

49 Schéduling patients for shared resources

SA=Strongly Agree; A=Agree; DA=Disagree; NI=No Idea

1



5. Do you agree with the identified outcomes of each decision in the framework?

Yes | No Remarks
5.1 Introducing new policy or changes
5.2 | Planning and recruiting workforce
5.3 | Planning facilities and technology
'5 4 | Improving ED process
1 5.5 | Scheduling staff
5.6 | Allocating resources and equipments
5.7 | Managing patient-ﬂdws
5.8 | Scheduling patients for doctors
5.9 . | Scheduling patients for shared resources

6. Have you indentified a requirement of a suitable tool or technique in making the

given decisions in efficient and effective manner?

6.1

Yes

6.2

No

7. What is your opinion about this decisions-framework?




