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ABSTRACT

This Project involved the development of a simulation of a rectangular array of
Processing Elements (PE's), with a dedicated frame based knowledge representation
language. The main objective of the Project was to analyse and quantify the gain in
speed of execution in a parallel environment, as compared with serial processing.

The computational model of the language consisted of two main components: the
knowledge base, and the replicated/distributed inference engine. The knowledge base
was assumed to represent real world knowledge, in that it consisted of a large volume
of information, which was divided into domains and hierarchies. |

When a query is made, appropriate portions of the knowledge base are mapped to the
array of PEs on a one-to-one basis (one frame/PE), where each PE is capable of
performing any relevant operations itself.

The execution of a query is based on the propagation of messages across the array of
PEs, where each message is contained in a data packet. Each packet holds the query-
frame, created by interacting with the user, together with other relevant information
used for knowledge manipulation.

The main inference mechanism in the system is based on the parallel inheritance of
properties, where each data packet carries inherited data from higher level to lower
level frames, within the appropriate hierarchies. As each packet arrives at a PE
which contains a relevant frame, a series of matching, and consequently, inheritance
operations are performed.

An algorithm, superimposed at the highest level of the system, computes time delays
in relation to the overall architecture of the machine. There are two main operations
for which time penalties are calculated : frame-processing and communication. The
frame processing involves matching and inheritance operations, and the
communication operation involves message passing and data packet traversal.

During each execution cycle, the time penalties for both processing and communication
are computed and stored in a file. These files are then used by a graphics package
which transforms the numerical data into a set of graphs. These graphs are utilised in
the analysis of the behaviour of the simulation. The analysis of the test-runs, and of
their associated graphs, has yielded positive and encouraging results, demonstrating
that there can be an average of a 35 fold gain in the speed of execution.
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1.0 CHAPTER ONE : INTRODUCTION

1.1 INTRODUCTION

We have come a long way in the history of mankind in terms of achievement in
technological, sociological, political and many other aspects of life. These
achievements are a result of man's endeavour from the ancient to the present time, and
due to his innovation and creativity. In the East, people used the abacus as a mechanical
calculator for their commercial applications (Metropolis 1980), whereas in the
West, it was only after the introduction of the Arabic numeral system that the
medieval European was able to perform complicated calculations. It was around the
16th century that, instead of using empirical knowledge, mariners used
mathematically based charts to find their destinations (Pratt 1987). After the
renaissance and the establishment of modern science, the idea that thinking might be
provided by a machine, was born. This idea was later put in practice -albeit in a
limited form- by people including Leibniz's calculator and the Analytical Engine
created by Babbage (Hyman 1991). Zuse in Berlin in 1936, Atanasoff in Ohio in
1937, and the Bell Telephone laboratories in New York (Schutzer 1987), and many
other individuals and organisations, were theorising on, and in some cases, developing,
new calculating machines. During the second world war, and the dire necessities
associated with it, machines, mostly electromechanically based, were developed for
tasks including deciphering radio traffic, and the calculation of firing tables for
artillery. This led to the development of machines such as ENIAC in USA and ENIGMA in
Britain (Metropolis 1980). Associated with the rapid development of machines in this
century, was “electricity". The crucial role that electricity played was to replace the
heavy mechanical components (eg metal rods and cogs etc.) with cables and switches
(Andriole 1985) and thus, a substantial increase in the speed of processing was
gained.

Although the automation of the mind has long been an ambition for man, all the efforts
up to the beginning of this century were 'only' leading to automation of calculation ie,
the development of machines for faster mathematical computation, namely addition,
subtraction, division and multiplication. It was only later, with the tremendous
advancements in mathematics, electrical and electronic engineering, psychology and
philosophy that the concept of automation of thought was perceived, by pioneers like
Alan Turing, Emil Post and Alonzo Church, to be a possibility (Cohen 1981). Turing's
idea was to build, not an automated reasoner, nor a machine capable of understanding
the universal language of algebra, but a machine that would have powers coextensive
with that of human brain. This idea was shared by many pioneers involved with
automated computational theories, including John von Neumann, but his perspective
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was influenced by the technological limitations imposed on developing such machines.
He took charge of the next development of a new machine based on ENIAC, called EDVAC.
In this machine, a new concept of fundamental importance was developed1, that of the
"stored program" (Albus 1981).

The development of digital computers continued, and along with it, the desire to imitate
human thinking grew. In this development, the mathematicians had the most important
role, and their main interest was to develop a machine which was able to make a
contribution to mathematics. Another group: engineers, were interested in modern
computers and, at a practical level, understood them well. The concept of automatic
data-handling was an attractive idea for people in commerce, and those who were
interested in non-mathematical applications in computing. There were others, who had
the intention of utilising computers for intellectual purposes. At the beginning of the
twentieth century, a certain amount of research was done on the nervous system in the
context of psychology; in particular, behaviourism. This field of research became
known as "cybernetics".

The members of the cybernetics group were from different backgrounds and
disciplines, including mathematicians and engineers, whose programs were drawn
together under the inspiration of Weiner in 1940s. The main research projects in
cybernetics, then, was concerened with the application of control engineering concepts
to the understanding of physiological and neurophysiological processes. This work
involved people like Weiner, Rosenblueth, McCulloch, Pitts and others (Pratt 1987).
With the observations made by Cajal, through his work involving anatomy of the
nervous system (Rumelhart 1987), the cybernetics group were able to theorise on
the concepts and properties that he produced. As a result of Cajal's work, it was
possible to work on systems made up of a number of neurons, and use their
interconnections and the properties they offered. The interconnections of neurons and
specified properties attributed to each neuron were seen as nerve-nets (or neural net
of today), and a substantial amount of work was done by people like McCulloch and
Pitts, which greatly contributed to today's understanding of neural nets (Aleksander
1990).

In Dartmouth college, in 1956, a conference was organised by a young mathematician,
John McCarthy and his colleague Marvin Minsky from MIT. In this conference
McCarthy proposed a study of Artificial Intelligence which would describe the creation
of a machine that will simulate human's intelligence (Charniak 1987). Since 1956,
the term “Artificial Intelligence” ("Al") has been used for every aspect of developing

1 Note that there is a controversy about the origin of this idea of " stored
program”. For further details see (Pratt 1987), ppl67.
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