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ABSTRACT

Fourier Transform Infrared Attenuated Total Reflection Spectroscopy (FTIR-
ATR) and Raman microscopy were employed to study the distribution and
leaching of the fungicide fluorfolpet in plasticised poly(vinyl chloride) (pPVC)
matrixes, along with the diffusion and perturbation of water molecules in the
matrixes.

Raman mapping and depth profiling were used to determine the molecular
distribution of fluorfolpet on the surface and in the bulk of the films respectively.
The films were examined both before and after treatment with water at 25°C, in
order to study the effect of the leaching of fluorfolpet and its distribution and
that of the plasticiser dioctylphthalate (DOP). It was found that the degree of
leaching was strongly dependent upon the concentration of DOP in the films,
and that leaching occurred from the surface (i.e. film/solvent interface). The
distribution of the additives was determined to be “heterogeneous” on the
microscopic scale, but “homogeneous” on the macroscopic scale.

Additional information such as the rate of migration of the biocide inside the film
was obtained using FTIR spectroscopy and the rotating disc method in
conjunction with UV spectroscopy.

FTIR-ATR was used to investigate the hydration and dehydration of plasticised
PVC films. Monitoring of the time dependent change in the v(OH) mode of
watef was used to determine the mode of sorption of water into PVC. A dual-
mode sorption model was found to fit the data well. Diffusion rates of water
were found to be strongly dependent on the DOP concentration in the film. It
was shown that the “free volume” and the “number of potential binding sites”
were determining factors for the diffusion of water in PVC films.

A systematic FTIR-ATR study of the perturbation of water sorbed into PVC
polymer as a function of plasticiser content and time is reported. The v(OH)
band of water in the polymer has been fitted to individual components,
corresponding to those recently found for pure water itself. A detailed
quantitative analysis of the frequency shifts and relative intensities of these
bands vyields direct evidence for the breaking of the water network in the

polymer matrix.
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CHAPTER 1. : INTRODUCTION

Plasticised polyvinyl chloride (pPVC) is used in a wide range of applications
including shower curtains, pool liners, cable and wire insulation, baby pants,
wall coverings and medical devices. In the United States and Japan PVC is
second in volume to polyethylene (PE), but in the other plastics - producing
countries it is the leading plastic material. PVC use in packaging is growing fast
in the United States, from 300 million pounds in 1987 for films and sheet forms
in packaging to 360 million pounds in 1988, and up to 13.7 billion pounds in
1995 (Summers 1997). Use in bottles for a wide variety of household products
is growing even faster, from 165 million pounds in 1987 to 225 million pounds in
1988 (Greek 1988).

1. 1. POLYVINYL CHLORIDE

Commercial PVC polymers are the 'products of polymerisation of vinyl chloride ,
CH,=CHCI (Titow 1990). Different polymerisation techniques are being used to
produce PVC polymers : suspension polymerisation (about 80% of total
commercial polymer production), emulsion polymerisation (about 10%) and

solution polymerisation.

The basic repeat unit of the PVC polymer chain is :
—£CH,C HCI}E

as the monomer units are for the most part joined head-to-tail (Krimm and Liang
1956, Fuller 1940).

The X-ray diffraction pattern of oriented crystalline specimens show that the
fundamental repeat unit along the chain is about 54, suggesting that, although

the carbon chain backbone is in a planar zigzag, the chlorine atoms are
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alternately on opposite side of the plane of the carbon chain (Gugelmetto et al.
1971, Abdel-Alim 1975).
Therefore the structure for crystaline polyvinyl chloride can be represented as

follows :

Crystallinity of the films can be measured by Raman; using the sum of the
areas of the peaks at 608 and 638 cm™ expressed as the fraction of the total
area under all the v(C-Cl) peaks, an approximate measure of crystallinity is
obtained.

However commercial PVC polymers may be regarded as essentially
amorphous in nature (Howard 1973, Lia et al. 1980), containing small
crystallites (amounting to about 8-10% crystallinity). The glass transition

temperature (Tg) of commercial homopolymers lies in the range 80-84°C.

1. 2. PVC FORMULATIONS

1. 2. 1. PVC additives

The combination between the basic polymer (CH,CHCI), with a wide range of
additives including plasticisers, fillers, lubricants, stabilisers, and pigments
yields an infinite number of PVC plastics with physical, chemical and electrical
properties that can be tailored to almost any requirement by simply varying the
choice of additives (Davidsons and Gardner 1983, Titow 1990).

In the ideal case, the incorporation of a filler might confer the combined benefits
of technical advantages in the properties and performance of the product;
possibly improvement in appearance, product cost reduction, and improved or

easier processing at no higher cost (Miles and Briston 1965). Examples of



such fillers are glass fibres used as reinforcing fillers. Other fillers act as flame
retardants and smoke suppressants, or simply as pigments.

The role of stabilisers is to prevent thermal and photochemical degradation of
PVC.

1. 2. 2. Plasticisers

The plasticiser is probably the additive conferring PVC its versatile character
(Titow 1990) ; Without the incorporation of plasticisers, PVC forms a strong, but
rigid material, unplasticised PVC (uPVC), applied for example in the production
of window-frames and in pipe materials. The principal role of a plasticiser is to
impart to the ultimate product the properties of flexibility, extensibility and
softness. The characteristics of plasticising substances is that they lower the
melting temperature, elastic modulus and second order transition temperature .
of polymers, but do not alter the chemical nature of the macromolecules. The
plasticiser is responsible for lowering the glass-transition temperature (Tg
dropped from 80°C down to -50°C in some cases) (Vergnaud 1991), reducing
strength and increasing impact resistance. That means that PVC softens from
a hard, glassy material to a softer, rubbery material at the Tg temperature. As
the temperature increases, the molecules vibrate more. The vibrations
separate the molecules, making them more mobile. At Tg, vibrations are
sufficient to separate the molecules enough so that they can move past each
other, thereby making the plastic soft and rubbery. Therefore as the plasticiser
content in a polymer increases and the Tg decreases, the polymer films
become more malleable at lower temperatures (i.e. room temperature).

The proportion of plasticiser in a PVC composition is always fairly substantial
and may be very high in soft materials (up to 80% in wt).

The plasticiser or combination of plasticisers used must be compatible with the
polymer matrix and must be cost effective. Generally, a combination of
plasticisers is used, and the resulting properties will represent a combination of

those normally conferred by each individual plasticiser when present alone.



In the practical context a distinction is commonly made between primary and
secondary plasticisers. The former are those which are highly compatible with
PVC polymers, whilst the latter, less compatible, are generally used in mixtures
with primary plasticisers to confer some special balance of properties on the
PVC composition, or simply to lower the costs (Titow 1990, Miles and Briston
1965). Dioctylphthalate (DOP) is an example of a relatively inexpensive,
general-purpose plasticiser. Table 1. 1. shows a summary of some plasticisers
effects (Titow 1990).

PVC plasticisers are mainly organic esters with high boiling points. Two thirds
of the plasticisers in general use are diesters of phthalic anhydride with C,-C,
alcohols. The other classes of more specialised plasticisers are phosphoric
esters (triarylphosphates), alkyl esters or dibasic alkyl acids, alkyl trimellitate

esters, or high molecular weight polyesters (polymeric plasticisers) and epoxies.

Mechanism of plasticisation :

Mixtures of PVC and various plasticisers have been widely investigated by a
wide range of state-of-the-art analytical techniques, including vibrational
spectroscopy, molecular modelling, solid state nuclear magnetic resonance
spectroscopy (Howick 1995). Several theories have been proposed to explain
the mechanism of plasticiser action. These include :

(i) the “lubricity theory” (Kickpatrick 1940, Clark 1941, Barron 1943),

(ii) the “gel theory" (Doolittle 1954, Bruins 1965),

(iii) the “free volume theory” (Howick 1995),

(iv) “solvation - desolvation equilibrium”,

(v) “generalised structure theories”,

(vi) interaction parameters (Dessain and Anderson 1992),

(vii) spectroscopic studies of specific interactions (Benedetti et al. 1985, Tabb
and Koenig 1975).

Details of each are described in ‘The technology of plasticiser’ by Sears and
Darby (Sears and Darby 1982).

From these studies it is clear that a single theory is insufficient to explain the
overall plasticisation process, but that each of them contributes to explain the

different steps involved in the plasticisation mechanism.
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The main stages of plasticisation can be summarised as followed :

(i) plasticiser is mixed with the PVC resin,

(ii) absorption of the plasticiser and swelling of the resin particles,

(iii) diffusion of the plasticiser within the polymer particles, i.e. polar groups in
the PVC resin are freed from each other,

(iv) plasticiser polar groups interact with the polar groups of the resin, so that
polymer molecules are no longer rigidly held together but behave as a polymer
in its rubbery rather then glassy state (i.e. the chemical nature of the polymer is

not altered).

Table 1. 1.
Characteristics required Typical relevant Examples of
plasticiser type(s) application
Price economy Selected phthalates, Wide range of
extenders cheaper grade
compositions
Important features of
behaviour of plasticiser in
composition :
(a) high compatibility with | Many phthalates, triaryl Paste mouldings and
PVC resins phosphates coatings
(b) Performance Polymeric plasticisers, high | shower curtains,
molecular weight - | upholstery
phthalates
Processing properties:
(a) Ease of solvation and | BBP, DBP, triaryl Foamed coatings
gelation phosphates, phthalates
(b) Low viscosity Aliphatic diesters,
extenders
(c) High viscosity BBP, DBP, triaryl
phosphates, polymeric
plasticisers
End-use properties :
(a) Good colour Phthalates Clear compositions
(b) Good chemical Polymeric plasticisers Protective clothing
resistance
(c) good low temperature | Aliphatic diesters Tarpaulins, flexible
properties Triaryl phosphates, tubing
(d) Electrical properties sebacates
(e) Food contact High-purity grade
applications individual plasticisers Packaging films
(f) Mechanical properties | Triaryl phosphates,
sebacates

7




For the purpose of this PhD, the plasticiser dioctylphthalate (DOP) was used to
obtain plasticised PVC films. Dioctylphthalate falls into the category of

phthalate plasticisers which are compounds of the general formula :

For DOP, R = CH,CH(C,H,)(CH,),CH,

The phthalates constitute the biggest and most widely used single chemical

group of plasticisers.

1. 2. 3. Resistance to biological attack

It is a well known fact that plasticised PVC films can be attacked by micro-
organisms, especially fungi (Berk 1950, Berk et al. 1957, Kurane 1998). Of the
main PVC formulation components, those vulnerable to microbiological attack
are : most plasticisers (in varying degrees, depending on the chemical nature,
with epoxy compounds most highly susceptible and aryl phosphates and
chlorinated extenders the least), sbme stabilisers, lubricants (especially epoxy
compounds) and organic fillers such as wood flour (Klausmeier and Jones
1961).

Biofouling is recognised for the serious industrial and medical problems it
causes constituting economic losses of 0.5% of the British gross national
product in 1976. Developing methods to prevent biofouling is therefore of great

importance.



1. 3. BIODETERIORATION OF PLASTICISED PVC

Biodeterioration or biofouling can be defined as : a process of degradation
initiated by living organisms or by-products directly derived from such

organisms.

1. 3. 1. Outward manifestations of biodeterioration

Symptoms of such degradation can be classified into categories, as shown
below : (Hueck 1974, Gachter and Miller 1985).

Morphological symptoms :

e staining : growth of mildew as on clothing, paint, tents, out-doors furniture,
bathroom furniture (shower curtains, bath mats),

o efflorescence and pitting : fouling of ships’ hulls by barnacles and algae and

pitting corrosion of ships’ hulls associated with sulphate reducing bacteria,

e lesions and disfigurement : blistering of paints due to fungi, damage to wool
by clothes moths,

e enhanced dirt uptake : results from surface roughness and stickiness, in

vinyl hoses or wire jacketing for example,

Functional symptoms :

e changes in mechanical properties : change in elasticity modulus of pPVC,

e changes in electrical properties, especially insulating power,

e Changes in optical properties : opacity of glass caused by the etching activity
of chemicals excreted by fungi,

e changes in permeability of solvents and gases of roofing membranes,
protecting clothing, or sight shields for example,

e development of heat,

e development of odours,



hygienic effects : growth of micro-organisms also creates the danger of
supporting and dispersing pathogenic organisms.

The essential mechanism of microbial attack is enzymatic degradation of the
substrate on which the micro-organisms grow (Reese et al. 1955, Berk et al.
1957). Both bacteria and fungi produce enzymes (Williams 1985) capable of
breaking down many carbon compounds to simpler substances usable as
nutriments. Some of the products of the breakdown process can be coloured.
Pink stains due to the pink/red pigment of streptomyces rubrireticuli or black

spots are characteristic of PVC biodegradation.

As mentioned above., microbial growth also affects the physical properties of
the films. The removal of plasticiser from pPVC results in undesirable physical
changes such as increase tensile strength and decrease elasticity, loss of
flexibility (Berk 1950). It also causes changes in the electrical insulation
properties of the PVC resins (Luce and Mathes 1951, Leonard and Patouillet
1951, Teitell et al. 1955).

Cryo-SEM on pPVC has shown that fungi grow not only on the surface, but also
within the film, making holes and therefore causing irreversible structural

damage (Moryiama 1993).

Other outward manifestations of microbiological attacks are development of

offensive odours, surface tackiness or surface cracking.

1. 3. 2. Attacking micro-organisms

Micro-organisms responsible for the biodeterioration of pPVC are mainly fungi
(Brown 1945, Bessems 1979, Osmon et al. 1972). The ability of cultures of
single fungi (Wellman and McCallan 1945), a mixture of four fungi (Molar and
Leonard 1945), or a ten-culture composite, to utilise various plasticisers as

nutriment source was examined. Species and strains of various genera such
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as Aspergillus, Penicillium, Rhizopus, Chaetonium, Memnoniella, Monilia and
Stachybotrys were identified as being able to grow on pPVC films (Klausmeier
and Jones 1961). Moriyama et al. (Moriyama et al. 1992) isolated the following
fungal strains : Cladosporium, Phoma, Alternaria, Uclocladium, Aureobasidium,
Trichoderma, Penicillium and Aspergillus from Japanese bathrooms.

Numerous publications also show that pPVC can be damaged by bacteria
(Pankhurst et al. 1971, Bessems 1988) , actinomycetes (Bessems 1979,
Klausmeier and Osmson 1976, Williams 1985) and yeast (Osmon et al. 1979,
Klausmeier and Jones 1961, Klausmeier 1966, Stahl and Pessen 1953).

1. 3. 3. Susceptibility of polyvinyl chioride to biodeterioration

Complete plastic formulation contains not only the polymer itself, but also fillers,
plasticisers, pigments and stabilisers, but early reports (Brown 1945) tend to
indicate that the resins themselves are essentially funginert (Pankhurst et al.
1971, Pankhurst and Davies 1968).

Numerous publications have demonstrated that microbial attack at flexible PVC
must be attributed almost entirely to the presence of plasticisers (Klausmeier
and Jones 1961, Osmon et al. 1970, Kaplan 1977, Klausmeier and Osmon
1976, Pankhurst et al. 1971, Booth and Robb 1968). The phthalates, the most
commonly used group of plasticising agents are of low susceptibility, whilst the
epoxidised natural oils are very vulnerable to microbial attack (Bessems 1988).
But other additives such as starch fillers are also used by the micro-organisms
as a source of carbon, and it has been shown that the extent of growth
increases with presence of starch as a filler (Griffin and Mivetchi 1976).

The degradation of pPVC may be enhanced by UV, thermal and mechanical
degradation during weathering of pPVC (Bacaloglu and Fisch 1994, Hillemans
et al 1993, Bowden et al. 1991, Feldman 1989).

The resistance of PVC materials can vary widely depending on the formulation
(Titow 1990). However, even resistant compositions can be affected indirectly

if in contact with a material susceptible to attack , such as dust and other
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substrates which accumulate on the surface of the film : thus, for example,
bacteria and fungi can thrive in the cotton fabric lining of a pPVC-coated
protective glove (especially if the lining is kept moist for appreciable periods by
perspiration or condensation), or in a slightly moist adhesive (paste) layer of a
PVC wall-covering, or in surface contaminants (grease, dirt) on uPVC cladding.
This phenomenon is called dissimilation (Bessems 1979). The organic waste,
various acids for instance, produced by the bacteria or fungi may attack or
damage PVC.

1. 3. 4. Biofouling in industry

An industrial operation contains numerous environments where corrosion and
fouling processes are potentially troublesome including cooling water systems
(Bott 1992), storage tanks, water and waste water treatment facilities
(Capdeville and Rols 1992), filters and piping (Herbert 1993). Microbial fouling
and corrosion also occur on ship hulls (Henschel 1990), reverse osmosis
membranes (Ridgway 1984), ion exchangers, drinking water systems
(Characklis 1988, Block 1992). Biofouling has been reported in turbulent flows
and stagnant waters, on smooth surfaces and crevices, and on metals,
concrete, plastics and numerous other substrata.

Fouling biofilms impair the performance of process equipment. Table 1. 2. lists
the principal industrial and environmental problems due to biofouling (Hamilton
1993, Characklis 1988).

Table 1. 3. Lists the typical micro-organisms and their associated problems
(Bott 1992).

The food industry is obviously not immune from the phenomenon of microbial
deterioration (Le Chevalier et al. 1987, Holah and Kearney 1992, Jones 1993,
Carpentier and Cerf 1993). It has been observed that one heat-resistant micro-
organism, streptococus thermophilus, can contaminate pasteurised milk
through the pasteuriser (by adhering to it) (Bouman et al. 1981, Ronner and
Husmark 1992).

12



Table 1. 2.

Biofilm characteristics

Industrial and
environmental
problems

Concerns

Surface growth

Growth on
membranes, filters,
porous media,
sediments

Altered cell
physiology

Site of high/unique
chemical reactivities

Dynamic structure

Increased fluid
frictional resistance in
pipe flow causing
energy losses

Accelerate corrosion
Heat exchanger
(decreased heat
transfer)

Biofilm formation on
ships hull causing
increased fuel
consumption

Focal point for
microbial growth
leading to
contamination
downstream
Plugging of filters,
reservoirs

Estuary and sea bed
pollution

Loss of function (e.g.
Membranes,
exchange resins)
Souring of
hydrocarbon
reservoirs
Resistance to
chemical biocides
Requirement for
physical removal
Secondary oxidation
of H,S to H,SO, in
concrete sewerage
pipes

Long term stability
and regeneration
after remedial
treatments
Sloughing leading to
infection downstream

Municipal utilities,
power industry,
chemical process
industry, solar energy
systems

Navy, shipping
industry

Public health

Public health

Industrial water
treatment

All industry

Chemical process
industry

Public health

13




Table 1. 3.

Type of organism Type of problem

Bacteria
Slime forming bacteria Form dense, sticky slime with
subsequent fouling. Water flows can
be impeded and promotion of other

organism growth occurs.

Spore-forming bacteria Become inert when their environment
becomes hostile to them. Difficult to

control if complete kill is required.

Iron-depositing bacteria Cause the oxidation and subsequent
deposition of insoluble iron from

soluble iron.

Nitrifying bacteria Generate nitric acid from ammonia
contamination. Can cause severe

corrosion.

Sulphate-reducing bacteria Generate sulphides from sulphates
and causes serious localised
corrosion.

Fungi
Yeast and mould Cause spots on paper products, paints

and plastics.

Algae Grow in sunlit areas in dense fibrous
mats. Can cause plugging of
distribution holes on cooling tower
decks or dense growths on reservoirs

and evaporation ponds.
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1. 3. 5. Formation of biofilms on medical devices

In medicine (Neu et al. 1992), biofilms form on catheters and implants (Sticker
and Winters 1993, Reid and Busscher 1992, Pascual et al. 1986, Anwar and
Strap 1992, Williams 1985, Fletcher 1992, Busscher et al. 1992). Skin flora
such as Staphilococcus epidermidis are commonly found to be associated with
device related infections. Formation of biofilms on medical devices is
particularly serious in acute and chronic care settings (intensive care patients,
premature new-borns, cancer and transplant patients) where ill patients can die
from device related infections (Pascual et al. 1986), often due to coagulase
negative Staphilococci (Willcox 1992, Reid and Busscher 1992).

1. 3. 6. Economic problems and cost of biofouling

An estimate of the economic consequences of fouling was presented by
Pritchard (Pritchard 1981) for fouling in Britain and suggested the cost was
between $600-1000 million per year, which represents about 0.5% of the British
1976 BNP.

The technical problems arising frorﬁ biodeterioration are accompanied by other
problems (Characklis 1990) such as quality control problems, increased costs
for excess equipment capacity to account for fouling, increased cost for
premature replacement of equipment, cost of downtime resulting in loss of
production (downtime can cost a power plant as much as $ 1 million per day),

and safety problems.
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1. 3. 7. Mechanism of biodegradation

The growth of micro-organism depends primarily on the following factors
- (Feldman 1989, Bessems 1979, Osmon-et-al. 1972) :

- pH,

- temperature (Bessems 1988), it has been a constant
observation that the hot-wet tropical environment favours microbial growth
(Upsher 1984a and 1994b, Moriyama et al. 1993, Molar and Leonard 1949,
Moriyama et al. 1992),

- availability of mineral nutrients,

- oxygen concentration,

- humidity (the presence of water being a prerequisite).

Biodeterioration is essentially limited at the interface at which all the above
factors are mutually present. Osmon and co-workers (Osmon et al. 1972) have
micro-organisms is concentrated at'{he periphery of the film, i.e. where water
inorganic nutrients, oxygen and organic substrata are the most readily
available. The rate limiting factor for biodeterioration seems to be the rate of
plasticiser diffusion (Osmon et al. 1972), thus plastics containing a non-diffusing

plasticiser could be considered microbially resistant.

The ability of plasticisers to support growth is due to the ability of the micro-
organism to utilise them as carbon source. The micro-organisms are able ,
through enzymatic reactions, to decompose the plasticiser into smaller
molecules used for growth. Many micro-organisms are capable of producing a
wide variety of hydrolyases (such as amylases, chitinase, arabinase, xylases
pectinase, keratinase, lipase etc...) (Williams 1985), which enables them to
deesterify hydrolysable groups such as plasticisers in the main chain of the
pPVC matrix.
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Fouling biofilm accumulation can be considered the net result of the following
physical, chemical, and biological processes (Characklis 1990, Videla and
Characklis 1992, Carpentier and Cerf 1993) :

(i) Transport and adsorption of organics : organic molecules are transported
from the bulk liquid to the substratum where some of them adsorb, resulting in a
“conditioned substratum”.

(i) Transport on microbial cells : a fraction of the microbial cells are transported
from the bulk water to the conditioned substratum. A fraction of the cells that
strike the substratum adsorb to it for some finite time and then desorb. This
process is termed reversible adsorption. Desorption may result from fluid shear
forces, but other physical, chemical or biological factors may also influence the
process.

(iii) Attachment of microbial cells : A fraction of the reversible adsorbed cells
remain immobilised beyond a “critical” resistance time and become irreversibly
adsorbed.

(iv) Growth within the film : the irreversible adsorbed cells grow at the expense
of substrate and nutrients in the bulk water, increasing biofilm cell numbers.
The cells may also form a significant number of products, some of which may
be excreted.

(v) Detachment : portions of the biofilm detach and are re-entrained in the bulk
water. Detachment may be termed erosion or sloughing. Cell multiplication

can also lead to the release of daughter cells into the bulk water.
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1. 4. PROTECTION AGAINST MICROBIAL ATTACK

To prevent biodegradation special additives are added in PVC compositions.
Those able to destroy fungi and bacteria are often referred to , respectively, as

fungicides and bacteriocides, and collectively as biocides.

Adding biocides to PVC gives rise to several important aspects. Biocides may
be added to destroy completely all micro-organisms, acting as a bacteriocide or
fungicide, or to impede the growth of micro-organisms acting as a bacteriostat
or fungistat. Biocides differ widely in the extent of the bactericidal or fungicidal
effect (Kaplan 1970). They affect different species of micro-organisms and are
therefore subdivided into what are called spectra. In order to obtain the desired

spectrum, several different biocides are being used in combination.

1. 4. 1. Choice of biocide

The choice of biocides depends on many other factors and has to be
considered carefully (Bott 1992). The ideal biocide for incorporation in PVC
would be active against a wide rénge of micro-organisms, be active at low
concentration (0.1-1% by weight of the composition) (Titow 1990, Bessems
1988), be compatible with other additives, be resistant in time (i.e. stability and
long lasting effectiveness), have relatively low toxicity to other life forms, and
economically friendly, and cost effective. It is extremely unlikely that any one
biocide will meet all these criteria so that the final choice will be a combination

of two or more different biocides (Rossmore 1995).

Various types of biocides are available and can be divided into chemical

families (Bott 1992, Rossmore 1995), some of which are shown in table 1. 4. :
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Table 1. 4.

Biocide type Biocide Usage

Chlorinated phenols Preventol CMK Adhesives

Copper salts (Copper Copper 8 hydroxy- Plastic products

sulphate) quinolinolate

Mercury compounds Aciticide MPM Adhesives

Amines and Troysan 192 Latex paints, resin

ammonium emulsions

compounds

Organo tin Bioperse 201 Cooling water
systems

Organo sulphur Biocide 207 Cooling towers

compounds

Isothiazolones Skane M8 Latex and oil-based
paints

Organo-dibrominated 5,4'- latex paints, PVC

compounds Dibromosalicylanilide plastics, acrylic paints
adhesives

Thiocynates Metasol T-10 Paper slimes, cooling
water systems

Arsenic compounds Vinyzene (OBPA) PVC plastics, fabric

Zinc Compounds

Zinc Omadine

coatings,
polyurethane

PVC plastics, metal
working fluids

1. 4. 2. Mechanism of microbiocidal action

Biocides are of two types ( Pujo and Bott 1992, Bessems 1988, Rossmore
1995) :

(i) oxidising biocides which comprise most of the halogenated compounds and
halogens (chlorine and bromine for example). In the hypo-acid form these
chemicals irreversibly oxidise protein and other organic constituents, resulting
in a loss of normal enzyme activity, the hydrolysis of organic constituents and
subsequently the rapid death of the cell.

(ii) non-oxidising biocides (Burchfield and Storrs 1976) which are either enzyme
poisons that block the transfer of electrons in the respiration enzymes or block
the organic synthesis in the cell. Cytoplasm damaging biocides (heavy metal-

based biocides) destroy the protein or complex with other compounds to poison
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the cell. Surfactant types of microbiocides damage the cell by virtue of their
surface activity. They affect the cells’ differential permeability, disrupting the
normal flow of nutrients into the cell and the discharge of wastes from the cell.
Cationic surfactant materials (quaternary ammonium compounds) absorbed on
the surface of the cell membrane, chemically react with the negatively charged
ions associated with the cell wall. Anionic surfactant compounds reduce cell
wall permeability and can eventually dissolve the entire cell membrane.
Chlorinated phenolic compounds penetrate the cell wall, forming a colloidal
suspension with the cytoplasm. The suspension causes precipitation and
denaturation of protein materials within the cell. Other chemicals such as the
organo sulphur compounds complex with enzyme-metabolite, or non-
competitively react with an enzyme in place of the normal metabolite, or non-
competitively attach to an enzyme at a point different from the normal

metabolite and prevent normal enzyme reaction.

1. 4. 3. Assessment of the biocide effect

The biocide effect can be assessed in various ways (Bessems 1988) :

(i) visually,

(i) by measuring the weight increase of fungus,

(iii) by measuring the weight loss of PVC film,

(iv) by measuring the oxygen consumption of the attacking micro-organism.
This method is called the “respirometric method”,

(v) by measuring the loss of flexibility or elasticity of the deteriorated pPVC film.
These measures can be performed on samples obtained by exposure of the

test material via the zone of inhibition, soil burial or humidity tests (Cadmus
1978, Bessems 1988).
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There are many standard methods for determining changes in the properties of

plastics, such as :

* |SO 846-1978 (1986) : evaluation of the effects of fungal and bacterial
action,

* BS 4618 : section 4.5:1974 : effect of soil burial and biological attack,

*  ASTM G21-70 (1985) : determination of resistance to fungi,

*  ASTM G22-76 (1985) : determination of resistance to bacteria.

It is not realistic to expect that biocide application alone will be sufficient to
control biofilms formation (LeChevalier 1990, Bott 1992). A strategy for biofilm
control should include consideration of :

() The engineered system, which should have smooth surfaces to reduce
adhesion of micro-organisms (Cooksey and Wigglesworth-Cooksey 1992), plus
it should be free of structures which might provide protection for attached
bacteria. Materials susceptible to be used as nutrients by the micro-organisms
should be avoided whenever possible.

(ii) The water chemistry : in order that a proper choice of biocide may be made,
a complete analysis of the water will be necessary. The pH in the system is of
great importance in the efficiency of the biocide. Also a turbulent flow is
preferable to stagnation.

(iii) The type of micro-organism,

(iv) the biocide ; the biocide should be appropriate for the species of micro-

organisms present.

The biocide must act on the surface of the pPVC in order to avoid adhesion of
the attacking micro-organisms and/or to kill these micro-organisms. This
means that the incorporated fungicide or bacteriocide must be able to migrate
from the inside of the film to the film surface where its activity is required. On
the other hand the leaching of the biocide into the surrounding aqueous media
must be slow enough to allow the biocide to work and not be washed away and

leave an exposed film. The migrafion process involved is expected to depend
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on the other additives it contains, and on the distribution of the biocide in the
PVC film.

1. 4. 4. Previous work on the leaching of biocides

The leaching of fungicides from paint films has mostly been studied using a
“leaching chamber”, or the “static” leaching method, or most recently a rotating

disc apparatus (Zeneca Specialties' Manchester).

Using the “leaching chamber’ method, leaching profiles were obtained by
determination of fungicide concentration in leachate collected following the
condensation of water onto samples under investigation. In the “leaching
chamber”, the samples are exposed to intermittent drops of water. Leachate
samples are removed at intervals and analysed using either UV spectroscopy
or HPLC.

“Static leaching” :acrylic paint is coated on a filter paper substrate and placed in
bottles containing distilled water. At various time intervals the water is changed
and the concentration of fungicide determined using UV spectroscopy or HPLC.
“Rotating disc” method : the solid substrate under investigation is immersed in
an aqueous solution, and rotated at fixed angular frequency. Samples of the

water are énalysed at regular intervals using UV spectroscopy and HPLC.

In all three cases the data are plotted as leaching time against weight of biocide
released. These techniques can be very time consuming; from 48 hours (for a |
rotating disc experiment) to up to 3 months (for a “static experiment”) are

required to collect the data.
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1. 5. GENERAL AIMS

This project covers the initial phase in a research venture that aims to :

(i) determine the distribution and redistribution of one particular biocide,
fluorfolpet, in a pPVC film using Raman microspectroscopy ;

(i) investigate whether or not the active distribution is affected by the plasticiser
diffusion and hence a change in the formulation of the film ;

(iii) examine the migration of biocide molecules in the film using the rotating
disc method and their leaching into water by Fourier-transform infrared
attenuated total reflectance (FTIR-ATR) spectroscopy ;

(iv) study the water uptake and removal in pPVC films ;

(v) explore the water perturbation in these films using FTIR-ATR spectroscopy.

Raman microscopy revealed itself to be a very useful technique for obtaining
information on the molecular level about the distribution (and redistribution) of
biocide molecules in pPVC films, as well as determining the loss of biocide from

leaching experiments.

FTIR-ATR spectroscopy was uéed as an in-situ tool for monitoring the sorption
and desorption of water in unplasticised and plasticised PVC films, and their

consequences on the dynamics of leaching of biocide fluorfolpet.

This thesis describes how Raman microscopy and FTIR-ATR spectroscopy
were used to reach the aims identified above and the results achieved doing
so. Therefore it is divided into nine chapters where :

Chapter 1 gives a general introduction to the subject ;

Chapters 2, 3, and 4 outline the theoretical backgrounds to Raman
microscopy, FTIR-ATR spectroscopy, the study of diffusion in a polymer film,
and other techniques used such as the rotating disc method ;

Chapter 5, 6, 7 and 8 are results chapters in which results on the

determination of the distribution of fluorfolpet in pPVC, study of water ingress
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and removal, fluorfolpet leaching, as well as, the water perturbation in pPVC
films are presented and discussed,
Chapter 9, gives a summary of the main conclusions and interpretations,

as well as a forward look.
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CHAPTER 2. : SPECTROSCOPY BACKGROUND

2. 1. INFRARED SPECTROSCOPY

We are all familiar with the various kinds of electromagnetic radiation : light
(visible, ultraviolet, infrared), x-rays, radio and radar waves. These are simply
part of a broad spectrum that stretches from gamma rays to radiowaves. This

is illustrated in Figure 2. 1..

Figure 2. 1. : Electromagnetic radiation domain.
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The region of interest in this work is the infrared, IR, region. As shown in Table
2. 1. the IR region can be subdivided in three smaller regions : near-IR, mid-IR,
and far-IR.

Table 2. 1. : IR region.

Region Wavenumber range Vibrational / rotational
changes
Near-IR 14000 - 4000 Changes in vibrational and
rotational levels
Mid-IR 4000 - 400 Changes in fundamental
vibrational levels
Far-IR 400 - 20 Changes in vibrational and
rotational levels

A summary of infrared theory is given below (Mackenzie 1988, Giriffiths and De
Haseth 1986, Banwell 1983, Ferraro and Basile 1978).
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2. 1. 1. Molecular vibrations

2. 1. 1. 1. The vibrating diatomic molecule

Real molecules do not have simple harmonic motions; bonds between atoms,
although flexible, do not stretch elastically but have a much more complicated
behaviour.

In an idealistic system, two atoms may be regarded as linked by a spring.
When you pull the atoms apart, attractive forces (like in a spring) pull the atoms
back closer, and likewise, if the atoms were to be pushed together, repulsive

forces would keep them apart. This system follows Hookes law (eq. 2. 1.).
f=—k(r-r,) (eq. 2. 1))

Where, f = the restoring force,
k = the force constant,
r = the internuclear distance,

re = the internuclear distance at equilibrium or bond length.

In a real situation if the atoms are pulled apart , a point can be reached were
the bond breaks, leading to the dissociation of the atoms.
Figure 2. 2A. shows the shape of the energy curve of a diatomic molecule

undergoing anharmonic extensions and compressions (the Morse curve).
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Figure 2. 2A.: Morse curve.
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The Morse function is an empirical expression which fits the observed

behaviour to a good approximation :
V= De[l-exp(,aSr - r) (eq. 2. 2)
L [

Where De = dissociation energy,
a = constant for a particular molecule,
re = equilibrium distance, or bond length,

r = internuclear distance.

When eq. 2. 2. in used to solve the Schrodinger equation, the permitted energy

levels are found to be :
‘v 2 fui e (eq. 2. 3.)

2/ ¢ | 2

Where me = equilibrium oscillation frequency,
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xe = anharmonicity constant and x = ——
2Urn,

\x = reduced mass

The selection ruies for the anharmonic osciiiator undergoing vibrationai

changes are :

Av =1, 2 +3, ..

Figure 2. 2B. : Diagram of the allowed energy levels and some transitions

between them for a diatomic molecule undergoing anharmonic vibrations.
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The lowest energy level is called the ground state v = 0, although the energy is
not zero, but is termed the zero point energy which can be calculated from (eq.
2. 3.). (Eqg. 2. 3.) is an approximation only. The more general equation for the
energy levels, used to fit the experimental data and find the dissociation energy

of the molecule is :

Ev= v+ ©oxe s gy (eq. 2. 4.)
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2. 1. 1.2. The vibrations of polyatomic molecules

Normal modes :

For a molecule containing N atoms, we can refer to the position of each atom
by specifying their three Cartesian co-ordinates. Therefore the total number of
co-ordinate values is 3N and we say the molecule has 3N degrees of freedom.
Three co-ordinates are needed to specify the translational motion of the
molecule as a whole, leaving 3N-3 non-translational ‘internal’ modes of the
molecule. Three co-ordinates (for a non-linear molecule) and two co-ordinates
(for a linear molecule) are needed to specify the orientational displacement of
the molecule. Thus this leaves 3N-6 vibrational modes for non-linear molecules
and 3N-5 for linear molecules.

Figure 2. 3. shows the normal modes of vibration of water.

Figure 2. 3.: Normal modes of vibration of water.

Symmetric stretching vibration Bending vibration Anti-symmetric vibration

Oxygen atoms

Hydrogen atoms

The relevant transitions that are generally observed are :
v = 1<~ 0 fundamental transition (the first harmonic),
v=24-0orv = 3<- 0 which are overtones, occurring at frequencies 2vi and

3vi, where vi is a fundamental mode.

In addition, the selection rules permit combination bands. Combination bands

arise from the addition of two or more fundamental frequencies or overtones,
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and similarly the difference bands arise from the subtraction of two or more
fundamental frequencies or overtones. However such combination and
difference bands have very small intensities.

Figure 2. 4. shows and energy level diagram for water.

Figure 2. 4.: Energy level diagram for water.
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2. 1.2. Intensities in infrared spectroscopy

The intensities of infrared bands depend primarily on the three following factors:
(i) the change in the permanent electric dipole of the molecule,
(if) the population of the initial state at thermal equilibrium,

(iii) the number of molecules in the sample.
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2. 1. 2. 1. Selection rules for infrared

The selection rules determine whether a transition is ‘allowed’ or ‘forbidden’.

They are derived from the transition probability PV
. ~ 2
PV o N,-“t//v.va..dQ] (eqg.2.5.)

Where H is the corresponding operator, in this case p,, the dipole moment of
the molecule, and Q represents for the normal co-ordinate describing the

motion of the atoms during a normal vibration.

Ly =(yo)+(%)Q+(§Q-‘;)QZ+... (eq. 2. 6.)

A vibration is infrared active only if the molecular dipole is modulated by the

normal vibration,

(%) #0 (eq.2.7.)

and the intensity of the transition is proportional to the square of the transition

dipole moment :

/oc(-%)z | (eq. 2. 8)
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2. 1. 2. 2. The population factor

The intensities of the transition at thermal equilibrium are proportional to the
population of the initial vibrational state. The population N, of the level i is given

by the Boltzmann distribution :

Ri — 91 exp(-aE 1 KT) (eq. 2. 9)

0 gO

WhereN, = number of molecules of a particular state,
N, = number of molecules of the ground state,
AE = difference in energy between the states,
k = Boltzman constant,
T = temperature,
g; and g, = the degeneracies of the particular levels.
For most systems at room temperature, it is found that the ground state is the

most heavily populated.

2. 1. 2. 3. Number of molecules in the sample

The intensity is governed by the number of molecules in the beam (sample
thickness or concentration). The relationship connecting the intensity of the
transmitted and incident radiation to the number of molecules is known as the

Beer-Lambert law, which is :
I=1I,e™ (eq. 2. 10.)
Usually a logarithmic form is used :

log(IT") = gcl (eq. 2. 11.)
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Wherel, = the intensity of radiation falling on the sample,
| = the transmitted radiation,
¢ = the sample concentration,
| = the path-length,

¢ = the extinction coefficient at given wavelength.

2. 1. 3. Fourier transform infrared spectroscopy

There are two types of spectrometer available for producing infrared spectra.
These are the dispersive double beam,(diffraction grating or prism),
spectrometer and the interferometer. The design of most interferometers for
infrared spectrometry today is based on that of the interferometer originally

designed by Michelson in 1891.

2. 1. 3. 1. The Michelson interferometer

A schematic of the Michelson interferometer can be seen in figure 2. 5.

The light from an infrared source (A), usually a silicon carbide (‘Globar’) source
or a mercury lamp, is collimated and directed to the beam splitter (B), made of a.
material transparent to infrared light, such as KBr. The beam is divided, part
going to the moving mirror (C), and part to the fixed mirror (D). The movable
mirror can move along an axis perpendicular to its plane, at known constant
velocity. The return beams recombine at the beam splitter and the
reconstructed beam is then directed through the sample (E) and focused onto
the detector (F). The detector may be a liquid nitrogen cooled mercury
cadmium telluride (MCT) detector, or a thermal detector such as a Golay

detector or a pyroelectric bolometer.
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Figure 2. 5.: The Michelson interferometer.

A laser beam, undergoing the same change of optical path as the infrared
beam, serves to reference the position of the mirror during the scan and
initiates the collection of data points from the signal of the infrared detector at
uniform intervals of mirror travel, Ax, called the sampling interval. The result is
an interferogram, which is a record of the signal of the infrared detector as a
function of the difference in path (retardation) for the two beams in the
interferometer. The averaged interferogram undergoes computational
mathematics; phase correction, apodisation and Fourier transformation in order
to obtain a single beam spectrum.

The ratio of a single beam spectrum of the sample and the background will give
the transmittance spectrum of the sample (the transmittance spectrum can then

be converted into an absorbance spectrum).
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The Fourier transform

The Fourier transform is a mathematical procedure which converts the signal as
a function of retardation to a signal as a function of frequency.
The intensity of the radiation at the detector can be written as follows :

I(x) = 2 [S(V)cos(2zvx)dv (eg. 2. 12.)
0
Where S(v) = spectral density,

x = retardation.

In practice the mirror does not travel an infinite distance but has a maximum

Xmax, Which means that there is a maximum permitted frequency,

1

= eq. 2. 13.
vl’T‘IélX 2Xmax ( q )
which is known as the aliasing frequency.
And the relation for the intensity becomes :
I(x)=2 [S(V)cos(2zwx)dv (eq. 2. 14.)
0

Apodisation

The limits of integration for taking the Fourier transform of a function properly
cover all values of the independent variable from 0 to «, but because there is a
maximum mirror travel Xmax, the interferogram is truncated which results in
some loss of definition in the spectrum after Fourier transformation in the form

of side lobes on the bands.
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The application of a weighting function, known as the apodisation function,
minimises the small oscillation on either side of the peak. Many apodisation

functions are available. A few are shown on figure 2. 6., but the most

commonly used apodisation function is the triangular apodisation function.

Figure 2. 6. : Apodisation functions.
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Phase corrections

A combination of optical, electronic and sampling effects leads to an

asymmetric interferogram (see figure 2. 7.).

Figure 2. 7.: Phase correction

Ideal

SO,
I(x) = JE(V)cos27tv(x - E)dv
0
Where E = phase correction,

or more generally:

I(x) = jS(v) cos 27cv(x- Ov)ydv
0

Where 0V= phase angle.

Real

(eq. 2. 15.)



Rearranging (eq. 2. 16.) :

I(x) = T[S(V) cos(2mvx)cos(2nv0, ) + sin(2nvx)sin(2nve, )dv  (eq. 2. 17.)

0

So the computed spectrum S(v) has both real (cosine transform) and imaginary

(sine transform) parts.
The interferogram can be made symmetric by removal of the sine components.

The phase angle is calculated by :

_ | ImagS(v)
0, = arctan{———Re alS(V)} (eq. 2. 18.)

and can be used to make a phase correction.

2. 1. 3. 2. Advantages of Fourier transform

The following sections will discuss the advantages of Fourier transform infrared

spectroscopy over the dispersive technique.

The throughput (Jacquinot) advantage

An improved signal-to-noise ratio (S/N) is achieved as a consequence of the
larger optical throughput of the interferometer relative to that of a grating
spectrometer ; the signal reaching the detector is much larger in the case of an
interferometer. This is because there are no slits in the spectrometer (unlike in

a dispersive instrument).

The spectral optical conductance of a grating instrument can be expressed as :

hH
G¢ =—R .2.19.
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Where GS = optical conductance per wavenumber of grating,
H = height of the grating,
h = length of the entrance slit,
f = focal length of the collimator,

R, = theoretical resolving power.

For comparison purposes, we chose the beam area of the interferometer F, to
be equal to the beam area of the grating H?.

Thus the optical conductance in an interferometer can be expressed as :

2
Gl =2 (eq. 2. 20))
v
Therefore the ratio of the two optical conductances is :
G, 2nf
> ~—~200 ‘ eq. 2. 21.
a8~ h (eq )

The multiplex (Fellgett) advantage

The multiplex advantage of an FT-IR spectrometer arises from the fact that the

detector sees all the spectral elements (N) ‘at the same time’.

Ve~V

Av,

N= (eq. 2. 22.)

Where v,, = highest wavenumber,
v, = lowest wavenumber,

Av, = resolution.
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In the FT-IR spectrometer the signal-to-noise ratio (S/N), is proportional to the

square root of the time of observation of each element :
(SIN)gr o« T2 (eq. 2. 23)

In the dispersive instrument :

T112

(S/N)D « N"2

(eq. 2. 24))

Therefore there is a S/N gain of N2,

The Connes advantage

In FT-IR spectroscopy absolute contro_l of spectral wavelength is achieved.
This is due to the fact that the sampling is controlled by a laser whose
wavelength is fixed at 632.81646 nm (15798.002 cm™). This offers the

advantage of very accurate spectral subtraction.

Spectral subtraction

The linear equation that applies is :
X-fY =D, (eq. 2. 25.)

WhereX = a mixture spectrum,
Y = a component spectrum,
f = the scaling factor,

D = the resulting difference spectrum.

Absorbance subtraction is a process by which it is possible to remove a
component from the spectrum of a mixture, thus making it possible to observe

the spectra of other components.
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Artefacts in the subtraction obtained spectra may appear in the shape of a first
derivative of a peak. There are a number of reasons why this might occur. For
example this may be due to excessive subtraction, a shift in the frequency
position of a specific band in the mixture compared to the spectrum of the pure
component, interactions in the mixture (i.e. hydrogen bonding), or a change in
refractive index for example.

This method is very useful in the removal of water vapour bands from spectra.
One of the major problems of water vapour spectral removal is due to the shifts
in position, and in relative height, and width of water vapour bands with
temperature. As the temperature increases, the number of collisions between
the molecules increases. Since the width of the bands is proportional to the
number of collisions, changes in band width occur. These changes are

minimal, but have a profound effect upon spectral subtraction.

2. 1. 3. 3. Disadvantages of Fourier transform

There are few disadvantages to using Fourier transform spectrometry and they

are outweighed by the advantages.

2. 1. 3. 3. 1. Fellgett disadvantage -

If source noise varies with frequency and is significant, the detector will detect
noise at all frequencies, since the detector integrates over all frequencies, even

if the noise only occurs within a certain frequency range.
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2. 1. 3. 3. 2. Water vapour and carbon dioxide

One of the most important problems in day-to-day work is associated with the
presence of bands due to CO, and water vapour, from the air, in the spectrum.
This can be avoided by purging the system using dry air, or nitrogen, although it
can be a time consuming procedure. Another remedy is to use interactive

subtraction of those bands.

2. 1. 4. Attenuated total reflectance infrared spectroscopy (ATR-FTIR)

2.1.4.1. Introduction

Attenuated total reflectance (ATR) or internal reflectance spectroscopy (IRS) is
a popular sampling technique used for the infrared analyses of a wide variety of
samples, ranging from very thin films (monolayers) to thick materials (Walls
1991, Walls and Coburn 1992, Belali and Vigoureux 1994), pastes, liquids,
fibres (Sun et al. 1997, Yang and Kim 1997), polymer laminates (Pereira and
Yarwood 1994, Boven et al. 1992). FTIR-ATR has also proven itself to be a
very useful tool for in-situ examination of processes such as curing (Skourlis
and McCulloch 1994), clay solvent interactions (Billingham et al. 1997) and the
diffusion of small molecules into polymers. In addition the ability to control the
sampling depth has allowed depth profiling of polymer laminates.

There are excellent texts by Harrick and Mirabella or Urban (Harrick 1987,
Mirabella 1993, Urban 1996) which detail the theory and background of Fourier
transform attenuated total reflectance spectroscopy, so only a brief summary of

the theory will be given here.
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2. 1.4. 2. Total internal reflection

The history of ATR began nearly 200 years ago when Newton observed that
when radiation is propagating from an optically denser medium 1 (an ATR
prism), with refractive index n”? it undergoes total internal reflection at the
interface with the optically rarer medium 2 (the sample), with refractive index n2
when the angle of incidence 0 exceeds the critical angle 0C(see figure 2. 8.).

Figure 2. 8.: Schematic of the ATR experiment.

Reflected wave  ATrcrystal

ExO

Evanescent
wave

PVC

The angle of incidence 0 is defined as the angle with respect to the normal.

The critical angle is defined by :

Oc = sin"1n2n! (eq. 2. 26.)

As the critical angle is dependent upon the two media, it is important

experimentally that the ATR prism should be of high refractive index and

infrared transparent in the region of interest.

Some of those ATR prism materials and their range are shown in table 2. 2.
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Table 2. 2. : ATR prisms

Material : ofra live index .~ IRwindow

ZnSe (Zinc Selenide) | 24 450 - 20000 cm™
KRS5 2.4 250 - 20000 cm™
Ge (Germanium) 4.0 600 - 5500 cm”
Si (Silicon) 3.4 110 - 8300 cm”

At the point of attenuated total reflection, a standing wave is present in the
denser medium and an evanescent field is produced in the rarer medium. The
evanescent field is confined to the vicinity of the surface of the rarer medium
and decays exponentially with distance from the interface along the z-axis. It

has components in all spatial directions (x, y, and z), which can interact with

transition dipoles (g—g) in the rarer medium.

The rate of decay of the evanescent field is dependent on :
(i) the wavelength of the incident light,
(ii) the angle of incidence of the light,

(iii) the refractive indices of both the rarer and denser media.

The decrease in intensity of the evanescent field can be expressed as :

E=E, expli—i—”(sin2 0- n;)m z] (eq. 2. 27.)

1

Where E = the value of the electrical field at distance z into rarer
medium,

Eo = the electric field amplitude at the surface of rarer medium,

A1 = A/ny = the wavelength of radiation in denser medium,

0 = the angle of incidence,

Ny = n2/n1 .
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This equation can be rewritten as

E = EOexp[-/z] (eq. 2. 28.)

so that:

2:r(sin26-nr "
(eq. 2. 29.)

Where y is called the electrical field amplitude decay coefficient.

Figure 2. 9. shows a plot of the exponential decay of the electrical field
amplitude (E/EO) and the intensity (E/E0)2 as a function of depth into the

surface, z, for k =0.

Figure 2. 9.: (E/EQ and (E/EQ 2versus z.
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The reciprocal of y is called the depth of penetration d,, at which E decays to a

value of E,exp[-1].

= A (eq. 2. 30.)

1
Y 27m1(sin2 60— n§1)1’2

d =

p

Although d, is used experimentally as a measure of the sampling depth, it
should be noted that E is not zero at d,,, but that the real sampling depth d., is
about three times d,. In this case it is assumed that the rarer medium is non-
absorbing, which is clearly non-realistic, since absorption of energy must occur
if a measurement is to be made.

The effect of absorption turns out to be relatively small for most organic
compounds, and especially for the case of polymers. Therefore (eq. 2. 28.) is

still valid.

The case of an absorbing rarer medium can be treated in terms of the intensity

loss per reflection, and the reflectivity R can be described as :

R=IL=exp(—ade)z(1—a) (eq. 2. 31.)
0

Wherel = the reflected intensity,
I, = the incident intensity,
o = the absorption coefficient,

a = the absorption parameter = a d, for a single reflection.

It is important to note that a is identical for transmission spectroscopy and IRS
in the case of weak absorbers.

The absorption coefficient (o) is related to the attenuation index (x) :

4nnk
o=
A

(eq. 2. 32.)

57



For an absorbing sample the general expression of the penetration depth (d’p)

is needed, using a complex index of refraction :

Where:
®2 =" ( AVF + 1M +V2)
v2 =sin2-n 21" 1-K 2]

U2 —2n21K2

N.B. : For« =0, one recovers the “non-absorbing” case.

(eq. 2. 33.)

(eq. 2. 34.)

(eq. 2. 35.)

(eq. 2. 36.)

Figure 2. 10. shows the decay of the electric field in the case of k= 0 and K =

0.281 (for water).

Figure 2. 10. : Electric field decay for non-absorbing and absorbing

media.
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In order to calculate d. it is necessary to consider the two polarisations of the
electromagnetic wave :

(i) the one parallel to the plane of incidence is called ‘transverse magnetic’
(TM), which has components in the x and z planes, i.e. the electric field
amplitudes E,, and E, are associated with it.

(ii) the one perpendicular to the plane of incidence is called ‘transverse electric’

(TE), which has components in the y plane only (Ey).

TE= Eperpendicular = EyO (eq. 2. 37.)
™= Eparallel = IEXQIZ +IEZQIZ (eq 2. 38)

Because the properties of the evanescent field in the rarer medium depend on
the thickness of that medium, we must distinguish between two cases ; namely

the semi-infinite bulk case and the thin film case (Mirabella 1993).

In the semi-infinite bulk case the electric field amplitude falls to a very low value

within the thickness of the rarer medium t, such that t >> 1/y or t >> d,,.

In the thin film case, the electric field amplitude remains essentially constant

over the thickness t, such that t << 1/y or t << d,.
The semi-infinite bulk case (t >> 1/y) :

TE wave,

(eq. 2. 39.)
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TM wave,

2(sin2 0- n§1)1/2 cos0

° (1 - n§1)1’2[(1 + n§1)sin2 0- n§1]1/2

2sinBcosO
EzO =

= _ 12
(1- n§1)1/2[(1 +n3,)sin® 6 - n§1]

and,

Ey = \“Exol2 +|Ezo|2

The thin film case (t << 1fy) :

(eq. 2. 40.)

(eq. 2.41))

(eg. 2. 42.)

In this case medium 3, with refractive index n;, behind medium 2 controls the

decay of the field.
TE wave,
E, = 2cos0

TM wave,
. 12
2cos 9[(1 + ngz)sin2 0- n§1]
= 12 12
Where Naq = O3

1
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Figure 2. 11. shows a plot of the electric field amplitudes as a function of angle
of incidence 0 for the semi-infinite bulk case where ni = 2.4 (for ZnSe) and n2=

1.5 (for PVC).

Figure 2. 11. : Electric field amplitudes as a function of angle of

incidence.

Angle of incidence / degrees

From this plot it is interesting to note that the values of Ey0 and EZ reach a

maximum at the critical angle, Bxofalls to 0 at 0C

The relationship between the absorption parameter a, and the electric field E

for a weak absorber can be written as :

t

a= J4QC fE2dz (for a thin film) (eq. 2. 45.)
COS0 @
A

a=—=nA0C E2dz (for a semi-infinite bulk) (eq. 2. 46.)
N cos0J
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WhereA = the absorbance,
N = the number of reflections,
o = the molar absorption coefficient,

¢ = the concentration.

Solving this gives :

2

_ NaoBo (for the semi-infinite bulk case) : (eq. 2. 47.)
y cos©
2

a= NztEp (for the thin film case) (eq. 2. 48.)
2y cosO

Since a = a d,, by multiple substitutions and rearrangements, we find that :

For the semi-infinite bulk case :

TE wave,
n,sA{COSO
ﬂ(1—n21)(sm G—n21)
TM wave,
Ny4A4(2sin? 0 —n2, Jcos
den = ( ) (eq. 2. 50.)

n(1 - n§1)[(1 + n§1 )Sin2 0-— n§1 ](sin2 0— n§1)1/2
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For the thin film case :

TE wave,
. 4n2tcos0
de = ,21 ~ (eq. 2. 51.)
(*—nii)
TM wave,

4n211cosO|(l +  )sind40- n|,
dQd = — A r1 J (eq. 2. 52.)
(1- n3I)f(1+ n31)sin20 - n31

The effective thickness for unpolarised radiation deuis given by :

deu = deX+de" (eq.2. 53.)

It is important to note that deis strongly dependent on 0 and wavelength, as

shown on figure 2. 12.

Figure 2. 12. : A plot of the effective thickness for various angles of

incidence in a typical polymer sample as a function of wavelength.
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2. 1. 4. 3. Advantages of ATR

1. There is a large sampling number, due to many reflections in the IRE
element (14 reflections in a macro;ATR crystal, and 38 reflections an a micro-
ATR crystal), so

2. ATR is a very sensitive technique (monolayers can be detected),

3. interference effects are eliminated,

4. depth profiling of polymer laminates is possible by varying the angle of
incidence.

5. d, (or d.) can be changed by using different IRE materials.

6. highly absorbing materials can easily be studied, such as water, because d,
(or d,) is small and absorbance therefore small,

7. in-situ experiments can be performed,

8. very little sample preparation is needed.

2. 1. 4. 4. Disadvantages of ATR

1. Very good optical contact is needed between the sample and the IRE.
2. The distribution of electric fields is complicated.

3. The total internal reflection wave loses energy at each reflection.

2.1.5. Data analysis

The analysis and interpretation of spectral data can be made difficult due to the
presence of overlapping bands in the spectra.

Numerical methods can be applied, such as derivative spectroscopy, Fourier
self-deconvolution, and band fitting routines.

For better and more accurate results it is recommended to use these

techniques in conjunction with one another. For example, it is good practice to
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use the second derivative and Fourier self-deconvolution (FSD) of the
spectrum to obtain the bands positions and relative intensities, before

proceeding to the band fitting procedure.

2. 1. 5. 1. Derivative spectrometry

When a single-sided interferogram is multiplied by a function of the form axn:
F(x) = axn (eq. 2. 54.)

the calculation of the forward transform gives the nth derivative of the spectrum.

The second derivative is the more often used one.

By taking the 2rdderivative of the spectrum, the band width is reduced by 20 %,

and one obtains the number of components in the band, their centres and

relative intensities.

The process of calculating the 2rdderivative is shown on figure 2. 13.

Figure 2. 13.: The second derivative of a Lorentzian band.

Second derivative

First derivative

Lorentzian lineshape
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2. 1. 5. 2. Fourier self-deconvolution

Let us consider, that any spectrum is a convolution of a spectrum ( £'(v)) (band

position) with a line shape function (G(v)).

E(V)=E(v)*G(v) (eq. 2. 55.)

The relationship between I(x) (the interferogram), and E(V) (the spectrum), are

as follows :
=+_IE(V)exp(2an)d'\7=F‘1[E(V)] (eq. 2. 56)
and,
E(v)=zl(x)exp(zm)dx=s=[|(x)] (eq. 2. 57)

Where F is the Fourier transform and F the inverse Fourier transform.

Recalling that convolution in the spectrum is equivalent to multiplication in the

interferogram, we can write from (eq. 2. 56.) and (eq. 2. 57.) :
(x)=F'[E()]=F[E@)]«F"[6(7)] (eq. 2. 58.)
or,

I(X)=1"(x) s F'[G(¥)] (eq. 2. 59.)
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Where,
() =F[E(")] | (eq. 2. 60.)
Therefore we have :

E'(v) =F['(x)] (eq. 2. 61.)

and, ['(x)= ——&)— (eq. 2. 62.)

F[6()

If (2. 62.) is multiplied by an appropriate apodisation function, D(x), the

deconvoluted spectrum, E'(T/) can be obtained using :

E'(v)=F[r(x)] (eq. 2. 63.)
and the following result is obtained :
E'(v)=F~"[D(x) « I'(x)] (eq. 2. 64.)

The final line shape E'(T/) depends highly on the form of the apodisation

function used.

Figure 2. 14. illustrates the FSD process starting with a Lorentzian line and
applying different apodisation functions.

When doing FSD three parameters need to be specified in the software :

1. an estimate of the average of the bandwidth (») of original bands,

2. the enhancement factor k, k can be estimate by k = log,,(S/N)

3. the choice of apodisation function D(x).
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Figure 2. 14. : The Fourier self-deconvolution process.
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2. 1. 5. 3. Band fitting

Band fitting or curve fitting is a powerful application in which a complex set of
overlapping peaks are fitted to a number of ideal peaks. The method used
here is based on the original algorithm of non-linear peak fitting as described
by Marquardt and known as the Levenberg-Marquardt (Marquardt 1963)
method. The information that one can obtain from curve fitting is as follows :

1. exact peak positions,

2. peaks widths, heights and areas,

But one needs to feed the following estimate of the information to the
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program :
1. an accurate determination of the number of peaks,

2. knowledge of the true peak shapes,

3. an approximate estimate of the peak parameters, such as width, height,

position etc...

The program then adjusts these starting values to obtain the best fit of the sum

of the calculated peaks, to that of the measured peaks.

The quality of fit in this case is observed as follows (Grams software program) :

n (Ac’tuali ~ Calculatedi) 2
2 o RMSNoise

X = (n—f) (eq. 2.65.)

WhereActual, = measured data,
Calculated, = calculated data,
RMS Noise = estimated root mean squared noise in the actual
data over the fitted region,
n = number of data points in the fitted region,
f = total number of variables from all the peak and baseline

functions.

The Levenberg-Marquardt algorithm iteratively adjusts every variable for each

peak in order to minimise the 2.
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2. 2. RAMAN

2. 2. 1. Introduction and history

Simply stated the Raman effect can be described as the inelastic scattering of
light by matter. The Raman effect was first predicted theoretically by Brillouin in
1922 and by Smekal in 1923. The first experimental observation however was
made by Raman and Krishnam in 1928, and a complete semi-classical theory
of the Raman effect was published a few years later by Placzek (in 1934). But
despite the initial excitement the spectroscopic application of the Raman effect
only really started to make progress in the late 50’s, early 60’s with the
invention of lasers. Since then constant instrumental progress has been made,
with the fabrication of high quality holographic gratings, improved detectors
(such as CCD cameras (Williams et al. 1994)), and the development of PC-
based computer power.

Raman spectroscopy can be used to obtain structural information, orientation,
conformation and crystallinity (Robinson et al. 1976), to identify small inclusion
in bulk materials (Boyer and Smith 1984, Purcell and White 1983, Jawhari et al.
1992), to study the effect of stress and strain on materials (Birnie et al. 1992

Blanpain et al. 1993), etc.

2. 2. 2. The Raman effect

When a molecule is irradiated with a beam of light of single frequency, most of
the photons are scattered elastically with no change in energy, thus no change
in frequency, the so called Rayleigh scattering. A very small portion of the
incident photons (<0.1%), however, undergoes inelastic scattering and either
gains (anti-Stokes) or loses (Stokes) energy to give a range of frequencies in
the scattered light beam which constitutes the Raman spectrum of the particular

molecule being examined.
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For most purposes the Stokes scattering is used as this is considerably more
intense than the anti-Stokes scattering.  This intensity difference arises
because of the population difference between the different vibrational energy
levels of the molecuie. At room temperature there will be many more molecules
in the ground vibrational state (from which the Stokes lines arise) than in the
higher vibrational states, and therefore the incoming light is more likely to

interact with a molecule in the ground state.

Figure 2. 15. shows the Rayleigh and Raman scattering as well as

fluorescence.

Figure 2. 15. : Rayleigh and Raman scattering model according to the

quantum theory.
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2. 2.2. 1. Classical description of Raman spectroscopy

When a molecule is placed into an electric field, there is a change in the shape

of the electron cloud, nuclei being attracted towards the negative pole of the
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field, the electrons to the positive pole. This separation of charges causes an
induced electric dipole moment to be produced.

The induced dipole moment p is proportional to the field strength E.
p=oaE (eq. 2. 66.)

Where o is the polarisability of the molecule, which is the ease with which the
electron cloud can be distorted. The polarisability can be represented by an

ellipsoid.

When a molecule is subjected to a beam of radiation of frequency v, the electric

field experienced by the molecule varies according to the equation :
E=E;cos2nv,t (eq. 2. 67.)
thus,
p =0k, cos2nv,t (eq. 2. 68.)
WhereE, = equilibrium field strength,
v, = angular frequency of the radiation,
t = time.
Because both p and E are time dependent, the induced dipole moment will
oscillate in time and emit or scatter radiation of frequency v,. This is Rayleigh
scattering.
The expression for p can be written in terms of Cartesian components :
H'X = aXXEX + axyEy + aXZEZ

u, = a,E + o B +ayE,

Mz = aszx + azyEy + azzEz
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or as a matrix equation :

Hx Qyx Oyy Oyz Ex
Ry [=|oyx Oy oy |E (eq. 2. 69.)

A molecule vibrating at a frequency vy also has internal (vibrational) motions,
which can be described by normal co-ordinates (Q). Therefore the internuclear

distance can be written as :

Q, =QJ cos(2nv, 1) (eq. 2. 70.)

Where Q? is the amplitude of vibration. Hence,

=0, + (6%) Q, + higher order terms (eq. 2.71)
or,
oo 0
o =0+ Q7 cos(2mv,t) (eq.2.72.)

and the expression for p now becomes

B =0 E, cosvaot+Eo(a%xJ Q) cos(2mv,t)cos(2nv,t) (eq. 2. 73.)

v

or, (eq. 2. 74) :

0
v

Q. T{cos[Zn(v0 - vv)t] + co's[27r(v0 + Vv)t]}
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The first term on the right-hand side of (eq. 2. 74.) represents the oscillation of
the induced dipole at the frequency v, of the incident light, resulting in Rayleigh
scattering. The second term represents the Raman scattering, at frequencies
vV, (Stokes) and v,y+v, (anti-Stokes).

(eq. 2. 74.) shows that for Raman scattering to occur, the polarisability must

change during the vibration, i.e.

oo
0 .2.75.
(2 (€.2.75)

2. 2. 2. 2. Quantum theory

Quantum theory treats radiation of frequency v as being a stream of photons of
energy hv. Therefore each vibration of the molecule can be characterised by

its énergy E,.
E, = hv(v+1/2) (for SHO) (eq. 2.76.)

Where v is the vibrational quantum number. v can have values of 0, 1, 2,
3...etc.

During Raman scattering, the molecule can gain or lose energy in accordance
with the following conditions : if the molecule gains energy AE, the photon will
be scattered with energy hv-AE, and if the molecule loses energy AE, the

photon will be scattered with energy hv+AE. This is shown in figure 2. 15..
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2. 2. 2. 3. Selection rules and intensities for Raman scatter

There are 3N-6 normal modes of vibrations for a non-linear molecule and 3N-5
for a linear molecules. However not all these modes are Raman active.
First of all for a vibration to be Raman active there must be a change in the

polarisability during the vibration ; -

If (aaQa ) = 0, then the normal mode of vibration is Raman inactive.
v/

A general method to determine if a mode is Raman active or inactive involves
determining the symmetry class via a group theory treatment of the molecule
(Davidson 1991).

The best known selection rule for IR and Raman spectroscopy is the ‘rule of
mutual exclusion’. If a molecule has a centre of symmetry, then vibrations are
either Raman or IR active, but not both. This rule is useful when determining if
a molecule has a centre of symmetry or not. Empirically bands which have a

high intensity in Raman, will give weak infrared bands, and vice versa.

Nishimura et al. in 1978 and Carey in 1982 have summarised the common
observations about relative band intensities in Raman spectroscopy :

1. stretching vibrations are more intense then deformation vibrations,

2. the intensity of a band due to the stretching of a covalent bond increases
with bond order,

3. the intensity of a band due to the stretching of a covalent bond increases
with the atomic number of the bonded atoms,

4. bands due to in-phase stretching vibrations are more intense than bands due

to out-of-phase vibrations.
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2.2.2. 4. Limitations

Thermal sample degradation

Thermal decomposition of the sample may occur due to intense focused laser
beam, this is especially a problem in Raman microscopy, when high powered
lasers are used. Biological samples are especially sensitive to thermal

decomposition.

Fluorescence

The fluorescence spectrum can mask the Raman spectrum of the sample.
Fluorescence is a phenomenon approximately 10°-10° times stronger than
Raman scattering. The presence of additives, trace impurities etc., are often
responsible for this phenomenon.

This problem may be overcome by diverse methods :

1. ‘burning-out’ of fluorescence, which involves leaving the sample under the
laser light for a long period of time until the fluorescence level decreases to an
acceptable level,

2. using UV or near-IR excitation,

3. using fluorescence-quenching agents,

4. using the time scale difference between the fluorescence process and the
Raman process. The Raman process is almost instantaneous, whereas the
fluorescence process requires more than 10° seconds in a typical case.

5. Where the florescence background is not to severe, it is possible to subtract
it from the spectrum.

6. Fluorescence is reduced for anti-Stokes scattering.

2. 2. 3. Raman microscopy

A Raman micro-spectrometer results from coupling a microscope to a Raman
spectrometer. One area which has greatly benefited from micro-Raman is that

of semi-conductors (Abstreiter 1991, Tang and Rosen 1991), but many other
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areas have also progressed such as biological systems (Barron et al. 1991),
fibres (Lewis et al. 1996, Bard et al. 1997), PVD coatings (Chen et al. 1994,
Blanpain et al. 1993), and polymer samples (Garton et al. 1993, Meier and Kip
1994, Huong 1996, Gerrard 1994, Maddams 1986).

By using a x100 objective one can achieve a spatial resolution of about 1um.
The spatial resolution is mainly a function of the wavelength of the illumination
laser, which lies between 0.3um and 0.7um. This spatial resolution is obtained

by using a confocal arrangement.

Confocal microscopy

The confocal ‘set-up’ of a Raman microscope enables one to discriminate
between parts of the sample which are not at the same depth and allows the
detection of scattered Raman light from inside the focal volume only, thereby
eliminating most of the fluorescence and stray light coming from outside the
focal volume. Therefore the confocal set-up can be used to depth-profile a
sample. In effect this allows one to obtain spectra of sections of a sample at
various depths. However one can encounter various problems. These include
heating and burning of the sample, or a net decrease in the intensity of the
spectra, due to the smaller volume sampled. One of the major disadvantages
is due to the confocal profile being convoluted with the result of the depth-
profile ; this will be discussed further in chapter 4.

The intensity of a given Raman line at the wavelength A reaching the detector

is:

S ~ 1,5, NQT,s, (eq. 2. 77.)

Wherel, = the laser irradiance at the sample ,
T, = the differential cross-section for the Raman line analysed,
N = the number of molecules in the probed volume,
Q = the solid angle of collection of the Raman light,

T, = the throughput of the instrument,
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& = the sensitivity of the detector at the wavelength X
The best way to decrease the probed volume while increasing Q and IQ, is to

use a microscope objective with high numerical aperture (NA).
NA = n sin(0/2) (eq. 2. 78.)

Where 0 = the angle of entrance,

n = the refractive index of transmitting medium.
The NA determines the distribution of the laser field around the focus, a high
NA resulting into a short waist and a low NA in a large waist. Figure 2. 16.

shows the distribution of laser light around focus.

Figure 2. 16. shows the distribution of laser light around the focus for a

high NA (2) and a low NA(1).

Focal

Waist plane Waist

The length of the waist (©), also known as the depth of focus is defined by :

®= 6.4(M27¢)(1/tan0)2= ?i(1/tan0)2 (eq.
2. 79.)
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Table 2. 3. shows the value of NA for several objectives.

Table 2. 3.: Values of NA for several objectives.

Objective NA 0 (degrees) ® (pm)
x100 0.95 71.8 0.1
x50 0.80 53.13 0.4
x20 0.46 27.39 24
x20(long working) 0.40 23.58 3.3
x10 0.30 17.46 6.4

The performance of a confocal Raman microscope is not only determined by
the optical properties of the microscope objective (numerical aperture,
magnification power, and focal length), but also by the size of the pinhole
placed in the back image plane of the microscope, or simulated using the
combination of the spectrometer slit and a small area of the CCD camera.

The long axis of the CCD detector (576 pixels) is used to describe the spectral
dimension, and the shorter axis (closed to about 5 pixels, corresponding to 100
pm) describes the image height. Combined with the spectrometer slit opened
to approximately 15 pm, a pinhole effect is created. This is shown in figure 2.

17.

Figure 2. 17.: The confocal arrangement.
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And the size of the laser spot can be expressed as

s(f1x z) = sf, forz <g>R (eq. 2. 80.)

s(f1xz) = sf, +2(z- ©/ 2)tan0 forz > 002 (eq. 2. 81.)

In a confocal arrangement a pinhole or slit is situated at the back image plane

of the microscope, and out-of-focus laser spot of size s(fi £z) will be imaged

outside of the back focal plane at a distance b2from the second lens L2 (see

figure 2. 18.).

b2 = A (eq. 2. 82.)

Figure 2. 18.: Principle of confocal Raman microspectroscopy.

Where h = the focal length of objective lens Li,

f2= The focal length of slit focusing lens L2
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This image is projected on the back image plane of the microscope. It is bigger
than the laser spot of the microscope on the focal plane. The diameter of the

out-of-focus plane projection, P’ is equal to :

_ f,Ms(f; £ 2)
==,

= (eq. 2. 83.)

WhereM = the magnification.

This projection P’ is larger than the projection caused by a laser spot in the
focal plane of lens L,, therefore by placing a pinhole with diameter P < P’ in the
back image plane, the light coming from out-of-focus plane is cut off without

blocking out light from the in-focus planes (see figure 2. 18.).
Figure 2. 19. shows a comparison between intensity distribution as a function

of distance from the object focal plane for a confocal and a conventional

Raman microscope.
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Figure 2. 19A. : Confocal Raman microscope versus conventional Raman

microscope for the x50 objective.
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Figure 2. 19B. : Confocal Raman microscope versus conventional Raman

microscope for the x100 objective.
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It is possible to determine the confocal response at different magnifications of a
Raman spectrometer. This is done experimentally, by moving the objective
away from a silicon wafer in steps of 1pm, taking a spectrum at each step. The
Raman response is then plotted as a function of distance away from the wafer

(the Si band at 520 cm'1is used).
The FWHH of this profile gives the depth resolution for the objective used, as
shown on figure 2. 20A..

Figure 2. 20A.: Spatial resolution.
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The confocal response for various objectives is shown in figure 2. 20B. From

this figure it is clear that the best confocal response is obtained with a x100

objective.
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Figure 2. 20.: Confocal response of various objectives.
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2. 2. 4. Quantitative Raman

The intensity of the Raman scattering of a functional group is linearly related to
its concentration. The linear relationship is most useful in obtaining an
accurate measure of the ratio of two or more components in a mixture, i.e.
determining the relative concentrations of the different species. But an internal

standard has to be used for the determination of absolute concentrations.

The difficulty of measuring absolute concentration in Raman spectroscopy
arises from various sources : variations in the source, sample and optics, the
inherent weakness of the Raman process, strong fluorescence for many

samples.

Quantitative analysis by Raman spectroscopy started in the late 60’s, early
70’s, with the introduction of lasers, replacing the mercury-vapour lamps as the

excitation source.
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Grasselli, Snaveley and Bulkin (Grasselli et al 1981) cite a dozen applications
of quantitative Raman spectroscopy for the period from 1970 to 1979. There
are also many reports of use of quantitative Raman spectroscopy in routine
analysis in the determination of pollutants in water (Reeves et al. 1973,
Cunningham et al. 1977, Miller 1977) There have been further applications of
quantitative analysis in Raman spectroscopy, including the determination of
azodyes (Womack et al. 1987), pharmaceutical products (Sato et al. 1980), or

ethanol in fermentation broth for example (Shope et al. 1987).

Internal standards :

In solution measurements, the solvent is often chosen as the internal standard,
for example the case of water in aqueous solutions. With solid samples a major
component is selected as the internal standard.

However using an internal standard might not be sufficient, and the method
may fail due to changes in shape or position of the relevant bands as there are
changes in sample composition, non-linearity of the instrument response,
differences in sample scattering at the analyte and standard lines.
Wavenumber errors may also be introduced, rendering subtraction of spectra
difficult.

Various techniques are available for quantifying peaks, such as peak height,

cross correlation, and least square fitting.

2. 2. 5. Complementarity of Raman and IR spectroscopy

Due to the difference in selection rules between Raman and IR, in order to
obtain complete vibrational (and rotational) information, it is imperative to have
the Raman and IR spectrum of the sample of interest.

Also, it is possible using Raman spectroscopy to record low frequency
vibrations, down to ca 5 cm™. The spatial resolution in Raman is greater, 1 um

(in confocal mode) compared to IR, 10um.
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Although Raman scattering is a weak effect enhancement techniques such as
resonance Raman or SERS can be used in certain cases. Techniques such as
Raman mapping (Hayward et al. 1995, Gardiner and Bowden 1990, Batchelder
et al. 1991) and imaging (Williams et al. 1994, Hayward et al. 1994, Hayward et
al. 1995, Batchelder et al. 1991) are also available.
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CHAPTER 3. :
DIFFUSION OF WATER IN POLYMERIC
MEMBRANES.
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CHAPTER 3. : DIFFUSION OF WATER IN POLYMERIC
MEMBRANES

3. 1. DIFFUSION OF WATER INTO POLYMERS

Polyvinyl chloride (PVC) is one of the leading plastic materials in the world. Itis
extensively used in packaging and bottles, or in ion - selective membranes (Li
et al. 1996 and 1996a, Chan et al. 1992, Okuno et al. 1995) in contact with
aqueous solutions and biological samples such as blood (Widmer 1993,
Armstrong and Horvai 1990). In addition, many polymer films are being used
as barriers to toxins in protective clothing equipment or sealant (Finch 1983,
Vieth 1991). The barrier properties of the films are related to the rate of
molecular diffusion. Polymeric materials absorb water at varying rates, and
various properties such as mechanical properties, vary with the absorption of
water. Absorption of water is often accompanied by desorption or leaching of
various additives in the polymer, such as fillers ( Balik and Xu 1994),

plasticisers (Vergnaud 1994) and biocides (Cadmus and Brophy 1982).

The diffusion of solvent or small molecules into polymer films can be studied
using various methods ; such as gravimetrical analysis (Bouzon and Vergnaud
1991, Storey et al. 1991, Southern and Thomas 1980, Hopfenberg et al. 1975,
Shailaja and Yaseen 1993, Gray and Gilbert1975) ( or pat and Weigh method),
using fluorescent tracers (Krongauz et al. 1995), by TGA (Ogawa et al. 1993),
using a spatial imaging spectrometer (Li et al. 1996, Chan et al 1992), Raman
spectroscopy (Klier and Peppas 1986), stray field magnetic resonance imaging
(Lane and McDonald 1997), FTIR - ATR spectroscopy (Pereira and Yarwood
1996 and 1996a, Fieldson and Barbari 1993 and 1995, Cogan - Farinas et al.
1994, Van Alsten 1995, Hadjatdoost and Yarwood 1997), HPLC (Parker and
Ranney 1994) or UV spectroscopy (Vergnaud 1994).
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Different sorption processes have been reported for different species and
polymers. They have been categorised in three types : Case | or Fickian
diffusion mode, Case Il diffusion and non - Fickian or anomalous diffusion
(Vergnaud 1991, Crank 1994, Comyn 1993).

3. 1. 1. Diffusion behaviour

Sorption describes the penetration and dispersal of penetrant in a polymeric
matrix. Sorption process may include penetrant adsorption, absorption,
incorporation into micro-voids, cluster formation, solvation-shell formation and
other modes of mixing. More than one concurrent or sequential mode of
sorption may happen in a given polymer material. The diffusion mode of
penetrant may change with changes in sorbed concentration, temperature,
swelling induced structural states, time of sorption to equilibrium and other

factors.

Polymers usually have a wide spectrum of relaxation times, associated with
structural changes. They all decrease with increase of temperature or increase
in penetrant concentration or increase in polymer segmental motion.

Classification of sorption process can be made according to the relative rates of

diffusion and polymer relaxation.
The mathematical treatment of diffusion is based on Fick’s discovery that like

transfer of heat conduction, diffusion is due to random molecular motion, and

therefore the following equation can be applied :

e _D(?ég) (eq. 3. 1.)

also known as Fick’s first law.
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Where F = the flux in the z - direction,
oC / 0z = the concentration gradient,

D = the diffusion coefficient.

For one - dimensional molecular diffusion in a polymer film with a constant

diffusion coefficient, the equation for the diffusing species reduces to :

aC o%C
E=D(EZ—J _ (eq. 3. 2.)

or Fick’'s second law.

WhereD = the diffusion coefficient,
C = the concentration of the diffusing material,
t = the time,

z = the space co -ordinate measured normal to the diffusion.

The mass of molecules diffused at time t in a plane sheet of thickness L is

described by,

At short times :
M, _2 (D) "
—=—|—= t eq. 3. 3.
M, L\n (eq )
where M, = the amount of material transported at time t,

M., = the amount of material transported at equilibrium.

and at long times :

D2
M, =1——n8—exp( Dr t) (eq.3.4.)
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usually used in the form :

|n(1_%) - |n(—85) _ Dzt (eq. 3. 5.)

3. 1. 1. 1. Case | or Fickian diffusion

During Fickian diffusion the rate of diffusion is much less than that of relaxation,
and the polymer-penetrant systems obey Fick’s law. This type of behaviour is
characterised experimentally by a t"? time dependenceat short times of the
concentration gradient profile. It is determined by the slope n of a plot of log M
against log time, where M is the amount of penetrant observed. The behaviour

of these systems can be described by a single diffusion coefficient.

3. 1. 1. 2. Case |l diffusion

In Case Il diffusion , the other extreme, diffusion is very rapid compared with
the relaxation processes. For this case, the short time dependence of the
concentration is characterised by n = 1. It is determined by the slope n of a plot
of log M against log time, where M is the amount of penetrant observed. The
behaviour of these systems can also be described by a single parameter ; the
constant velocity of an advancing front of liquid located at the boundary

between swollen gel and glassy core.
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3. 1. 1. 3. Case lll or non - Fickian or anomalous diffusion

This occurs when the diffusion and relaxation rates are comparable. Two or
more parameters are needed to describe this behaviour. n is between 0.5 and
1, or changes sigmoidally from one to the other. This system lies between
Case | and Case Il and accommodates all the cases that cannot be described
by Case | and Il.

Anomalous behaviour can be caused by changes in polymer structure on
solubility and diffusional mobility or internal stresses.

13

Sometimes “dual-mode “ sorption kinetics are employed to characterise
penetrant diffusion in PVC polymers (Li et al. 1996 and 1996a, Chan et al.

1992, Okuno et al. 1995, Parker and Ranney 1994, Vergnaud 1994).

3. 1. 2. Dual - mode sorption

A full theoretical treatment of dual-mode sorption can be found in “Dual-mode
sorption theory” by Vieth and co-workers (Vieth et al. 1991), and in “The
mathematics of diffusion” by Crank (Crank 1994).

In the simplest case of dual mode sorption, there are two concurrent
mechanisms of sorption : ordinary dissolution, and “hole-filling”. Meares’
investigations showed evidence that the glassy state contains a distribution of
micro-voids frozen into the structure as a result of the cooling down of the
polymer through its glass transition temperature (Tg). These “hole” or micro-
voids are the result of restricted segmental rotations of the polymer chains.
Chan and co - workers (Chan et al. 1992 and 1993) have shown there is a wide
range of these micro-domains, or free-volume pockets in PVC, in which
penetrant molecules tend to form clusters. Free-volume parameters for various
solvents were estimated by Hong (Hong 1995) using viscosity-temperature

data. Using these parameters in conjunction with the Vrentas - Duda free
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volume theory, diffusion behaviour for several polymer / solvent systems were
predicted.
For gas molecule sorption in glassy polymers, the sorption of mobile species

can, be described by a Iinear law :

C, =ky,p (eq. 3.6.)

Where C, = the concentration of dissolved molecules,
kp = Henry’s law dissolution constant,

p = the partial pressure of penetrant gas.

The second mode of sorption occurring by immobilisation of the species at a
fixed number of sites within the polymer can be represented by a non-linear

Langmuir expression :

C,.bp

= eq. 3.7.
HET, bp (eq )
Where C, =the concentration of molecules “absorbed in microvoids”,

C'y = the concentration in the holes at saturation,

b = the hole affinity constant.

The total concentration of penetrant is simply equal to the sum of penetrant in
the film :

C=C,+Cy (eq. 3. 8.)

Therefore the sorption isotherm at equilibrium can be written as :

(eq. 3.9.)
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(eq. 3. 9.) has been successfully used to study various penetrant-polymer
systems (Haward 1973, Vieth et al. 1976, Okuno et al. 1995.).

In glassy polymers sorption of water is often accompanied by significant
swelling of the polymer network, thus the concentration of available sites

changes with the degree of sorption.

3. 2. WATER

The structure of the water molecule : it possesses two hydrogen bond acceptor
sites, and two hydrogen bond donor sites, i.e. pure water contains as many
hydrogen bonds as covalent bonds. Interactions of water molecules in liquid
water has been widely studied. It was noted very early on, that the frequency
of OH stretching vibration decreases with increasing strength of the hydrogen
bond (Pimentel and McClellan 1960 and 1971).

In the study of water, two main streams of interpretation are generally used :

1. The continuum approach (Falk 1975, Schiffer and Hornig 1968, Curnutte and
Bandekar 1972) ; this suggests the existence of a continuous network of H -
bonded molecules where the distortion of H - bonds results in a continuous
distribution of the H - bond distances, angles and energies.

2. The mixture approach in which water is treated as a pseudo - polymeric
material composed of a mixture of “defect” and “non - defect” water molecules,
or “hydrogen - bonded” and “non - hydrogen bonded” molecules, which
interchange between them as a function of temperature. The mixture approach
was first used by Cross et al in 1937 (Cross et al. 1937).

This is the most employed model in the recent literature (Walrafen 1972, Luck
1974, D'Arrigo et al. 1981, Green et al. 1981, Hare and Sorensen 1990 and
1992, Marechal 1991).

Nevertheless, the analysis of most vibrational bands of H,0 (and D,0O) remain

difficult, due to the overlapping different vibrational bands, and because of the
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intermolecular, as well as, intramolecular coupling of vibrations. The breaking

and reforming of intramolecular H - bonds happen on a pico second time scale.

3..2 . 2. Water in polymeric membranes

Much work has already been done in this field using many spectroscopic
techniques such as NMR (Otting et al. 1991 and 1991a, Denisov and Halle
1996), FTIR and Raman (Marechal and Chamel 1996, Nguyen et al. 1991 and
1996, Falk 1980, Quezado et al. 1984, Luck et al. 1980, Bashir et al 1995,
Murphy and Dephinho 1995, Van Alsten and Coburn 1994, Crupi et al. 1996),
neutron scattering (Settles and Doster 1996, Bryant 1996, Denisov and Halle
1996), light scattering (Tao 1993, Téo et al. 1989).

The main problem seems our ability to distinguish bound water from bulk water,
and various techniques have been devised to circumvent this problem. Those
include the use of selective probes (Otting et al. 1991, Denisov and Halle
1996), spectral contrast (Settles and Doster 1996, Bryant 1996, Giordano et al.
1993 and 1995, Van Alsten and Coburn 1994), and spectral subtraction
(Marechal and Chamel 1996, Falk 1980, Quezabo 1984).

A very convenient tool for looking at water is FTIR - ATR spectroscopy ; it has
many advantages (see chapter 2., 6, and 7.) such as high sensitivity to
structural and conformational changes, no saturation problems due to its small
sampling depth (Mirabella 1985, Pereira and Yarwood 1994) ( in the order of
0.5 t0 2.0 um). FTIR - ATR is an in - situ technique, which permits both kinetic
and structural data to be obtained simultaneously.

Recent work on the perturbation of water molecules close to an organic
interface using this technique has been carried out on microemulsions
(Christopher et al. 1992, Gonzalez - Blanco et al. 1997, Ononi and Santucci
1993), and polymers (Marechal and Chamel 1996, Nguyen et al. 1991 and
1996, Falk 1980, Quezabo et al. 1984, Luck et al. 1980, Scherer et al. 1985
and 1974, Maeda et al 1993 and 1995 and 1996).
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Because of the unique structure of water, it is able to insert itself and form H -
bonds in natural and synthetic polymers. Small amounts of absorbed water in
polymers can induce important changes of their physical properties (Crist

1993), and it can also act as a plasticiser (Roff and Scott 1956).

Water in polymer matrices behaves quite differently from water in solution; this
has been shown to be due to the fact that it is restricted into smaller spaces
(Doster et al. 1986, Teixera and Stanley 1980, Settles and Doster 1996,
McBrierty et al. 1993, Otting et al. 1991).

The bandshape, frequency and intensity of water in polymers is different from
bulk water, but can be treated the same way. The differences have been
explained as due to difference in surrounding environment (Falk 1980, Scherer
et al. 1985 and 1974, Maeda et al. 1993, 1995 and 1996, D'Apprano et al.,
1992 and 1988, Moran et al. 1995), the water forming clusters (Scherer et al.
1985, Murphy and Dephinho 1995, Van Alsten and Coburn 1994, Sutander et
al. 1994 and 1995) and water orientation (Bashir et al. 1995).

FTIR - ATR spectroscopy was the technique we chose to use to determine the
perturbation of water in uPVC and pPVC films. Our interpretation of the water
band provides a combination between the “mixture approach” and the

“continuum approach” as will be demonstrated in chapter 7.
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