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A B S T R A C T

The statistical literature contains a wide variety of 
reports on procedures for discriminant analysis. They range 
from the classical linear discriminant and logistic model 
at one end of the spectrum through to the recent recursive 
partitioning and neural network based procedures in the 
field of pattern recognition at the other extreme. By 
contrast the literature offers little advice concerning 
choice of procedure especially for discrete data. This 
thesis therefore addresses the problem of selection of 
optimal discriminant procedures for discrete data.
The problem is approached by identifying key determinants 
of procedure choice such as prior information about the 
data, sample size and the performance expected of the 
procedure. Two new ways of assessing performance of a 
discriminant are suggested for the discrete data situation. 
The first of these, the ^-criterion, is a weighted sum of 
posteriors for correctly allocated and misallocated 
objects. The second consists of analysing performance in 
relation to the distribution of relative differences 
between the two largest posteriors. A selection tree is 
constructed on the basis of these two approaches.
The results indicate that the tj - criterion exhibits low 
variance as well as low bias but also has the ability to 
differentiate better than the customary error rate. The use 
of classification thresholds proves particularly useful in 
the detection of optimal procedures for discrete data. A 
structured approach using a selection tree is demonstrated 
and evaluated.
Integration of the developed techniques into statistical 
software packages is recommended.
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Chapter 1 - Summary

"The problem of discriminant analysis may be subdivided 
into three categories depending upon the degree of 
information available about the class specific 
distributions FL. These are: (1) F± completely known which
is rarely the case, (2) the usual case in which the F± are 
known to belong to some parametric class of distributions 
so that F-Jx) = where the distributions F± are now
known but 0* are unknown and require estimation and, 
finally, (3) a similarly not unrealistic situation in which 
the F± are completely unknown. The basic problem in 
discriminant analysis may then be described as finding 
suitable means for estimating the class specific densities, 
f^xl©*), and then using these to derive allocation rules".

1.1 Introduction

It is no coincidence that the above quote dates back over 
40 years which may surprise in the context of the present 
thesis. However it has been selected because few authors 
have since been able to state the discriminant problem as 
succinctly as Fix and Hodges did in 19511. These authors 
addressed the problem of estimating unknown probability 
distributions which laid the foundations for a technique 
later to become known as nearest neighbour procedure. They 
also used these density estimates to obtain allocation 
rules for discriminating among different populations.

Unlike many other areas in statistics the subject of 
discriminant analysis - not necessarily restricted to 
discrete data - draws simultaneously on several basic 
statistical techniques. These include estimation theory, 
distributional theory, sampling theory and decision theory. 
Thus any more than cursory treatment of discriminant

I Fix, E. and Hodges, J.L. (1951). ” Non-par ametr 1C
discriminant analysis", United States Air Force School of 
Aviation Medicine, Project Number 21-49-004, Reports. 4 &
II
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analysis claiming to be exhaustive will tend to be 
expansive. The recent book by McLachlan (1992) - frequently 
referred to as the standard text on discriminant analysis - 
is a good case in point. Yet even his comprehensive 
treatment including a bibliography of more than 1200 
references only partially deals with the recent recursive 
partitioning procedures and gives little structural help in 
selecting optimal procedures. The present thesis on 
discriminant analysis is* therefore* restricted to 
discriminant analysis specifically applied to discrete 
datasets. Emphasis has been placed on the mechanics of 
deriving a structured approach to selection of optimal 
procedures rather than on the issues of missing data 
estimation and selection or transformation of variables.

The work presented in the following deals with the 
situation where the data are exclusively of a discrete 
nature* where prior information about the data 
distributions is only partially given* scant or not 
available at all and where a choice has to be made among a 
range of discriminant procedures not necessarily all 
specifically designed for discrete data.

In the published literature there are not many guides to 
selection of discriminant procedures. This is especially so 
in the field of discrete data where often no data model 
exists thus making density estimation a crucial step. A 
further difficulty arises because for datasets with few 
discrete multivariate states* estimates of the 
misallocation error will also tend to be unstable. As these 
depend on the posterior probabilities of population 
membership the problem is thus reduced to finding realistic 
estimates of the posteriors.

This problem is addressed and also extended to an 
investigation of the entire posterior distribution. The 
results show that extracting information from the 
posteriors readily lends itself to constructing useful 
criteria for performance assessment of a discriminant
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procedure. Two new tools are introduced for this purpose. 
Firstly, a variable classification threshold is 
constructed, and in order to qualify for allocation an 
object's posterior probability must exceed this local 
threshold. Secondly, the distribution of relative 
differences between the first two largest posteriors is 
derived empirically and then used as an additional 
evaluator of the performance of a discriminant rule. Next 
the crucial determinants of procedure choice are identified 
and based upon these a suitable selection tree is 
constructed. A structured approach to procedure selection 
is developed.

The results from applying this approach to a range of "real 
data" taken from the published literature as well as 
results obtained from artificially generated data using 
Monte Carlo techniques indicate that the suggested 
performance criterion may suitably augment the common 
misallocation error. The computational method is 
straightforward and readily implemented on a small 
microcomputer using assembled FORTRAN code. The inputs 
required for the programs are the posterior probabilities 
of population membership which can also be supplied by most 
professional statistical software. Possible extensions of 
the suggested method to datasets with continuous or mixed 
data structures are also straightforward. Artificial 
datasets, expectation, bias and variance of performance 
estimators as well as estimates of the empirical 
distribution of the relative difference of maximal 
posteriors were generated using bootstrap techniques. The 
procedure selection approach is demonstrated using real and 
artificial data. The structured approach and use of the new 
performance criteria enables choice of reliable procedures.

1.2 Layout of thesis

The entire thesis comprises all the parts shown in fig.
1 .2-1
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Abstract
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Acknowledgements
Contents

Summary

I. INTRODUCTION

II. REVIEW

III. METHOD

IV. RESULTS

V. DISCUSSION

Appendices

Figure 1.2-1: Layout of thesis

The main body of the thesis breaks down further into 5 
major parts following the classical layout: (I)
Introduction, (II) Review, (III) Method, (IV) Results and 
(V) Discussion. These parts are emphasised in bold type in 
Fig.1-1. The following briefly describes parts I to V.

2. Introduction and Aim of Thesis

Figure 1.2-2: Part I: Introduction
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A non technical introduction to the subject is given using 
a series of examples which illustrate a variety of data 
situations. The examples show all of the key issues 
addressed later: the data dimension ranging from continuous 
to discrete, linear and curvilinear separation lines, the 
effects of scaling of variables, overfitting and 
parsimonious models, sampling effects, pattern recognition, 
interactions between variables, partitioning techniques and 
selective discrimination. This part ends with a 
specification of the research aims.

3. General Issues

4. Direct 5. Nonparametric 6. Indirect
Procedures Density Procedures

Estimation

7. Performance Evaluation

Figure 1.2-3: Part II: Review

This part begins with a coverage of general issues in 
discriminant analysis (chapter 3). Next direct discriminant 
procedures that use the posteriors explicitly in allocation 
are treated separately (chapter 4) from indirect procedures 
that use other techniques such as interpopulation distances 
(chapter 6). As the distribution of posterior probabilities 
across discrete datasets depends on the respective 
population specific densities their estimation is vital to 
the success of a discriminant procedure. In the case of 
discrete data a parametric model may not always exist. An 
entire chapter has therefore been devoted to the review of 
nonparametric density estimation (chapter 5). The review 
ends with a chapter on the evaluation of performance of a 
given discriminant procedure (Chapter 7).
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8. Performance 
Criteria

9. Classification 
Thresholds

10. Technical Issues

11. Data Sets

12. Construction of Selection Rules

Figure 1.2-4: Part III: Method

The review (part II) indicates that improvements on 
performance evaluation are needed for establishing a useful 
selection guide. Hence the first two chapters deal with 
construction of suitable performance criteria (chapter 8) 
and classification thresholds (chapter 9) respectively. The 
use of classification thresholds, i.e. the specification of 
a minimum threshold to be exceeded by the posterior 
probability, is new and non standard practice. For this 
reason it is treated in a chapter on its own. The next two 
chapters describe necessary technical refinements and 
adjustments to procedures (chapter 10) and also give an 
overview of the real and artificial datasets used in the 
examples (chapter 11). Finally the construction of 
selection rules is developed in chapter 12.

13. Analysis of 
Performance 
Criteria

14. Analysis of 
Classification 

Thresholds

15. Application of Selection Rules

Figure 1.2-5: Part IV: Results
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The results are threefold and are presented in separate 
chapters: the analysis of performance criteria (chapter
13), the analysis of classification thresholds (chapter 14) 
and application of the selection rules (chapter 15).

16. Discussion

17. Further Studies

18. Conclusions

Figure 1.2-6: Part V: Discussion

The final part begins with a detailed discussion of all the 
results (chapter 16). Here the starting points are the aims 
as specified initially at the end of chapter 2. Set against 
these, the results are evaluated to determine whether the 
aims have been achieved. Chapter 17 lists the areas not 
covered at all or only partly covered in the present 
thesis. Areas of possible future or related research that 
are seen to go beyond the scope of this thesis are 
suggested. The main conclusions to be drawn from the 
research are presented in a short final chapter 18 for 
quick reference.

All chapters within parts I to V are structured similarly, 
in that they begin with a diagram similar to the above 
indicating placement of the chapter within the thesis. 
Where appropriate final sections within chapters contain 
short summaries. A comprehensive list of all references is 
given in the chapter 19 just before the appendix. The 
appendix contains detailed results not suitable for 
inclusion in the main results chapters 13, 14 and 15.
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"Can you please tell me where I ought 
to go?" asked Alice. "Well it all
depends on where you want to get to. "
replied the Cheshire cat.

Chapter 2 - Introduction

This chapter introduces the main issues of discriminant 
analysis when applied to discrete data. It has been kept 
non technical, but, nevertheless, intends to introduce the 
main issues of discriminant analysis when applied to 
discrete data. Initially the chapter gives a cursory
overview of classification problems comparing and 
contrasting the fields of discriminant analysis, cluster
analysis and pattern recognition in the way of a general 
introduction to the subject. Some essential basic notation 
is introduced where required. Formal definitions follow 
later in the review and method chapters. The introduction 
is practically void of any references. The main body of 
references with particular emphasis on recent work is given 
in the literature review in part II. For completeness the 
review also includes references to areas not directly 
covered in the thesis such as some of the indirect 
procedures and selected features of nonparametric density 
estimation. The central discriminant problem is illustrated 
by way of examples using artificial data. Consideration of 
these examples leads to the core issues to be addressed in 
the research. These are conveniently phrased in terms of a 
check-list of questions. The introduction ends with a 
specification of the research aim.

2.1 Discriminant analysis and classification

An interest in classification permeates many scientific 
studies and also arises in the contexts of many 
applications. For problems such as speech and speaker 
recognition in acoustics, numerical taxonomy in biology, 
the detection of diseases by symptoms in health sciences,
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the classification of articles in archaeology, the 
identification of market segments in market research - the 
central interest is in classifying objects, subjects, or 
entities of some kind. When the classification is based on 
measurements of a set of characteristics or variables, 
statistical techniques are available to aid the 
classification process.

One may distinguish two broad categories of classification 
problems. In the first, one has data from known or 
prespecified groups as well as observations from entities 
whose group membership, in terms of the known groups, is 
initially unknown and must be determined through the 
analysis of the data. For instance, one may have several 
repeated utterances of a specific word by different 
persons, and acoustic parameters extracted from each 
utterance labelled by the particular speaker would 
constitute the known replicate representations (also called 
training samples). In such a situation, if some additional 
utterances of the same word become available but one does 
not know from which person these utterances arose, one may 
need to make such an assignment statistically. This is an 
example of the so called speaker recognition problem where 
classification is with respect to the known speakers 
(groups). In the pattern recognition literature reviewed by 
Duda and Hart (1973) this type of classification problem is 
referred to as supervised pattern recognition or learning 
with a teacher. In statistical terminology it falls under 
the heading of discriminant analysis.

On the other hand there are classification problems where 
the groups themselves are a priori unknown. The primary 
purpose of the analysis is to determine the groupings from 
the data so that entities within the same group are in some 
sense more similar or homogeneous than those that belong to 
different groups. Many problems of numerical taxonomy, as 
well as market segments that are determined on the basis of 
demographics and psychographic profiles of people, provide 
examples of this second type of classification problem
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where the groups are data dependent and not prespecified. 
This type of classification problem is referred to as 
unsupervised pattern recognition or learning without a 
teacher, and in statistical terminology falls under the 
heading of cluster analysis or latent structure analysis 
rather than discrimination.

Although discriminant analysis and cluster analysis 
constitute a useful dichotomy of classification approaches, 
there are many real life problems that combine the features 
of both situations. One might have some preliminary or 
imprecise idea of the groups from which the data arise but 
may seek corroborating evidence of the meaningfulness of 
the prespecified groups in certain problems. Some 
combination of the tools from the two types, or perhaps 
entirely different and as yet unavailable tools, may be 
appropriate for these situations.

The discriminant analysis situation is characterised by the 
following: one has two types of multivariate observations - 
the first, called training samples, are those whose group 
identity (i.e. membership in a specific one of say g given 
groups is known a priori), and the second type, referred to 
as test samples, consists of observations for which such a 
priori information is not available and which have to be 
assigned to one of the g groups.

The variables constituting the multivariate observations 
and the "groups" involved will depend on the particular 
application. For instance, in anthropometry, the variables 
might be different measurements on fossils and the groups 
might be a known taxonomy of the fossils (e.g. different 
races or different stages of evolution). In a medical 
application, the variables could be the results of various 
clinical tests and the groups could be collections of 
patients known to have different diseases. In an acoustical 
application, the variables might be a set of acoustical 
parameters extracted from the utterance of a specific word 
by an individual whereas the groups are repeated utterances
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of the same word by different individuals. In each of these
cases, there are observations whose group identity is known
(the training samples) but there will also be some
observations whose classification is unknown (e.g. a fossil 
whose race group is unknown, a patient whose disease
category is unknown or an utterance whose source speaker is 
unknown).

In thinking of the more numerically oriented methods of 
discriminant analysis, it is useful to distinguish two 
stages of the analysis, although not all of the available 
statistical methods either make such a distinction or are 
equally useful for the two stages. The first stage, 
concerned solely with the training samples, is to find a 
representation of these observations so as, in some sense, 
to clearly separate the g groups. The resulting 
representation, usually a spatial one, is often called the 
discriminant space. Such a representation when presented 
graphically has major descriptive and diagnostic value in 
analysing data.

The second stage of a discriminant analysis is concerned 
with assigning the test samples (i.e. those observations 
whose group identity is initially unknown) to one of the g 
specified groups. At this stage, the focus is on correct 
classification. Some measure of correct classification, 
using the training samples and not the test samples, is 
often used to evaluate the performance of discriminant 
analysis methods. An important scientific consideration, 
sometimes not emphasised adequately in the statistics 
literature on discriminant analysis, is that in the real 
world it may turn out that an item whose classification is 
unknown may not belong to any of the prespecified groups 
but indeed be a member of an entirely different or hitherto 
unknown group (see Rao, I960, 1962; Andrews, 1972).

Statistical considerations in discriminant analysis have to 
do with distributional assumptions concerning the 
observations, measures of separation among groups,
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algorithms for carrying out both stages of the discriminant 
analysis and the study of the properties of proposed 
algorithms. Historically Fisher (1936) was the first to 
propose a procedure for the two-group (g=2) case based on 
maximising the separation between the groups in the spirit 
of analysis of variance. This procedure is equivalent to 
the likelihood ratio procedure that arises if one assumes 
multivariate normality with a common covariance matrix for 
the observations from both groups. Initial extensions were 
concerned with multiple groups and with heterogeneous 
covariance matrices across more than three groups, but 
still retained the assumption of multivariate normality. 
These normality based methods are the ones most widely used 
in practice. Provided the measured variables are not 
constrained to take on only a few distinct values, as in 
the case of binary variables, transformations of them might 
enhance their normality and enable the more sensible use of 
the normality based procedures. An example of this is the 
frequently skewed (Poisson) distribution of counts that may 
be "normalised" by either a logarithmic or a square root 
transformation. There are real situations involving 
variables, such as binary or categorical ones, that are not 
sensibly transformed. Distribution free and nonparametric 
methods, which move away from the normality assumption, 
have been developed relatively recently to handle such data 
(see Lachenbruch, 1975; Hand, 1981).

2.2 Typical examples of discriminant analysis

To illustrate the discriminant situation consider first the 
simplified case of objects belonging to either of two 
populations from whom continuous measurements on two 
variables have been obtained. An often used model is to 
assume that the joint distribution of the independent 
variables is normal. This is the case in the first example 
(figure 2.2-1). The data were generated artificially by 
independent sampling from two bivariate normal

30



distributions with different means and identical variances 
and covariances.
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Figure 2.2-1: Continuous data discrimination

Figure 2.2-1 shows simulated bivariate normally 
distributed data in two populations. The obvious 
discriminant rule is: 11Allocate any new object whose
population membership is unknown to population 2 if its 
coordinates for Xx and X2 lie in the region above the 
broken (discriminant) line."

The two populations are clearly visible and a best 
separation boundary can be specified in terms of a simple 
straight line in the plane defined by the two independent 
variables X1 and X2. Frequently in situations such as this 
a straight line provides optimal separation. Occasionally 
further improvement may be achieved by using curved lines 
generally described mathematically in terms of polynomial 
functions. A well known such example is the so called
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quadratic discriminant function. The variances are small 
compared with the differences in means for the variables X1 
and X2 and so the resulting scatters fall into almost 
distinct groups. An arbitrarily chosen straight line 
enables almost complete separation with only 3 observations 
incorrectly allocated to the other group. Misallocations 
are points belonging to population 1 yet falling in the 
region assumed for population 2 and vice versa. Figure
2.2-2 shows the data from figure 2.2-1 after a 

discretising transformation of X1 and X2.

2.0

1.0

0.0

0.0 3.0

dicks light of vertical gridilinas refer to population 1 i 
dicks left of vertical grid Unas refer to population 2

Figure 2.2-2: Discrimination with discrete data

The transition from continuous to discrete data may lead to 
a loss of information. For the data above no straight line 
can be found that separates both populations as well as in 
figure 2.2-1. Medical and survey data frequently take this 
discrete shape. Small circles resemble 1 observation, large 
ones 2 observations. To enable distinction observations
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from population 1 are displaced to the right of grid 
intersections and observations belonging to population 2 to 
the left. The broken discriminant line has been retained 
from figure 2.2-1. Discretising means that the formerly 
continuous variables X1 and X2 are now only allowed to take 
on certain discrete values. Here this is achieved by 
rounding X1 and X2 to the nearest 0.5 - other values are of 
course also possible. As a result of discretisation 
observations from both populations may coincide. To enable 
identification of observations from both populations the 
circles corresponding to population 1 have been slightly 
displaced to the right of grid intersections and those 
belonging to population 2 to the left. The area of the 
circles is proportional to the number of observations with 
coincident coordinates. The dotted line has been retained 
from figure 2.2-1. The misallocation errors appear larger 
with the discretised data. Even other lines would not 
substantially improve separation. The transition from 
figure 2.2-1 to figure 2.2-2 demonstrates the potential 
loss of information when dealing with discrete as opposed 
to continuous data. This is mainly due to the observations 
from population 2 with coordinates (1.0, 1.5), (1.0, 1.0) 
and (1.5, 1.0) lying well inside the area dominated by
population 1. A common example of such information 
reduction is the transformation of continuous assessment 
scores out of a hundred to k-category examination grades.

Typically a large number of questions in medical research 
revolve around detection of a suspected disease given 
observed clinical or laboratory data. Common multivariate 
approaches to the problem of predicting among several 
outcomes are multiple regression and discriminant analysis. 
Statisticians are notorious for pointing out that the 
assumptions for application of classical discriminant 
analysis are rarely met under such circumstances, 
particularly in the fields of medical, social and 
psychological research. In early years when alternative 
tools were not as established this used to be a serious 
issue. However, with the advent of other sophisticated
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nonparametric procedures such as recursive partitioning and 
neural networks in recent years - made possible largely by 
the ever increasing improvement of hardware and software 
capabilities - the resistance by some statisticians towards 
applications of discriminant analysis for discrete data 
needs reconsidering. With readily available software for 
nonparametric discriminant analysis violation of the 
stringent normality assumptions of classical discriminant 
analysis can be more easily avoided.

The use of classical linear discriminant analysis can be 
demonstrated by means of literature search. This was done 
for a sample of recent articles published in the medical 
field. The MEDLINE literature search program provided by 
the SILVER PLATTER company to large university libraries 
gives access to all papers referenced by the INDEX MEDICUS 
and as such has become a standard reference in medicine. 
This index was inspected for publications in the years 
1989, 1991 and 1993 using the search expression
("discriminant analysis" and either "linear" or 
"stepwise"). Of the approximately 1000 references on 
"discriminant analysis" 230 included references to either 
"linear" or "stepwise". In 148 of these, further 
information on the type of analysis conducted could be 
gleaned from the abstracts. On average the number of 
observations per analysis was 416 with a mode around 100. 
Generally the number of variables considered initially (9.3 
on average) was larger than the number of variables finally 
considered to be related to the outcome event (5.2 on 
average). From the information given in the abstracts the 
type of variable was classified on a dimension ranging from 
continuous through ordinal and unordered categorical or 
nominal to dichotomous as shown in table 2.2-1.
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type of 
variable

typical examples

continuous

temperature
reaction times
weight, height
percentages
blood cell counts
total scores 
(questionnaire)

ordinal
age
examination grades
n-point scale 
(questionnaire)

oininal blood group 
colour, race

binary sex
yes/no

Table 2.2-1: The data type dimension

The second column of the table gives typical examples for 
each type of variable. The boundaries between variable 
types are deliberately not sharply defined. For instance 
while temperature clearly is a continuously measured 
quantity examination grades could be viewed as either 
continuous or ordinal depending on the underlying data 
model. When grade is expressed as a percentage it is 
reasonable to view grade as a continuous variable. However, 
when grades are expressed as codes ranging from A through 
to E they will generally be seen as ordinal. Blood group or 
sex on the other hand are clearly identified as being of 
unordered categorical or nominal and dichotomous or binary 
respectively.

The above classification was used to classify the 148 
abstracts according to the types of variable used in the
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reported discriminant analyses. It is not uncommon to 
consider mixtures of variables and so the abstracts were 
classified by the "highest" variable type with continuous 
seen as "high". An abstract reporting an analysis based on 
6 dichotomous variables and 1 continuous variable is still 
classed as continuous. Of all abstracts 35 percent referred 
to analyses based on variables of at most ordinal nature. 
Even if only variables of at most nominal nature are 
considered then 9 percent still remain. These findings 
clearly indicate the continued widespread use of the linear 
discriminant function under violation of the normality 
assumptions. The rate of 9 percent even rises to 14 percent 
when only those variables finally entered into the 
discriminant function are considered. Of the 148 abstracts 
86 percent referred to discrimination between 2 groups, 10 
percent to discrimination between 3 groups and only 4 
percent to discrimination between 4 and more groups. 97 
percent of the abstracts indicated that prediction was the 
chief purpose of the discriminant while only 3 percent of 
the reported studies were concerned with analysing the 
underlying structure of the data. In 84 percent no 
crossvalidation of estimates was carried out. Leaving-one- 
out crossvalidation or separate training and test sets were 
used in only 16 percent of reported studies.

The following example may help to illustrate the ubiquity 
of discrete data in medical research. A frequent question 
in obstetrics but also of general relevance to maternal 
child health services concerns the management of premature 
delivery. The causes are still not fully understood. No one 
single cause has been identified that accounts for all 
premature births which suggests strongly multifactorial 
effects. Those factors most likely to be of relevance such 
as demographic characteristics and psychosocial effects 
like social class, smoking and stress due to one-parent- 
family rearing but also past obstetric history, are often 
inherently difficult to measure precisely and are therefore 
often dichotomised, i.e. one is dealing with discrete data. 
It makes more sense to classify a smoker as such if she
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smokes heavily than to attempt fine gradings of the number 
of cigarettes smoked per day as this will be confounded 
with reporting bias. Another typical example of discrete 
data is given by Cole et al (1991) who derived a scoring 
system to quantify illness in babies under 6 months of age 
using logistic regression on four dichotomous variables.

It was already pointed out for the data in figure 2.2-1 
that occasionally curvilinear separations may be required 
to improve separation in two dimensions. The hypothetical 
data plotted in figure 2.2-3 shows such a scenario.

Figure 2.2-3: Curvilinear separation

Figure 2.2-3 shows the obvious discriminant rule for 
hypothetical bivariate discrete data in two populations as: 
"Allocate any new object whose population membership is 
unknown to population 2 if its coordinates for X1 and X2 
lie in the region above the curved (discriminant) line - or 
equivalently, if variables X1 and X2 jointly exceed about
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1.5." The arc represents perfect separation between both 
populations. A curve need not be the only solution, 
however. To see this assume that the discrete levels of X1 
and X2 refer to low, medium and high. Next assume that the 
proximity between the levels medium and high is greater 
than between low and medium. When the data are replotted 
taking this into account the consequence is that all points 
except the one at the lower left corner drift out away from 
the coordinates {0,0). Figure 2.2-4 shows how now again a 
straight line - mathematically the simpler model - is 
sufficient for complete separation.

\

Figure 2.2-4: The effect of scaling

Figure 2.2-4 shows essentially the same data as in figure
2.2-3 yet with a shift of scale values of 2.0 for X1 and 

X2 to about 2.8. All but one point move away from the 
coordinate {0,0). Now again the mathematically simpler 
straight line is sufficient for perfect separation. The 
obvious discriminant rule may now be expressed more simply
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in terms of a straight line: "Allocate any new object whose 
population membership is unknown to population 2 if its
coordinates for and X2 lie in the region above the 
straight (discriminant) line."

The scale shift example has shown how it may lead to a more 
parsimonious solution of the discriminant problem. The law 
of parsimony states that one should generally opt for 
simpler explanations when there is no obvious evidence 
pointing to the more complex solution. The next example 
demonstrates parsimony but this time in relation to 
sampling. Assume again a bivariate distribution for 2 
populations with some overlap such that observations with 
high values on variable X2 are predominantly from
population 1 and observations with low X2 values are
predominantly from population 2. Assume further that a
sample of an equal number of observations from both 
populations exists (figure 2.2-5).

circles right of vertical gridillnas refer to population 1 
elides left of vertical grid lines refer to population 2

Figure 2.2-5: Optimal fitting of discriminant
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Figure 2.2-5 shows an hypothetical sample of bivariate 
discrete data. The oscillating dashed line has been drawn 
such that separation leads to least misallocations. Given 
only this sample an immediate discriminant rule may be: 
"Allocate any new object whose population membership is 
unknown to population 1 if its coordinates for X1 and X2 
lie in the region above the broken line." Small circles 
resemble 1 observation, medium ones 3 observations and 
large ones 5 observations. To enable distinction
observations from population 1 are displaced to the upper 
right of grid intersections and observations belonging to 
population 2 to the lower left. Separation based on this 
line in figure 2.2-5 would result in a minimum number of 
objects from population 1 to be allocated to population 2 
and vice versa.

As far as the given sample in figure 2.2-5 is concerned 
this line represents an optimal solution to the 
discriminant problem of separating population 1 from 
population 2. Next assume that further samples become 
available (figure 2.2-6) such that the solution depicted 
in figure 2.2-5 must be considered tentative.
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Figure 2.2-6: Effect of sampling further data

Assume that the data shown in figure 2.2-5 comprise one of 
many samples. Then upon drawing several more such samples 
the new pattern to evolve may be as shown in figure 2.2-6. 
Best separation is now achieved by a simple straight 
division line. Again the discriminant rule is: "Allocate
any new object whose population membership is unknown to 
population 1 if its coordinates for X1 and X2 lie in the 
region above the broken line." However the straight line 
model of the separation line is simpler. By the law of 
parsimony this is the favoured solution which might be 
missed when sampling is inadequate. Due to sampling the 
apparently oscillating pattern suspected from figure 2.2-5 
has vanished and suggests a simple straight line as the 
more parsimonious solution. In fact the solution here is 
even simpler because optimal separation is possible using 
X2 values alone as the best separation line is parallel to 
the X1 axis. This example shows the danger of choosing 
overspecified models when sampling is insufficient.
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Figure 2.2-7: Pattern recognition

Figure 2.2-7 shows another hypothetical example of 
bivariate discrete data with observations placed at unit 
intervals. However, this time the data form distinct 
patterns. The two populations are again distinguished by 
different sizes of circles. Observations belonging to 
population 1 are arranged in a distinct pattern. However, 
no single dividing line enables complete separation of the 
two groups. The above example is less common in 
discriminant analysis and more typical of the type of 
problem faced in the field of pattern recognition. In the 
present case the question may have been to detect the 
symbolic representation of the letter "0" in front of a 
uniform background.

Frequently multivariate data may show some degree of 
correlation among the "independent" variates. For instance 
when Xx is high X2 will also be high. When the centres of 
the scatters for both populations are sufficiently far 
apart it is easy to divide them by a single straight line.
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Often however multivariate data may in addition reveal 
interactions. Loosely speaking interactions are present 
when the correlation between variables changes according to 
the values of one of the variables.

Figure 2.2-8 shows bivariate discrete data with 
interactive effects between X1 and X2.

rel freq

4.10

3.03
varX2

3.63

Figure 2.2-8: Bivariate discrete data

Populations 1 and 2 are now spread out, with observations 
from population 1 occupying the lower left and upper right 
corners. Clearly no single discriminant line can be found 
for optimal separation. Instead two lines would be 
required, as may be seen from figure 2.2-8. Observations 
from both populations are largely separated into opposite 
corners of a square. Two discriminant lines are required 
for optimal separation.
A similar situation is presented in figure 2.2-9.
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^  population I □ population 2

Figure 2.2-9: Bivariate discrete data

Figure 2.2-9 shows bivariate discrete data with 
observations from population 1, split into opposite corners 
of a square. The standard solution in terms of the original 
coordinates Xl and X2 is indicated by the dashed lines. 
Rotation of the coordinate axes anticlockwise to Xx' and 
X2' yields a simple discriminant rule in terms of only X1': 
"allocate to population 2 if kx ^ Xx' ^ k2 and to 
population 1 otherwise"f where /q and k2 are suitably 
chosen cut off points.

Observations belonging to population 1 are split into two 
lumps placed at opposite corners of a square. Two obvious 
discrimination lines have been drawn in. The discriminant 
problem may be simplified however by observing that 
rotation of the coordinate axes through the two centroids 
of population 1 enables specification of the discriminant 
rule in terms of only one variable as follows: "allocate to
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popuranon ^ it /q * Xi'~ k2 and to population 1 otherwise" 
where X1' is the rotated original Xx axis and and k2 are 
suitably chosen cut off points. The example shows how 
transformation of original variables to more suitable ones 
may simplify the discriminant rule.

Occasionally the data may exhibit considerable overlap 
between the populations to be differentiated in the central 
region yet indicate reasonable separability in the tails of 
the distributions. An example for 5-level independent 
variables X1 and X2 is constructed as a bubble graph.

#  population /  H  population 2 
no allocation

Figure 2.2-10: Bivariate discrete discrimination

Figure 2.2-10 shows bivariate discrete data showing large 
overlap at coordinates for which X1 and X2 are less than 2 . 
Useful discrimination appears possible only outside these 
points. Corresponding discriminant lines are drawn in. Size 
of the bubbles indicates number of observations at each
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location. It can be seen that outside these 4 coordinates 
allocation appears quite clear. The discriminant lines 
drawn in figure 2.2-10 thus exclude the doubtful 
coordinates and the rule might be "focus discrimination 
only on the remainder of observations where X1 > 2 or X2 > 
2" .

The above examples presented in figures 2.2-1 to 2.2-10 
illustrate the spectrum of problems addressed in the 
thesis. These may be summarised in the form of typical 
questions pertaining to the discriminant situation. As 
these questions are central to the application of 
discriminant analysis, especially in the case of discrete 
data, any formally structured approach to procedure 
selection should provide answers to all of them.

(a) Is there reliable distributional information 
available to allow selection of a specific 
customised parametric procedure ? The functional 
form of the data's distribution (Poisson, normal, 
binomial, ...) must be known. If the values of 
the respective parameters (*, V & o2, n & p) are 
not available then it should be possible to 
compute reliable estimates from the given sample.

(b) Is the given data sample large enough to provide 
reliable estimates of distributional parameters 
in the cases where prior information points to 
highly complex data models and could a simpler 
model be just as efficient ? The knowledge that 
the underlying data model requires a large number 
of parameters to be estimated (for instance in 
the case of the full multinomial model where the 
number of parameters equals the number of cells) 
will be of limited use if one is faced with a 
small dataset. Stable parameter estimates require 
large data samples.

46



(c) How does one proceed when one is not sure of the
available distributional information ? This 
question opens up the field of nonparametric 
density estimation and of alternative procedures 
such as recursive partitioning, projection 
pursuit and neural networks.

(d) Is complete separation of the populations
possible ? There may be structurally inherent 
reasons that rule out a certain degree of 
unavoidable overlap a priori no matter what 
discriminant procedure is selected. It is not 
uncommon for certain individuals to be 
indistinguishable in terms of the available 
information. For instance diseased and healthy 
subjects in a medical study may exhibit identical 
symptoms. Certain newer discriminant procedures 
(such as some of the simpler neural networks) 
will only function if complete separability can 
be guaranteed (see chapter 6).

(e) How does one deal with indistinguishable
objects ? They may be allocated by chance to
either of the populations, they may all be
considered as misallocations or they may be
excluded altogether.

(f) How does one deal with marginal allocations ? The
attribute indistinguishable may be relaxed to 
mean similar. Similar objects from different 
parent populations differing only slightly in 
their characteristics cast doubt on the certainty 
of a derived allocation. Specifying that some 
difference measure between objects should exceed 
a suitably defined minimum value may help to
improve overall reliability of a discriminant 
procedure.
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2.3 Outline of central issues and aim of research

Previous work in the field of discriminant analysis was 
carried out in the context of an MSc project at Sheffield 
City Polytechnic (Lack, 1987). That work involved finding 
suitable predictors for the incidence of still births using 
data collected in routine surveys of maternal child health 
monitoring schemes. The discriminant procedures used then 
were to some extent arbitrarily chosen. At the end of the 
initial construction of predictors of stillbirth it was 
felt that there was clearly a need for further research as 
there appeared to be few guides to choosing the right 
procedure available in the literature. Early work on the 
present PhD thesis confirmed this view.

Today a need for further work is evident:

(a) in the field of discrete data with a limited 
number of discrete states, and

(b) in particular concerning the provision of guides 
to optimal procedure selection.

To achieve this the following steps were undertaken:

(a) literature review,
(b) construction of performance criteria suitable for 

discrete data, and
(c) construction of a general (and formal) guide to

procedure selection suitable for discrete data
involving dichotomous, nominal and ordinal
variables.

The discriminant analysis literature is abundant with new 
procedures - recently especially in the nonparametric and 
mixed data fields - yet gives relatively little guidance on
the choice among procedures. While this may not be a
drawback with most large datasets, especially when the data
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are normally distributed, this does present serious 
problems in the cases of small datasets with discrete data 
structures. Typically this is the case in many fields of 
research, especially in medicine as was demonstrated in 
section 2 of chapter 2.

The work presented below addresses this problem and 
attempts to fill this gap by suggesting a variety of 
criteria that will help to guide procedure selection in 
some optimal sense. The emphasis will be on two areas of 
research identified as scarcely covered in the discriminant 
analysis literature; the use of information in the 
distribution of posterior probabilities across discrete 
states of the data, and the employment of classification 
thresholds. It is expected that both these tools will 
provide more help in choice of a suitable discriminant 
procedure.

In several cases direct extensions of the developed ideas 
to continuous or mixed datasets or to other procedures are 
possible and will therefore only be indicated but not 
pursued in detail. Because of the central role played by 
the distribution of posteriors the work will focus largely 
on, but not exclusively, so called direct procedures (see 
chapter 4).

The common likelihood ratio approach operates on a 
qualitative assessment of the relative size of the 
posteriors. If the likelihood ratio exceeds a constant 
value - unity in the case of discrimination between two 
populations - sufficient justification for an allocation is 
inferred. So allocation is made irrespective of the actual 
size of the posterior probabilities. As these may vary due 
to sampling effects, the notion of thresholded allocation 
is introduced. The basic idea is that for situations in 
which comparatively poor separation is inherent in the data 
a differential consideration of the absolute magnitude of 
the posteriors may enhance the quality of performance 
assessment while with relatively good separation of the
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populations the commonly applied likelihood ratio approach 
would be expected to function satisfactorily.

While it may at first appear natural to expect a cookbook 
of procedures, this is not the chief aim. Rather the 
description and outline of the basic methodology is seen to 
constitute the core of the presented work. This focus is 
motivated by the fact that textbooks or journal papers on 
discriminant analysis applications to discrete data 
generally highlight selected features of the discriminant 
problem. An embracing treatment of the entire range of 
problems addressed by density estimation, sampling issues, 
reliability of allocations, the technical handling of 
discrete data in terms of state matrices and last but not 
least the role of model assumptions underlying the data 
does not exist to the knowledge of the author.
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Chapter 3 - General issues

This chapter is divided into a section 3.1 reviewing 
general papers and comparative work, a section 3.2 on 
expert systems for discriminant analysis and a section 3.3 
on special considerations regarding transformation of 
variables, selection of variables and missing data 
estimation. The emphasis will generally be on applicability 
to discrete data. This restriction is imposed because of a 
lack of guides to selection of procedure in the discrete 
data field. Although many real data situations involve 
mixed data types (continuous, ordinal, nominal and 
dichotomous) frequently the raw data can be reduced to 
lower scales of measurement without substantial loss of 
information. Typically, studies reporting (discriminant) 
analyses of mixed data types conclude that the original 
scales of the variables can be discretised - i.e. a 
continuous variable is transformed to an ordinal one, an 
ordinal variable is transformed to a dichotomous one.

3.1 General papers and comparative work

Data types may be arranged along a dimension of 
discreteness ranging from continuous at one end of the 
spectrum to dichotomous or binary at the other end. Table 
3.1-1 shows classes of predictor variable used in 

discriminant analysis applications with examples of typical 
usage. Continuous variables are included - for the sake of 
completeness. The response variable is frequently 
dichotomous, otherwise nominal and occasionally ordinal.
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Type of 
variable

Example Presentation 
of data

dichotomous answers yes, no usually counts 
arranged in a 
contingency table

factors present,
absent

- the general case 
for discrete data

trinomial political socialist, 
liberal, 
democrat

multinomial blood group A, B, AB, 0

ordinal levels low, medium, 
high

generally as 
individual 
observations 
("raw" data) but 
frequently,

counts 0, 1, 2 especially when 
number of discrete 
states is not too 
large, also in 
shape of
contingency table

rankings 1st 2nd 3rd of counts
continuous temperature

weight
proportions

in deg. C. 
in kg. 
in %

as individual 
observations

Table 3.1-1: Data types in discriminant analysis

Corresponding to this dimension of discreteness are 
respective data models ranging from product binomial2 and 
product Poisson (in the case of multidimensional 
contingency tables) through full multinomial to 
multivariate normal (in the case of continuous normal 
distributions). Because of the (still present) popularity 
of the linear discriminant function it is common practice 
to achieve the required normality assumption of the 
independent variates by prior normalisation of the data 
using appropriate transformations such as loge(x),

2 Terminology of Bishop, Fienberg and Holland (1975)
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sinh_1(x), /x or rank(x). Clearly this approach has its 
limitations as is evident when faced with the task of 
normalising dichotomous data. The problem here is knowing 
when a transform will reliably produce a sufficiently 
normal variable and when a different, more appropriate, 
data model is required.

Unlike other statistical techniques discriminant analysis 
draws simultaneously on a variety of different statistical 
tools. Five major areas may be identified:

(1) model assumptions have to be made about the
underlying data distributions,

(2) based on these, the generally unknown densities 
have to be estimated,

(3) suitable measures of distance between populations 
are required for measuring separation,

(4) performance is assessed by estimation of 
misallocation errors, and

(5) these are frequently based on posterior
probability functions of population membership.

The literature on discriminant analysis may be divided into 
these five categories in terms of the major emphasis in 
published articles. The greater part of published work 
addresses topics (2) density estimation and (4) error rate 
estimation. Major papers on general issues in discrete 
discriminant analysis are shown in figure 3.1-1. A 
discussion of indirect techniques (see chapter 4) appears 
relatively late in the literature. Selection guides to 
discriminant analysis are rare. Selection of variables, 
discrimination between three or more groups, ordered
categories, missing data estimation and mixed distributions 
are excluded.
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density
estimation

Fix & Hodges 
Martin & Bradley 
Aitchison & Aitken 
Ott & Kronmal 
Titterington 
Titterington et al 
Hall 
Hall
Butler & Kronmal 
Silverman & Jones

1951
1972
1976
1976
1980
1981 
1981a 
1981b 
1985 
1989

error rates Cochran & Hopkins 1961
& optimality Hills 1966

Lachenbruch 1967
Lachenbruch 1968
Glick 1972
Lachenbruch 1975
Goldstein & Wolf 1977
Hora & Wilcox 1982
Efron 1983
Konig 1988
Lawoko & McLachlan 1989
Snappin & Knoke 1989
Kharin 1990
Solow 1990
Williams et al 1990

distance measures Hills 1967
posterior Titterington et al 1981
probability Hora & Wilcox 1982
functions Goldstein & Dillon 1984
model Gilbert 1968
adequacy Christl & Stock 1973

Victor 1976
selection guides Pfeiffer 1987

Wernecke et al 1989
Patuwo et al 1993
Lark 1994

Figure 3.1-1: Studies on discrete discriminants

Performance evaluation of a discriminant rule is generally 
in terms of its misallocation error, or equivalently, in 
terms of its correct allocation rate. Corresponding 
estimators are usually judged in terms of their respective 
potential for bias reduction and variance reduction. The 
methodology involved in discriminant procedures and 
performance evaluators overlaps to a certain extent. This 
will become particularly evident when in the context of 
crossvalidation techniques an identical algorithm is used
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in one case to produce better density estimates and in 
another to stabilise a misallocation error estimate.

Stable performance criteria (error rates and reliability 
measures) require some form of crossvalidation. The actual 
kind of crossvalidation method used will in turn depend on 
the assumed data model. If no particular assumptions are 
made then the bootstrap based on the observed multinomial 
frequencies may be appropriate. If, however, an interactive 
data structure in terms of a contingency table may be 
inferred then an appropriate generation algorithm, for 
instance based on the Bahadur (1961a, 1961b) representation 
of dichotomous data or its extension for discrete data due 
to Lancaster (1969) might be adopted.

A different view of performance evaluation for discriminant 
analysis of discrete data is taken by Hills (1967)3.
Instead of inspecting the allocation results after
application of a given discriminant procedure he suggests 
evaluating a procedure's performance by judging its 
qualities prior to application. In a sense his approach is 
theoretical rather than empirical. He lists four basic 
properties that distance measures for discrete data should 
ideally satisfy. Examples of such measures based on 
computing differences between individual state 
probabilities are given. Procedures are then defined a
priori as efficient if the distance measure employed 
exhibits these desirable properties. Hills1 approach, 
however, is applicable only to procedures that use
differences in individual state probabilities. For example 
the performance of a procedure based on the generalised 
population distance (Goldstein and Dillon, 1978) could not 
be assessed using Hills' distance measures because it is 
not a function of individual state differences.

A natural source of information in the published literature 
for a researcher seeking advice on which procedure to apply

3 see also chapter 6, section 1

56



to a given dataset will be general papers reporting reviews 
and comparative analyses. For almost two decades Goldstein 
and Dillon's (1978) book on discrete discriminant analysis 
was the most comprehensive piece of work on this subject. 
It presents the linear discriminant, quadratic 
discriminant, the range of interactive procedures from the 
independent model through the Bahadur procedures to the 
full multinomial, nearest neighbour and logistic 
procedures. While these procedures are described and also 
illustrated with some comparative work, comparatively 
little advice is given about how to select a procedure 
given a particular dataset. The conclusion reached by the 
"Panel on discriminant analysis" (Gnanadesikan et al, 1989) 
appeared to be that there was still a need for suitable 
guides to selection of optimal procedures. To date only 
very few references to selection guides for discriminant 
analysis can be found in the literature. In the extensive 
searches conducted only two references were found over a 
period spanning 25 publication years: Wernecke et al (1989) 
and Lark (1994). This finding has not changed much even 
with the recent advent of McLachlan's book on discriminant 
analysis and statistical pattern recognition (1992), which 
then might have been considered to be a representative and 
exhaustive source on discriminant analysis for all types of 
variable, continuous, discrete or mixed. This book contains 
an updated set of discriminant procedures now including 
kernel procedures and the CART procedure. It also discusses 
the posterior error rate estimator which has favourable 
properties that are useful in comparative analyses. Since 
1992 however, the neural network literature has blossomed 
and from that point of view even McLachlan's book may 
already be considered outdated.

Major comparative analyses are reported by Gilbert (1968), 
Moore (1973), Goldstein and Dillon (1978), Titterington et 
al (1981), Trampisch (1983), Pridmore (1985), Wernecke
(1986), Bull and Donner (1987) and Cox and Snell (1989).
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3.2 Expert systems for discriminant analysis

So-called expert systems are increasingly popular in many 
disciplines because they alleviate much of the burden 
placed on regular users. In medicine for instance, some 
authors report expert systems in use today, which help 
identify diseases by matching certain input data with 
already stored data bases. Oppel (1990), Schewe, Herzer and 
Kruger (1990), Hadzikadic (1992), Clyma and Lancaster 
(1993) and Ohmann et al (1995) give recent accounts of some 
applications of expert systems in medicine. For some of 
these systems it is claimed that they can learn. Some in 
fact use variants of discriminant analysis for 
distinguishing between different diseases.

What is fairly commonplace in medicine is still 
comparatively rare in statistics. To date few expert 
systems exist to aid the user of statistical software 
packages in selection of an appropriate tool beyond the 
standard hierarchical structure of procedures in the 
sequence of help screens. Publications with titles such as 
"Which discriminant function should be used?"4 by Pfeiffer
(1987) or "Sample size and class variability in the choice 
of a method of discriminant analysis" by Lark (1994) are 
few and far between.

3.3 Special considerations

When presented with new data in the context of a 
discriminant problem an essential question is whether the 
given data are optimal in the sense that apart from sample 
size and representativeness the "right" variables are 
available. This leads to the topics of selection of 
variables and transformation of variables. Respectively, 
these topics address the questions of which of all

This paper relates to analyses of robustness of the 
linear discriminant, the logistic and the kernel procedure
applied to clinical case-control studies.

58



available variables are essential and whether the given 
variables are ideal in their form or whether the 
discriminant would benefit from individual re-scaling or 
linear and non-linear combinations of variables.

A further question concerns missing data. Although
selection of variables and transformation of variables are 
related concepts they will be reviewed separately.

3.3.1 Transformation of variables

Transformation of variables prior to applications of 
discriminant analysis to discrete data may be expected to 
improve performance. In the case of continuous data 
transformation is generally used for normalising purposes. 
Similarly discrete data on observed frequencies of events 
distributed as Poisson might lend themselves to a logarithm 
or a square root transformation prior to application of a 
linear discriminant. What emerges however is a picture 
where individual skill and experience of users conducting 
discriminant analyses appears to be crucial. This fact
should not however be seen to suggest that transformation 
of variables is a side issue. The example shown in the 
introductory chapter 2 (figures 2.2-3 and 2.2-4) 
illustrated how judicious scaling of explanatory variables 
may enhance discrimination. Another example bordering on 
the issue of model selection is that of creating non-linear 
combinations of the original variables when interactions 
are suspected. Assume that a main effects model is used for 
estimating a discriminant function for independent 
variables Xx and X2. If strong interactions are present in 
the data the discriminant based only on main effects will 
perform poorly. If however a third variable X3 = XxX2 is 
added as the product of X1 and X2 the discriminant will
generally be improved. This is perhaps not a classical
example of transformation of variables as an appropriate 
model choice ie, one that models the joint effect of X1 and 
X2f would yield similar results.
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Although not treated here in depth, transformation of
heavily skewed and obviously non-normal variables prior to 
performing classical linear discriminant analysis can 
markedly improve performance. As an example see the work of 
Friedman (1989) who examined the efficiency of a
generalisation of the traditional normal linear, LDF, or
quadratic, QDF, discriminant function. This procedure - 
which he calls regularised discriminant analysis, RDA - 
replaces each normal density used in the traditional
classification rule by a Fourier series density estimator 
which adjusts the normal density if the data deviate 
markedly from normality (eg heavily skewed or multimodal). 
Friedman (1989) derived the RDA procedure in both 
univariate and multivariate situations. Friedman concludes 
that if the distributions of the data do not deviate 
markedly from normality then RDA is as efficient as LDA. On 
the other hand, if either of the distributions deviates 
from normality, then RDA, which performs as a 
semiparametric discriminant procedure, is more efficient 
than LDA.

Transformation of variables, though not unimportant, is 
treated as a side issue in the present thesis as the 
emphasis is on developing appropriate tools for choice of 
an optimal procedure from a range of procedures on the 
basis of given datasets.

3.3.2 Selection of variables

In contrast to transformation, the selection of variables
has received greater attention in the literature. This is
presumably because selection lends itself more readily to
formal approaches. Whilst transformation demands finding
the most suitable type of transformation from among an
ultimately infinite range, selection of an ideal subset p

<• ■>
from g variables demands consideration of at most ? 

combinations. Selection of variables becomes an issue when
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either the number g of available feature variables is large 
relative to total sample size or when costs of gathering 
and processing large sets of variables proves prohibitive. 
Common choices of criteria for subset selection are 
misallocation error rates, F-ratios, distance measures and 
information measures such as the divergence measure of 
Kullback and Leibler (1951). Studies addressing selection 
of variables for discrete data include those by Elashoff, 
Elashoff and Goldmann (1967), Hills (1967), Goldstein and 
Rabinowitz (1975), Goldstein and Dillon (1977), Goldstein 
and Dillon (1978, chapter 4), Haerting (1983) and Krusinska 
and Liebhart (1988, 1989). For a general review of
selection of variables see McLachlan (1992, chapter 12). 
While a variety of techniques for subset selection exists 
for continuous data this does not hold for discrete data. 
In the continuous case the stepwise computation of F-ratios 
to assess variables for exclusion from the discriminant 
function is standard practice (e.g. Goldstein and Dillon, 
1977). In the discrete data situation variable selection 
guides are so far given only with respect to the recent 
recursive partitioning algorithms such as CART or FACT 
which produce so called variable importance rankings based 
on heterogeneity measures (see Breiman et al, 1984; Loh and 
Vanichsetakul, 1988; as well as the account in chapter 6).

For a considerable time the ALL0C1 algorithm developed by 
Habbema et al (1974) used to be the only technique that was 
able to handle cases of multiple groups and non-normality. 
Hermans et al (1982) gave an extension of this algorithm 
called ALLOC80. Habbema et al use the plug-in sample 
version of the direct rule, where the group-conditional 
densities are estimated non-parametrically by the kernel 
method. Their algorithm was the multivariate normal density 
with a diagonal covariance matrix as the kernel. The 
smoothing parameter is estimated by the program. A 
subsequent modification allows the program to use variable 
kernels to provide better estimates of the group 
conditional densities. The ALL0C1 algorithm achieves subset 
selection in terms of the overall error rate.
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Variable selection techniques may be split into two types, 
direct procedures and stepwise ones. Direct methods, as 
used by Pipberger et al (1968) and Lack (1987), include 
entering variables in their order of univariate statistics 
derived from formal tests (such as the Wilcoxon, X2-tests 
or t-tests), arbitrary selection or direct entry of all 
variables en bloc. Stepwise procedures may again be split 
into restricted ones and unrestricted ones, as in Hills
(1967), where variables entered at an earlier stage may be 
deleted again at a later stage. Stepwise procedures may be 
based on a number of approaches. These include:

(1) selection by minimising node impurity, as
implemented in Breiman, Olshen, Friedman and
Stone's (1984) classification and regression 
trees,

(2) selection by maximisation of a distance measure 
such as Matusita's (1955, 1956) distance or 
simply an euclidean measure,

(3) selection by minimisation of an estimate of
misclassification error such as done by McLachlan 
(1976) but rarely used in practice, or

(4) selection by minimisation of residual sum of
squares.

Habbema, Hermans and van den Broek (1974) give a procedure 
based on the estimated values of posterior probabilities 
using robust kernel density estimation methods. Selection 
of variables, although it may be of major consequence for 
the performance of any procedure, is excluded from a 
thorough treatment in this thesis.

3.3.3 Missing data

Estimation of missing values is a general problem in 
statistics. With respect to discriminant analysis, methods 
for the handling of missing data may be grouped into 
estimation methods and other methods. The former includes 
substitution of grand means, group means or estimation by
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regression of all other variables for which information is 
given onto the variable containing the missing value as 
done in the BMDP statistical package. Titterington et al 
(1981), for instance, use means substitution and Murray and 
Titterington (1978) use kernels. Other methods include 
treating a missing value of a variable as another distinct 
multinomial state which is very common in discrete 
discriminant analysis or by use of surrogate splits as done 
in the CART procedure5. A comparison of 4 different methods 
in application to the multivariate binary case is given by 
Titterington (1977). The methods involve (a) setting the 
smoothing parameter to 1/2 in the Aitchison and Aitken 
(1976) kernel corresponding to the uniform model, (b) 
maximum likelihood methods, (c) regarding missing as an 
extra category so that binary variables become 5-level or 
ternary and using a version of the kernel estimator of 
Aitchison and Aitken (1976) and (d) treating missing as a 
category between symptom present and symptom absent thus 
treating the categories as ordered.

In CART (Breiman et al, 1984) the missing data algorithm is 
designed to accomplish two purposes simultaneously: first
to make maximum use of the data cases, complete or not, in 
the tree construction and second to construct a tree that 
will classify any case dropped into it even if the case has 
some variable values missing. This differs from the usual 
missing value procedures in regression or classification, 
where the covariance matrix is estimated and then used to 
produce a single prediction equation defined only on 
complete cases. Suppose that the best split -a* on a node is 
being found. If there are missing values the best split sm 
on Xjn is computed using all cases containing a value of ^  
and then s* selected as that split -am* which maximises 

/1 ). In linear combinations the best split is 
computed using all cases complete in the ordered variables. 
For a Boolean split, i.e. linear combination of variables, 
all cases complete in the variables appearing in the

5 see chapter 6, section 2
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Boolean expression are used. If a case has missing values 
so that -6* is not defined for that case then among all 
nonmissing variables in that case the one is found, xm,

/v

say, with -6m having the highest measure of predictive
/"Vassociation with -a*. The case is then split using -am. This 

procedure is analogous to replacing a missing value in a 
linear model by regressing on the non-missing value most 
highly correlated with the missing variable.

There is a considerable amount of literature on missing 
value estimation. In the following only a brief look at
some of the main issues is included. In the comparative 
work carried out by Titterington et al (1981) the data were 
assumed to be missing at random within each prognostic 
category. Here at random is according to the following
definition given by Little (1978) as being equivalent to 
that given by Rubin (1976).

Definition 3-1: Let the q-variate data matrix X with n
observations be given by X={xi;j} and let R be the random 
matrix R={r±j} with ri:j=0 or 1 according to whether x±j is 
missing or observed. Then any missing values are missing at 
random if the distribution function of the conditional 
distribution of R given X is functionally independent of 
the missing values. In particular, the probability that a 
value x±i is observed must not depend on the values of an 
observed variable xik.

Rubin (1976) points out that this definition constitutes 
the weakest definition of missing at random which allows 
one to ignore the mechanism generating the missing values 
which can be fairly unrealistic in some applications. 
Arminger and Sobel (1990) and Rehm (1990) take issue with 
conventional methods for estimating missing data such as 
given in the first paragraph of this subsection. They claim 
that these may be shown to be either statistically 
inefficient or have unknown statistical properties. The 
statistical basis for this argument is laid out in Arminger 
and Sobel (1990). If missing values are estimated from the
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data then the expected overall variance, as measured by the 
residual sum of squares in regression analysis for example, 
will be underestimated due to the sample dependence of the 
missing value estimate. In the view of the authors no well 
established procedures for correcting for this bias in 
variance estimates exist to date. In the absence of such
general guides it will seem to be most pragmatic to 
consider only datasets with roughly similar proportions of 
missing data in comparative work. As the absolute size of 
the residual variance is of lesser importance in 
comparative work this bias may be taken as a fair trade 
off.

3.4 Summary

Discriminant analysis, especially for discrete data 
situations, draws heavily on five major areas of
statistics: model assumptions, density estimationf
construction of distance measuresf performance assessment 
and the analysis of posterior probabilities. The review 
(part II) is largely structured corresponding to these 
different fields. There is a strong emphasis in the
literature on the behaviour of error rates and on the
concept of optimality of a discriminant rule. By contrast 
there is comparatively little work on selection guides for 
discrete discriminants. There is also not much work 
reporting use of posterior distributions in constructing 
performance criteria. Special issues not considered central 
to the research as stated at the end of the introduction 
(part I) are selection of variables, transformation of 
variables and missing data estimation. The work that is 
most relevant to the study of general issues in
discriminant analysis includes the 8 papers by Fix & Hodges 
(1951), Hills (1966), Lachenbruch (1975), Victor (1976), 
Titterington et al (1981), Hora & Wilcox (1982), Goldstein 
and Efron (1983) & Dillon (1984).
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Chapter 4 - Direct discriminant procedures

Because of their different modes of operation it proves 
useful to distinguish two general classes of procedures for 
discriminant analysis subsequently referred to as direct 
and indirect procedures. The latter are discussed in 
chapter 6. Direct procedures are based on statistical data 
models that provide direct expressions for the posterior 
probabilities of population membership. Generally 
population specific densities will also be estimable.

When prior probabilities are assumed to have prior 
distribution = P ^ r t ^ )  where n± is a random
variable the posterior density function f ^ J x )  is 
proportional to the likelihood times the prior density

f(rcjx) cc f (tt. )L(JTi;x) (4-1)

or

f(7r.|x) cc f(ir±)f(x|wi) (4-2)

In the present thesis all examples of datasets analysed in 
part IV of the text are discussed under the assumption that 
the prior vector ar = (ni/ ... , jrg) ' defining probability
of population membership is specified, i.e. the tl± are not 
treated as observations of random variables ni. The 
allocation rules will thus depend on the likelihood ratio 
weighted by corresponding fixed priors. For two groups this 
is

rc,f(x|n )
LR = nfuln,) • (4'3)

This approach is equivalent to discussing Bayesian 
discriminant analysis under the condition of a uniform 
prior distribution. Therefore, to avoid confusion with a 
fully Bayesian approach to discriminant analysis, the 
special case of Bayesian discriminant procedures with a 
uniform prior is thus subsequently referred to as the class
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of direct procedures. Note that Bayesian approaches are not 
necessarily exclusive to direct procedures. A typical 
example of an indirect (the distributional distance) 
procedure with a Bayesian approach is given in Lack (1987) 
and is also discussed in chapter 6. The distinction between 
Bayesian and non-Bayesian discriminant procedures is not 
treated unanimously. Mardia, Kent and Bibby (1979, chapter 
11) for instance consider direct procedures in the above 
sense as standard Bayesian. By contrast Dunsmore (1966) and 
Aitchison and Dunsmore (1975, chapter 1) emphasise the 
importance of the prior distribution.

As the methodology to be developed will to a large extent 
focus on direct procedures greater detail is given for this 
class of procedures. Direct procedures themselves may be 
divided again into parametric (section 4.1), 
semiparametric (section 4.2) and nonparametric procedures 
(section 4.3). The topic of nonparametric density 
estimation is so central to nonparametric discriminant 
procedures that it is treated separately in chapter 5.

Figure 4-1 gives an overview of major papers on 
comparative work and discriminant procedures (direct and 
indirect) suitable for discrete data including references 
covered both in this chapter and in chapter 6.
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Figure 4-1: References on discrete discriminants

Figure 4-1 shows major references on discrete discriminant 
analysis including year of publication. Other typically 
more recent references not shown relate to work on mixed 
discrete and continuous distributions. A typical example of 
this is the location model reported by Krzanowski (1982) 
and Vlachonikolis (1990). References to indirect procedures 
such as recursive partitioning, pattern recognition and 
neural networks are typically more recent.

Discriminant procedures are often divided into parametric 
and nonparametric procedures depending on whether a data 
model exists or not. In the former case - for instance if 
the data stem from a multivariate trinomial distribution -
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the given distribution function will be characterised by 
parameters that are either given or require estimation. In 
the latter case only the data are given with no indication 
as to how they were generated. Nonparametric procedures 
provide local density estimates. An example of such a 
density estimation based procedure is the nearest neighbour 
discriminant (Fix and Hodges, 1951; Devroye and Wagner, 
1982; Silverman and Jones, 1989).

Logistic discriminant procedures (Anderson, 1982; Albert 
and Lesaffre, 1986) do not fit easily into either class and 
have therefore been classed separately as semiparametric or 
partially parametric procedures by some authors (eg,
McLachlan, 1992). This distinction has been adopted in the 
present text. More modern discriminant procedures such as 
classification trees (Breimann, Olshon, Friedman and Stone, 
1984; Loh and Vanichsetakul, 1988) or neural networks 
(Ripley, 1993, 1994) use iterative steps to solve the
discriminant problem and these are referred to as
procedures based on recursive partitioning. All procedures 
including indirect procedures considered in this review 
chapter are summarised graphically in relation to their 
class in figure 4-2.

Distance procedures have been extensively described by 
Goldstein and Dillon (1978) who generalised Matusita's
(1955) population distance. Later work includes comparative 
studies of the generalised distance and other distance 
measures (Moore, 1982; Pridmore, 1985; Lack, 1987).
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Figure 4-2: Overview of discriminant procedures

Figure 4-2 shows a schematic overview of procedures for 
discrete discriminant analysis. The procedures above apply 
when the samples contain labelled observations i.e., when 
population membership is known. In the field of pattern 
recognition this condition is commonly termed supervised 
learning. The procedures are divided depending on whether 
posterior probabilities are used for allocation (direct 
procedures) or whether allocations are made without 
posterior probabilities (indirect procedures).
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4.1 Parametric procedures

The main parametric procedures most widely used are the 
linear discriminant function due to Fisher (1936) and its 
extension to the quadratic discriminant function for 
heteroscedastic covariance matrices. Equally important, 
though far less frequently applied, is the class of 
procedures based on interaction models ranging from the 
independent model, through models such as based on the 
Bahadur representation of multivariate dichotomous data 
suggested by Bahadur (1961a, 1961b), or the equivalent
based on Lancaster models for polychotomous data due to 
Lancaster (1969) to the multinomial procedure. Common to 
all parametric procedures is that probability models, for 
the conditional and joint densities are the starting point 
from which suitable estimates of the prior probabilities of 
population membership and posterior probabilities are then 
derived.

Performance of the linear discriminant (Fisher, 1936) with 
discrete data has been extensively investigated. Major 
early comparative studies are reported by Cochran and
Hopkins (1961), Gilbert (1968), Moore II (1973), and
Goldstein and Dillon (1978). Though theoretically 
inappropriate in the case of discrete data the linear
discriminant generally performs remarkably well (Goldstein 
& Dillon, 1978; Hand, 1983). Exceptions to this robust 
behaviour generally exist when the data are extremely non
normal or when there is a substantial degree of correlation 
between the variables (Gilbert, 1968; Moore, 1973).

By contrast when applied to continuous data the linear
discriminant has the advantage that it is easy to apply, is 
implemented in standard statistical software packages, has 
fast execution speed due to comparatively few parameters 
requiring estimation and above all exhibits a high degree 
of robustness. The fact that this last feature is no longer 
always true in the case of discrete data highlights again
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the need for selection guides for discriminant procedures 
for discrete data.

One explanation for the poor performance of the linear 
discriminant in the presence of correlations is that the 
ratio of the likelihoods undergoes a reversal (Moore II, 
1973), i.e., is nonmonotonic. In the case of two binary
variables a reversal will occur whenever the states at the 
two diagonal points (0,0) and (1,1) have greater frequency 
in one population while the states at (0,1) and (1,0) are 
more frequent in the other. Here a linear discriminant does 
not perform satisfactorily (table 4.1-1, figure 4.1-1).

state^ nn n2i ln( (n^f n2j)
(0.0) 10 90 -2.20
(0.1) 90 10 2.20
(1-0) 90 10 2.20
(1.1) 10 90 -2.20

200 200

Table 4.1-1: Hypothetical 4-state example data

Table 4.1-1 shows a hypothetical 4-state example for two 
bivariate dichotomous populations located at opposite 
corners of a square in the cartesian plane. The final 
column shows the typical reversal of the loglikelihood 
ratio. In this case complete separation is not possible 
with the linear discriminant nor with a simple curvilinear 
discriminant function.
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Figure 4.1-1: Curvilinear separation lines

Figure 4.1-1 shows a hypothetical 6-state example of two 
populations distributed in the cartesian plane with X1 and 
X2 discrete. Population 2 is exclusively located at 
(X1~2'tX2-2). Linear separation lines (a) are inferior. 
Complete separation is possible only with curvilinear 
separation lines (b) such as used in quadratic discriminant 
analysis.

In other approaches the interactive data structure is 
modelled directly. A method for multivariate binary data is 
given by Bahadur (1961a, 1961b) and for the more general 
discrete case by Lancaster (1969). Both express the 
conditional distribution solely in terms of means and 
correlations. Moore II (1973), Zentgraf (1975), Goldstein 
and Dillon (1978) report major comparative studies of 
interaction models. The following details the main points 
of this model family.

Assume that for the ith of g populations g-variate data is 
available with Xi=(Xil/Xi2/. . . , Xiq) ' , i=l,...,g. The
simplest discrete data structure is dichotomous such that
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for population rL each component Xik (k=l,...,q) is a 
Bernoulli random variable with Pr{Xik=l}=pik. Thus the 
vector X± is an element in g-variate Bernoulli space: 
X± £ IBq . Data of this type frequently arise in social 
science surveys or medical research. Positive and negative 
responses to questions or presence and absence of symptoms 
are recorded. When q=2 then 4 distinct states result for X± 
namely (0,0) ’,(0,1) ’,(1,0) ' and (lfl) '• For g-variate 
dichotomous data the number of distinct states is 2*. The 
simplest statistical model of multivariate data structure 
is given when independence between the components Xik is 
assumed such that COV(Xik, Xn  )-0. This makes estimation of 
the joint density function easy as it is simply the product 
of the marginal densities

where xik is the jth observation of the kth component of 
the g-variate random variable X and •̂ik is the
corresponding marginal density function in the ith
population. Bernoulli variables take on the values 0 or 1.
So if Xk is a random component of X from TTi then
Pik = PriXj^llxerL}. Thus the likelihood for Ifi given a 
sample of n± observations is

q
( 4.1-1)

k=l

( 4.1-2)
j=l j=l k=l

or

jk
Pik (1 “ Pik)

“ Xjk) ( 4.1-3)
j=l k=l

For g=2 and equal priors the maximum likelihood
discriminant rule under the independence model is



therefore: "allocate a new observation x06 with unknown
population membership to ni if i1(x0)/i2(x0) exceeds 
unity." To apply this rule parameters pik have to be 
estimated as they are generally unknown. The maximum 
likelihood estimates turn out to be simply the observed 
relative marginal frequencies.

The independence model is a restricted model. Generally it 
is realistic to assume some degree of correlation between 
the predictor variables. Bahadur (1961a) suggested a model 
for representing multivariate binary data incorporating 
such interactive structure as a probability density using 
the transformation

*ik
•̂ ik Pik

<| Pik ( l~Pik)
( 4.1-4)

with pik defined as above. Let correlational terms be 
defined by the conditional expectations

Pi,k...m -  E [x,ik ^il Lim x e n j ( 4.1-5)

with the second index running from k through m. For a 
saturated model the second index runs from k through to q 
where q is the total number of predictor variables. 
Lazarsfeld (1956, 1961) and Bahadur (1961a) both
independently showed that f^x-j) could be reparametrised as

n x
1J

k=l
Pik

jk (1 - V„.)
(1 X jk)

( 4.1-6)

1 + I .ra îk îm
k<l k<. . <m

Thus ( 4.1-6) provides an expression for multivariate 
binary data solely in terms of means pik and correlations 
Pi,ki/• • •/Pi,k...m- Tlie set parameters {pik} may be seen

6 where X Q has not been included in estimation of the rule
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as means because the original variables Xiik are Bernoulli 
variables. By including only correlational terms between 
two variables such as Pi / k i ,  second order models may be 
defined. A first order model has no correlational terms and 
may immediately be seen to be equivalent to the 
independence model which is the same as ( 4.1-6) without 
the sum in the square brackets. When the maximum 
correlational terms are included a saturated model results 
where each of the cells in the multidimensional contingency 
table has its own parameter. This corresponds to the full 
multinomial model which is generally written more simply as

The number of parameters to be estimated in the multinomial

model can be substantial as it is given by J] lk where lk
k=l

is the number of levels of different values that the 
component Xk can take on.

Independence, Bahadur and full multinomial models may be 
seen to belong to the family of interaction models 
characterised by varying degrees of correlational order 
among the variables. Zentgraf (1975) and Trampisch (1976) 
suggested an extension of the Bahadur model using 
Lancaster's (1969) definition of higher order interaction 
models for discrete data. The Lancaster model is

Pr{X1=x} = Pr{Xil=x1,. . . ,Xig=x q | xen4}

Pi,k. . .m * ( 4.1-7)

q

( 4.1-8)

q
+ (-l)s q 1 x s j v. j -1 m=l
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where Cq stands for the set of all combinations of v 
elements out of Here Pj1...jq is a cell
probability, i.e., the joint probability for the variables 
Xm to have outcomes jm respectively with m = l,...,g. 
Further, pjm) stands for the probability of the jth outcome 
of X̂ r Pjkn) for the probability of the joint occurrence of 
the jth outcome of X^ and the kth occurrence of Xa, etc. 
This formulation corresponds to the index-dot notation 
(Zentgraf, 1975) with the modification that only those 
indices which are not substituted by a dot are given and 
their position is marked by a superscript. Zentgraf (1975) 
gives further expressions of ( 4.1-8) when higher order 
interactions vanish, in particular for s = 2.

The main advantage of ( 4.1-8) is based on the fact that it 
is possible to calculate the cell probabilities explicitly 
by use of marginal probabilities of first up to sth order 
if disappearance of interactions higher than sth order is 
assumed. The relative frequencies may be used as simple 
estimates of the marginal probabilities. These estimates 
are stable for sufficiently small s and hence also for the 
estimates of the cell probabilities. For dichotomous 
variables ( 4.1-8) simplifies to ( 4.1-6) above by either 
using the symmetric parameters introduced by Lazarsfeld 
(1961) or equivalently using the nth order correlation 
parameters introduced by Bahadur (1961a). The same result 
will be achieved with these representations since the 
vanishing of Lancaster's sth order interactions, the 
disappearance of Lazarsfeld's (s+l)th order symmetric 
parameters and the vanishing of Bahadur's (s+l)th order 
correlations are all equivalent. Goldstein and Dillon 
(1978) also showed that Bahadur models for multivariate 
binary data are contained in Lancaster models for discrete 
data.

Lancaster models complete the family of interactive data 
models for discriminant analysis. Interactive discriminant 
procedures of the above type have been extensively studied 
by Bahadur (1961a, 1961b), Lazarsfeld (1961), Gilbert
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(1968), Moore (1973), Victor et al (1974), Trampisch (1976) 
Goldstein and Dillon (1978), and more recently also by 
Moore (1982), Pridmore (1985) and McLachlan (1992). The 
skill in application lies in selecting the optimal 
interactive order. While the independence assumption may 
not do justice to, and therefore inadequately represent, 
data containing interactions, the full multinomial model 
may occasionally be over specified.

In practical applications a balance will have to be struck 
between choice of a parsimonious model, of which the 
independence model is an extreme case and on the other hand 
the theoretically appropriate model of which the fully 
saturated multinomial model is also an extreme case. Whilst 
the independence model generally leads to few but stable 
parameter estimates the full multinomial model will exhibit 
a large number of parameters that may tend to be unstable. 
The range of data models from independence to full 
multinomial may be seen to constitute a family of 
procedures. For a general discussion of these 
considerations see for instance Bishop, Fienberg and 
Holland (1975) or Victor (1976) for the problem of choice 
of discriminant procedure from a family of related 
procedures.

4.2 Semiparametric procedures

The class of semiparametric procedures embraces all 
variants subsumed under the heading of logistic 
discriminant analysis. The essential difference to 
parametric procedures is that suitable ratios of the 
posterior probabilities of population membership can now be 
modelled directly. Knowledge of the group conditional 
densities is not required. Logistic discriminant analysis 
has three chief advantages. Firstly, the distributional 
assumptions are relaxed such that the procedures may be 
applied to continuous as well as discrete data. Secondly, 
linear discriminant analysis can be shown to be a special
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case of the more general logistic approach. Thirdly, 
extensions of the basic logistic model allow the use of 
information contained in ordinal explanatory (predictor) 
variables as well as the modelling of ordinal response 
categories for the dependent variable.

The logistic model (Cox, 1972) assumes that the logit of 
the binary response can be expressed as a linear 
combination of variables. These may be continuous, nominal 
or even dichotomous. The logistic can also copy with 
reversals in the likelihood ratios. Extensions of the basic 
logistic model involve expressing the logit of the binary 
response as a mixture of linear terms as well as quadratic 
terms (Anderson, 1975), ordered outcome categories for the 
dependent variable (Feldmann et al, 1981; Feldmann, 1987) 
and discrimination between three or more groups (Bull and 
Donner, 1987).

Generally, the results reported in the literature suggest 
that logistic discrimination is preferable to other widely 
used methods for multiple group classification with non
normal data, and is comparable to classification by 
multiple linear discrimination with normal data (Baron 
1991). Procedures based on the logistic model are probably 
the most widely used alternative to the linear 
discriminant. This is largely due to the ready availability 
of easily applied logistic discriminant procedures in 
contemporary statistical software packages such as SAS, 
SPSS, GENSTAT or BMDP. By contrast the nonparametric 
nearest neighbour or kernel density based procedures 
discussed in chapter 5 are much less popular because they 
require in addition the estimation of further smoothing 
parameters. This makes such procedures less accessible for 
ready use especially by non-statisticians.
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4.2.1 Loglinear models

Loglinear models due to Birch (1963) and developed by 
Nelder and Wedderburn (1972) are -well established models 
for discrete data. Comprehensive applications are given in 
Bishop, Fienberg and Holland (1975) and Fienberg (1980) for 
example. The model expresses the logarithm of all state 
probabilities including the factor containing group 
membership, x*, as a linear combination of main effects, 
(-l)xfoj, and interactions, (-l)xj+Xkajk/ where X  e {0,1}.

Suppose that
log f (X) = a + I (-l)xJ + I (_l)x5+xk a + ...

3-1 j<k

... + (-1) xi+x2+- ••+X9 a 12 q ( 4.2-1)

where ex is an overall effect, is the main effect due to 
Xj and is the respective interaction effect between Xj 
and Xk and so on. The discrete density is specified by 
estimating respective main effect and interactive terms in 
( 4.2-1). The vector x includes the factor containing group 
membership, xx, say.

In application to discriminant analysis significant 
interaction effects including X1 will indicate good 
discrimination. Using the notation of Bishop, Fienberg and 
Holland (1975) and Fienberg (1980), the saturated model 
( 4.2-1) may be written in the q=3 variable situation with 
X1 containing group membership, i=l,...,gr, as

In pijk = u+ux (i) +u2 (j ) +u3 (k ) +u12(i j ) +u13 (ik)
+u23(jk)+u123(ijk) ( 4.2-2)

where
( i) =2 ^ 2  (j ) =Eku3 (k ) =0,

EiU12(i j ) =^u12(i j ) =£.u 13(ik) =£ku13(ik) =S.u23(jk) =£ku23(jk)
=0 and

ziui2 3 ( i j k ) =Sju123 (i j k ) =£ku123 ( i j k )=0.
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Expression ( 4.2-2) corresponds in the usual notation to 
the discrimination problem of allocation of bivariate 
discrete objects to one of g populations.

4.2.2 Logistic models

Loglinear models and logistic models may be shown to be 
equivalent in the case of a dichotomous response variable. 
If, as applies in this case, the number of groups, g, is 
set at 2 in ( 4.2-2) and (bivariate) state probabilities of 
group membership, p5k = Pr{Xt=l | X2=j n X3=k} where
X2,X3 e {-!,+!}, are expressed as dependent variables the 
logistic model obtains

logit(pjk) = In ■Pjk-

= «0+a1x1+a2x2+a1 jXjXj ( 4 . 2-3 )

with «12 corresponding to the interaction effect between X1 
and X2. The logistic model may also be derived from 
normally distributed observations in populations n: and n2/ 
where the posterior probabilities following Bayes’ theorem 
may be written as

PrCnJx) = ea x x Pr(n2|x) = — -— — t—  ( 4.2-4)
1 + e x

  / n  I  \  1wnere h'r^^jx; =
-  « x1 + e

This may be seen by writing the posterior probability 
PrCnJx) as

„ , Pr(x|n )Pr(n )
Pr(n1|X ) _ Pr(x|ni)Pr(n1) + pr(x|n2)pr (n2) ( 4.2-5)

which is equivalent to
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Prtnjx) = ---- Fr-fxTn;--;.-
1 + PrCxjnj n1

( 4.2-6)

The fraction in the denominator of 4.2-6 is the ratio of 
multivariate normal group conditional densities and in the 
case of homoscedasticity its logarithm may be written in
matrix notation as

( 4.2-7)

which is the well known linear discriminant function

- | 'S^X . ( 4,2-8)

Upon resubstitution of £0 = “ ^ '2 _1 (M M 2 ) and
|3 = (jij-Hj) ’I'1 and suitable reparametrisation equations
4.2-4 above are obtained.

The parameter vector a has dimension (g+1) and depends on 
the mean vector and covariance matrix of X. If this
dependence assumption is relaxed and a is regarded as an 
independent parameter, then expression ( 4.2-4) denotes the 
logistic discrimination classification procedure which may 
also be applied to a wide class of non-normal 
distributions. As logistic discrimination contains the 
linear discriminant function as a special case it may also 
be applied in all situations in which the latter leads to 
good results. An object with unknown class membership n± is 
usually allocated to that class giving the larger posterior 
probability, Prfnjx).

An extension of the logistic discrimination procedure to g 
populations has been given by Anderson (1982).
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Pr(n.|x) = etti x x Pr(n |x)
( 4.2-9)

Pr(n |x) =  i-----9 g-1
1 * l e“ >

S = 1

where « i, = (aio/ail, . . ./ai) ( i=l, . . . , g-1), and for ordered 
categories by Feldmann et al (1981) and Feldmann (1987). 
Further extensions of the linear exponents a'x in ( 4.2-4) 
and ( 4.2-5) are given in Anderson's (1975) quadratic 
logistic discrimination where the exponent in ( 4.2-9) 
takes the form a±’x + /3'xx'3, the second term being the 
quadratic component.

The extension of the logistic procedure to more than 2 
populations is achieved by using generalised logits. Let 
the probabilities for the jth state be denoted by p2j, p23, 
..., pgj. Then generalised logits are obtained by taking 
the logarithms of the ratios of two probabilities where the 
denominator of each ratio corresponds to the last observed 
level of the dependent variable. Thus g-1 ratios are 
obtained:

logit (pXj) = In (p1:j/pg:j) 
logit (p2j) = In (Pzj/Pgj)

( 4.2-10)
logit (pg.1:j) = In (pg_ ij/Pgj)

When the response variable is ordinal the logistic model 
offers a further refinement in terms of cumulative logits. 
Ordinal response is not unusual. In clinical trials
research a discriminant approach may be required in order 
to shed light on differences between patients whose post 
treatment outcome was classed as unchanged, moderate or 
satisfactory. Again logarithms of the ratios of two
probabilities for a given state j are taken, yet the
denominator of the kth ratio is the cumulative probability 
ckj corresponding to the kth level of the independent
variable:
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k
i.e. if Y € g} then ckj = J  p±j.

i=l
The numerator in each case is l-cki. Thus ratios are 
obtained for cumulative logits:

cum logit (p2j) = ln( (l-p1;j )/p15) 
cum logit (p2j) = ln( (l-p1:j-p2j)/(p1;j+p2j))

( 4.2-11)

cum logit (pg_1;j) = ln(pgj/(plj+p2j+...+pg_lj)).

Advantages in the logistic model clearly lie in its 
applicability to non-normal data and in the comparatively 
few parameters that require estimation as well as the 
unrestrictive modelling of interactions by specifying 
individual effects. The success of the logistic approach to 
discrimination will depend, however, on the extent to which 
the assumption that the logit may be modelled as a linear 
combination of effects as in ( 4.2-3). An application of 
( 4.2-3) is given in Lack (1987).

4.3 Nonparametric procedures

At the heart of the nonparametric procedures lies the 
problem of density estimation (further information on 
nonparametric density estimation is given in chapter 5) in 
the absence of prior distributional information. Once 
estimates have been obtained the discriminant rule is 
constructed using the standard likelihood ratio approach. 
The unknown densities may be estimated by obtaining 
suitable estimates for multinomial cell probabilities. 
These are either used directly or may be smoothed 
orthogonal series (Ott and Kronmal, 1976). Alternatively 
nearest neighbour (Fix and Hodges, 1951; Hand, 1982) or 
kernel density estimation (Rosenblatt, 1956; Parzen, 1962;

85



Titterington, 1980) techniques may be applied. Kernel 
density estimates are classed as either fixed or adaptive 
in reference to the way in which the smoothing parameter, 
commonly called 1, is determined. Kernel functions may 
differ slightly depending on whether they are used to 
estimate multivariate binary data, categorical data or 
ordinal data.

4.3.1 Nearest neighbour procedures

Nearest neighbour procedures were first applied to 
discriminant analysis by Fix and Hodges (1951) and have 
subsequently been employed by Loftsgaarden and Quesenberry 
(1965), Hills (1967), Trampisch (1976), Hall (1981b), and 
Hand (1982) among others. There have been suggestions as to 
how the smoothing parameter, k (see below) should best be 
estimated. No clear rule emerges, however, with the
conclusion that the choice of k is relatively unimportant. 
The advantages of nearest neighbour techniques are to be 
seen in the fact that no prior assumptions are required and 
that application is relatively easy.

Let di k(x) be the euclidean distance from the kth nearest 
point among x±j, i-lf...,g). Then the nearest
neighbour density estimate of order k in the ith population 
is defined by

f(NS)(x) = ------------- ( 4.3-1)
nivq{dik(x)}'’

where vq is the volume of the unit sphere in g dimensions 
(so that v1=2, v2=n, v3=(4/3) ft, etc.). Choice of the
parameter k is crucial as small values lead to locally
sensitive density estimates while large values of k will 
tend to smooth the estimates f̂ NN)(x). For g=2 populations 
the nearest neighbour discriminant rule is based on the
likelihood ratio
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f(HN’(x)
f(NK,(x) 2 ' '

( 4.3-2)

A new observation x is allocated to population n2 when the 
likelihood ratio LR exceeds unity. In the rare event of 
LR=1 allocation of x is at random.

4.3.2 Methods based on kernel density estimation

Kernel estimates of the unknown density functions have been 
employed, among others, by Hills (1967), in application to 
multivariate binary data by Aitchison and Aitken (1976), in 
a more general form applied to mixed data by Titterington 
et al (1981) and with improved estimation of  ̂ in 
application to binary data by Hall (1981b).

Aitchison and Aitken apply expression (5.1-3) from chapter 
5 to a multivariate (g=10) binary dataset with n{=40 
training and n2=41 test cases reported by Anderson et al
(1972) of patients suffering from keratoconjunctivitis 
sicca, (KCS), and suitable non-KCS controls. They compare 
the kernel method with the independence model, the linear 
discriminant function, the loglinear and logistic models 
and a nearest neighbour technique. The authors found that 
discrimination by the kernel method is perfect for the 
test set of cases. Hall, (1981) employs the same kernel 
estimator but estimates the smoothing parameter, 1, using a 
crossvalidated maximum likelihood approach and reanalyses 
the KCS data. The smoothing parameter, 1, is estimated such 
that a global function of the mean squared error is 
minimised. This has advantages when the number of cells in 
the multinomial sample is large.

In summary, the results on using kernel density estimators 
in discrete discriminant analysis are scanty and sometimes 
even equivocal, largely due to few applications and also 
because of a marked lack of comprehensive sampling
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experiments. This finding, which corresponds closely to 
that for the nearest neighbour based discriminant 
procedures, is not surprising because in both types of 
discriminant analysis choice of appropriate smoothing 
parameters is not straightforward. Chapter 5 details some 
of the different techniques for doing this in sections 5.1 
and 5.2.

4.4 Summary

For a long time direct discriminant procedures have been 
more popular because of their origin in classical 
statistics. One clear advantage is that they provide and 
make use of posteriors and thus readily allow the direct 
construction of performance measures reflecting reliability 
of the discriminant rule's allocations. Direct procedures 
also offer a wide class of density estimation techniques 
ranging from parametric through semiparametric to 
nonparametric. In conjunction with appropriate data models 
for discrete data some of these can be highly customised 
providing sufficient information about the underlying 
distributions is available. Major contributions on direct 
discriminant procedures include the work by Bahadur (1961), 
Gilchrist (1968), Cox (1972), Anderson (1975) and Goldstein 
& Dillon (1978).
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Chapter 5 - Density estimation techniques

When looking for direct discriminant procedures, reliable 
estimates of the group conditional densities are required 
in order to compute posterior probabilities of group 
membership. In the discrete data situation when, as 
frequently is the case, no parametric data model is 
available, other methods of density estimation become 
vitally important. Some of these less common techniques are 
reviewed in this chapter.

Density estimation techniques for discrete data 
distributions7 may be divided (figure 5-1) into 
nonparametric techniques such as kernel and nearest 
neighbour methods (sections 5.1 and 5.2), parametric 
techniques such as interaction models, loglinear models and 
models based on orthogonal polynomials (sections 5.3, 5.4
and 5.5) and a third group consisting of mixtures of 
parametric and nonparametric techniques (section 5.6).

class examples

nonparametric
kernel 

nearest neighbour

parametric
interactive 
loglinear 

orthogonal polynomial

other

latent class
smoothing techniques

parametric/nonparametric
combinations

penalised max. likelihood

Figure 5-1: Discrete density estimation

The problem of estimation of group membership relates to 
the estimation of prior probabilities. Due to the separate
sampling scheme adopted for reasons given in chapter 10.3 
this feature is therefore excluded.
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The general theory of nonparametric density estimation has 
been reviewed by Rosenblatt (1971), Wegman (1972a, 1972b), 
Tarter and Kronmal (1976) and Tapia and Thompson (1978). 
Applications to statistical classification in particular 
have been reviewed by Cover and Wagner (1976).

Applications of nearest neighbour methods to problems of 
discriminant analysis with continuous data are traced back 
to Fix and Hodges (1951). Descriptions of early work are 
found in Loftsgarden and Quesenberry (1965) and Cover and 
Hart (1967). First applications of nearest neighbour 
methods to discrimination between two multivariate binary 
populations are reported by Hills (1967). These were later 
extended by Hall (1981a & 1981b). Kernel density estimation 
methods for continuous densities date back to Rosenblatt 
(1956), Parzen (1962) and Cacoullos (1966) and were first 
applied to multivariate binary discriminant analysis by 
Aitchison and Aitken (1976). Missing value estimation 
(Titterington et al, 1981), kernel based estimates for 
categorical data (Titterington, 1980) and estimation of 
smoothing parameters (Wang and von Ryzin, 1981; Hall, 
1981b) laid the foundation for kernel methods in discrete 
discriminant analysis.

When prior knowledge about the data structure is available 
prior assumptions are usually in terms of parameters for 
underlying statistical distributions. Densities may be 
estimated parametrically. Frequently information is 
expressed as a degree of interaction present in the data. 
Such models are known as interaction models and have been 
investigated by Bahadur (1961a), Lancaster (1969), Moore II
(1973), Victor et al (1974), Zentgraf (1975) and Trampisch 
(1976). Others are based on the loglinear model. Birch 
(1963) and Nelder and Wedderburn (1972) report some related 
work in this field. Finally some models are specified in 
terms of the order of a Fourier series or other polynomial 
expansions corresponding to the degree of interaction 
assumed present in the data. Examples of this approach are 
reported by Cencov (1962), Cornfield (1962), Schwartz
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(1967), Specht (1967), Kronmal and Tarter (1968), Tarter 
and Kronmal (1970), Martin and Bradley (1972), Ott and 
Kronmal (1976) and Goldstein and Dillon (1978).

5.1 Kernel methods

The method of using kernels in density estimation is 
included as many procedures for discrete discriminant 
analysis utilise it (Aitchison and Aitken, 1976; 
Titterington et al, 1981; Hall, 1981). Of the methods to 
estimate probability densities of unknown functional form, 
the most used is the histogram. In Rosenblatt’s (1956) 
basic paper the bias and asymptotic mean square error of a 
class of nonparametric estimators were derived for 
continuous densities. These density estimators were shown 
to be maximum likelihood estimators. In the 1956 paper 
Rosenblatt extended the histogram estimator of a 
probability density. Whittle (1958) proposed a smoothing 
method. Parzen (1962) extended Rosenblatt's work to the 
study of a variety of weighting functions, K(y), and showed 
that kernel estimators are asymptotically unbiased and 
consistent. Cacoullos (1966) derived the estimation of a 
multivariate density by means of kernels.

Suppose that one wishes to estimate the density function 
/(x) of an unknown distribution over a sample space S on 
the basis of a set {x} of n independent observations 
x1/a..,xn, each from this distribution. Let K = JC(xIy,M 
denote a class of density functions on S, with mode at y 
and with X denoting a spread or concentration parameter. A 
kernel estimator may be regarded as a weighted average over 
the empirical distribution function. A popular version of 
the kernel method is to take a simple mixture density of 
the kernel density functions such as the average density 
function
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n
p(x|{x},X) J k Cx Iy ^X).

i=l
( 5.1-1)

as an estimate _ p ( x | { x } , X )  of the density jf(x). For example/ 
for s = Rq the kernel density function adopted after 
preliminary scaling of the data is often the circular or 
spherical normal (Habbema et al, 1974)

1 (x - y)'(x - y)
K ( x | y , X )  = 1 ; e 2 X ( 5.1-2)(2nX)q/2

The variance parameter, X,  has to be chosen carefully. If X 

is too small the resulting density function becomes peaked 
and sample dependent. If X is too large the resulting 
density function becomes uniform. Aitchison and Aitken 
(1976) applied the method to multivariate binary data. Here 
S = Bq, g-dimensional binary space with B = {0,1}. The 
convenient location-scale property assigned to K for 
density estimation in Rq, namely that J C ( x | y , X )  is 
expressible in the form X -i# {  ( x - y ) / X ] , is not available for 
Bq. For binary data Aitchison and Aitken defined as a 
counterpart of the spherical normal kernel ( 5.1-2) the 
following

K ( x | y , X )  = Xq-d(y,x) ( i _ x ) d ( y , x ) ( 5.1-3)

where - ^ X £  X; x,y e Bq and d(y,x) = (y - x)'(y - x ) . The 
dissimilarity coefficient d( y,x), while expressible in 
terms of a squared euclidean distance, is simply the number 
of disagreements in corresponding components of y and x. 
Since for all y,x e Bq,

( 5.1-4)

K(x|y,l) =
1 (x = y) 
0 (x * y)

( 5.1-5)
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the end points of the range of the smoothing parameter X 

provide two extreme forms of estimation. Thus X =  ̂ gives 
the uniform distribution over Bq whatever the data, and 
X = 1 estimates the densities simply by utilising 
corresponding relative frequencies. This is equivalent to 
estimated cell frequencies in the multinomial model. 
Methods for choosing optimal values for the smoothing 
parameter X generally involve maximising a likelihood 
function of the data x with respect to X for a given kernel 
function J f ( x | y , X ) .  This approach is used by Habemma et al
(1974), Aitchison and Aitken (1976), Titterington (1977), 
Titterington (1980), Hall (1981) and Wang and van Ryzin 
(1981) among others. Multi-category variables and 
incomplete data can generally be coped with in all types of 
kernel. Another advantage of kernel estimators lies in the 
small number of parameters required. The estimator ( 5.1-2) 
of Aitchison and Aitken (1976) requires estimation of no 
more than one \  per class. Titterington (1980) points out 
that in its most general form ( 5.1-3) takes the shape

qK(x|y,X) =iniXii-di(y,x)(i_xi)di(y,x) ( 5.1-6)

where d±(y,x) = 0 if the ith components of y and x are the 
same and 1 otherwise and X has components X1, . . . / Xq . The 
number of parameters in ( 5.1-6) can be reduced to 1 per 
group by taking all the Xi's equal. It is more helpful, 
however, to retain different values because of the possibly 
different variances of the components of x. A variety of 
kernel functions are supplied by statistical software 
packages. The SAS package for instance offers a choice 
among 4 different types: normal, Epanechnikov, biweight and 
triweight. The manual gives no suggestion about which type 
of function to select and is also rather vague regarding 
the choice of the smoothing parameter. It suggests that 
"for a fixed kernel shape, one way to choose the smoothing 
parameter, X, is to plot estimated densities with different 
values of r and to choose the estimate that is most in 
accordance with the prior information about the density."
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<Italics. not in original>. Whilst apparently offering very 
pragmatic advice this quote highlights again the central 
problem of appropriate choice of the smoothing parameter 
I8. From the reports in the literature choice of  ̂ does 
appear to be far more important than the type of kernel 
function chosen for a given application.

5.2 Nearest neighbour methods

Nearest neighbour techniques for continuous data were 
described by Fix and Hodges (1951) and Loftsgaarden and 
Quesenberry (1965). Hills (1967) defines a nearest 
neighbour procedure for binary data in the two population 
situation where the distance is defined in terms of number 
of disagreements between components of g-variate binary 
vectors. Consider an object with X=x0 which is allocated to 
ni or n2 * The likelihood ratio would estimate LR(x0) by the 
ratio (r1/n1)/(r2/n2) where rt objects of the sample have 
X=x0 in ni. a 1-nearest neighbour rule also considers those 
r±' near neighbours in the sample from n± whose x values 
differ from x0 in respect of only one variable. The 
likelihood ratio at x0 is estimated by

r -1 f  %

rl+rl'
1 / 1

r,+r,'
nl

» J

/

r

3 N)

Similarly, for a 2-nearest neighbour rule LR(x0) is 
estimated by

ri+ri’+r” / .
*  ̂
r2+r2'+r2" ► ( 5.2-2)

r~~
‘ M L

/ n2

p This problem is not particular to kernel density
estimation but applies to non-parametric density estimation
in general (see also section 5.2).
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where r/' of the sample members from lb have x values 
differing from x0 in respect of two variables. A nearest 
neighbour rule of any order up to g may be defined in the 
same fashion. The 0-nearest neighbour rule corresponds to 
the maximum likelihood rule in the multinomial model. The 
advantage of the nearest neighbour rule over the maximum 
likelihood rule is that the estimate of LR(x0) will be less 
subject to sampling variation. On the other hand, it is not 
necessarily consistent. This is illustrated clearly when 
the X1,...,Xq are independent in both nx and n2. Then the 
average of the loglikelihood ratios over the point x0 and 
its q near neighbours of order 1 is

qL(x0) + L(y)
q + 1 ( 5,2 3 '

where y=( l-x1, l-x2l . . . , l-xq)' , the mirror image of x0 as x 
is multivariate binary. By restricting the variables on 
which near neighbours are allowed to differ to unimportant 
ones it may be ensured that £(y) will not differ too 
greatly from L(x0) and hence, especially for large g, the 
weighted average of L(x0) and L(y) will be close to L(x0).

Hall (1981) constructs nearest neighbour estimators based 
on optimal linear combinations in the sense of minimising 
mean squared error. Given two symptom combinations 
x,y € {0,1}* = B*, their distance apart or number of 
disagreements is given by d(x,y) = (x-y)' (x-y). If S is a 
sample of n symptom combinations from a certain combination 

is given by J^(b), the number of x^S with d(b,x)=j. 
Hills (1967) proposed near neighbour estimates of order 1 
(0 £ 1  ̂ g-1) of the relative probabilities of observing 
the combination b:

l
Ph (b) = n-i I Nj(b). ( 5.2-4)

j=0

The estimators suggested by Hall (1981) are weighted 
equivalents of the form:

96



1
Po (b) = n-1 £ WjNj (b),

3  =  0

( 5.2-5)

where the weights Wj are chosen to minimise 
A(w0/. . ./(J1) = E{Po (b)-pt (b) }2. Hall finds that the
probabilities calculated using weighted near neighbour 
estimators are similar to those computed from the kernel 
technique of Aitchison and Aitken (1976) but both quite 
different from those obtained by using Hills' (1967) near 
neighbour estimator when applied to the
keratoconjunctivitis sicca data of Anderson et al (1972).

The k-nearest neighbour method as described in the SAS 
manual (1986) for the version 6 edition uses the
Mahalanobis distances based on covariance matrices as a 
metric. The number, k, of training set points for each
observation x is fixed. The method finds the radius rk(x)
which is the distance from x to the kth nearest training 
set point in the metric Vi"1. Considering a closed
ellipsoid centered at x and bounded by 
{z| (z-x),Vi"1(z-x) = rk2(x)} the nearest neighbour method 
is equivalent to the uniform kernel method with a location 
dependent radius rk(x). Using the k-nearest neighbour rule 
the k smallest distances are saved. Of these k distances 
let k± represent the number of distances that are
associated with group i. Then as in the uniform kernel 
method the estimated group i density at x is
f±(x) = ki/(niVk(x)) where vk(x) is the volume of the 
ellipsoid bounded by {z | (z-x) ,Vi_1(z-x) = rk2(x)}. Since 
the pooled within group covariance matrix is used to 
calculate the distances used in the nearest neighbour 
method, the volume vk(x) is a constant independent of group 
membership. The SAS manual is again rather unspecific in 
advice regarding the choice of k: "A practical approach is 
to try several values of the smoothing parameters within 
the context of the particular application and to choose the 
one which gives the most satisfactory results." Hand (1982) 
has indeed found that the choice of k is usually relatively 
uncritical.
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5.3 Interaction methods

On the basis of a paper by Lazarsfeld (1956) who obtained 
similar representations, Bahadur (1961a) derived a 
representation of the joint distribution of responses to n 
dichotomous items and in a further paper (1961b) developed 
a classification procedure based on his model. For 
x=(xlf. . . ,xq) ’ with X^gq f(x) = l let the means

^  = Ef(Xj), 0 < ^  < 1; j=l, . . . ,q ( 5.3-1)

where E{ denotes the expected value when f obtains. Next, 
setting

Zj = ■ XrlJ) . ( 5.3-2)

the correlations

Pjk = / 3  ̂ 1/ ( 5.3—3)

ĵki = Ef(ZjZkZi) , j < 1 < k;

1̂2. ..q = (ZiZ2 • • • Zq)

are defined. There are thus C% second order correlations 
rjk, C% third order correlations rjkl, and so on up to 1 
gth order correlation r12

Bahadur shows (1961a) that the joint probability 
distribution of x may be written as

f(x> = n ^ a - v 1-3'3 x < 5 .3 - 4 )
3 = 1

{ 1 + E V ) Z k  + Z P;|iaZjZkZl + ••• + Pl2...qZlZ2' ■ -Zq }•j <k j <k<
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Note that the first term in ( 5.3-4) corresponds to the 
independence model. In all there are ^ =2C^+g = 22-1 
parameters which equal the number in the full multinomial 
representation. The Bahadur representation is a direct 
expression in terms of means and correlations. Applied to 
the case of two populations the means p lt p 2 and 
correlations p le p 2 for f^x) and f2(x) are estimated 
separately and a suitable expression for the likelihood 
ratio based on ( 5.3-4) may then be used for the derivation 
of allocation rules. Solomon (1961) first applied the 
Bahadur representation to a set of multivariate binary data 
with g = 4 on attitudes to science of two groups of high 
school seniors with different intelligence quotients.

The interaction model due to Lancaster (1969) may be 
written as in Zentgraf (1975) as

where stands for the set of all combinations of v
elements out of {l,...,g}. Here p. . is a cellJi.. .Jq
probability, i.e. the joint probability for the variables 
Xm to have outcomes jm, Further, p^m'> stands
for the probability of the jth outcome of X̂ , for the
probability of the joint occurrence of the jth outcome of 
Xn and the kth occurrence of X]n, etc. This corresponds to 
the index-dot notation, with the modification that only 
those indices which are not substituted by a dot are given 
and their position is marked by a superscript. Zentgraf 
gives further expressions for ( 5.3-5) when higher order 
interactions vanish, in particular for s-2.

The main advantage of ( 5.3-5) is that it is possible to 
calculate the cell probabilities explicitly by use of

s

( 5.3-5)
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marginal probabilities of first up to sth order if 
disappearance of interactions higher than sth order is 
assumed. The relative frequencies may be used as simple 
estimates of the marginal probabilities. These estimates 
are stable for sufficiently small s and hence also for the 
estimates of the cell probabilities. For dichotomous 
variables ( 5.3-5) the densities may be obtained by another 
approach, using the symmetric parameters introduced by 
Lazarsfeld (1961) or equivalently using the nth order 
correlation parameters introduced by Bahadur (1961a). The 
same result will be achieved with these representations 
since the vanishing of Lancaster's sth order interactions, 
the disappearance of Lazarsfeld's (s+l)th order symmetric 
parameters and the vanishing of Bahadur's (s+l)th order 
correlations are all equivalent. Goldstein and Dillon 
(1978) also showed that Bahadur models for multivariate 
binary data are contained in Lancaster models for discrete 
data.

5.4 Loglinear models

A final set of models that bears on the topic of density 
estimation of discrete data is that of loglinear models as 
first suggested for three dimensions by Birch (1963). This 
was extended by Grizzle, Starmer and Koch (1969) and later 
by Nelder and Wedderburn (1972) to the theory of 
generalised linear models. Of special interest are models 
that express the logarithm of the state probabilities in 
terms of a linear combination of main effects and 
interactions. Suppose that

log f (X ) = « + I (-1)XJ «. + Z  (_i)x3+xk ajk + ...

... + (_i) x^Xj+.-.+x, ^   ̂ ( 5 .4_1}

where « is an overall effect, is the main effect due to 
Xi and «jk is the respective interaction effect between Xj 
and Xk and so on. The discrete density is specified by 
estimating respective main effect and interactive terms in
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( 5.4-1). The vector x includes the factor containing group 
membership, xlf say.

5.5 Procedures based on orthogonal polynomials 

Martin and Bradley (1972) proposed for X^Bq the estimator

f±(x) = f(x) [l + h(a(i\x)] ( 5.5-1)

where h(a(i),x) is a polynomial in the elements of x and 
the coefficients a(i> are specific to ni and
f(x) is the weighted sum ZiPif±(x) • The function h{ a(i),x) 
is expressed in terms of orthogonal polynomials <£g(x) 
where

0o(x) = 1, ^(x) = 2Xj-l, j = l,...,q ( 5.5-2)

k
4>g(x) = J] <t>7 (x) T=(71 7k)\ 71<72<• • • <7k,

3 = 1 j
k — 2, . . . ,q, 7j^{l/ • . • ,q} .

The complete set of 2* values of r is denoted by 
indicating all polynomial terms up to and including order 
g. The orthogonal property follows from

^ g(x)<*>0(x) = 2<iA(y,S) e Tq, ( 5.5-3)
x^B^

where A(y,S) = i,o as r = ,?S. As the set of 2* polynomials 
<j>g(x), r erq/ forms a basis for the set of all real valued 
functions defined on Bq it follows that for any set of 
probability functions f±(x) (i=l,...,g) one may write

h(a(i),x) = ^ g^WgCx). ( 5.5-4)
*Glq

Equations ( 5.5-1) and ( 5.5-4) show that
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h(a(i)/x) =
fi(x) - f (x ) 

f (x)
( 5.5-5)

and

r f (x) - f (x )
ag(i) = 2-s 2 %(*)  ----------- ( 5.5-6)

for all i=(1,.. . , g) and yerq provided f(x)?0. In the case 
of independent random samples available from lb, maximum 
likelihood estimates for fi(x) are fi(x)=ni(x) / n± where 
^(x) is the frequency of observations with state x. The 
estimators are then

f(x) = Ei^fiCx) and ( 5.5-7)

V f.(x) - f(x)
ad) = 2-<i ) 0_(x) — — ;-------- ( 5.5-8)

X€B, f (*>

again provided fi(x)?0. When all 2* parameters are 
estimated the Martin and Bradley model is equivalent to the 
full multinomial rule. Potentially useful models are chosen 
by deletion of selected parameters in the expansion of 
ij(a(i)7x). The authors suggest fitting a reduced model of 
the form

fi(x) = f(x) [l + hs(a<i),x)] ( 5.5-9)

where s denotes a particular order of subset of 
polynomials, usually corresponding to main effects and low- 
order interactions. If Ts represents the set of polynomials 
of maximum order s then

hs(a<i),x) = £  <*><!> (x). ( 5.5-10)
?ers

Iterative methods are then employed to obtain maximum 
likelihood estimates for the f^x). Martin and Bradley 
apply their model to the Solomon (1961) data on attitudes
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towards science and to 16 state multivariate binary hypoxic 
trauma data, known as the Martin-Lamper data. A X2 test of 
fit yielded the value 16.2 with 11 degrees of freedom for 
the Solomon data which is not significant at the a=o.05 
level indicating a moderately good fit. The correspondence 
between multinomial estimates for cell frequencies and 
first order model estimates is also reasonably good also 
for the Martin-Lamper data.

Kronmal and Tarter (1968) devised a method of density 
estimation using Fourier series. Ott and Kronmal (1976) 
later estimated the multivariate binary density by an 
orthogonal expansion of the density in terms of discrete 
Fourier series and derived four variants for this method. 
Together with three standard methods, the independence 
model, the logistic model and the full multinomial the 
methods are compared on 11 6-variable datasets generated by 
Monte Carlo sampling with differing degrees of interactive 
structure. The results of the sampling experiments indicate 
that the independence method does best in general even when 
applied to datasets with high degrees of interaction. The 
authors note a tendency for the independence model to 
perform worse with increases in sample size to around 1000 
cases.

5.6 Other methods of density estimation

Other approaches to density estimation for discrete data 
include Lazarsfeld's (1960) latent class model, Whittles's 
(1958) smoothed estimates determined by Bayesian methods 
and Dickey's (1968) data-analytic approach to smoothed 
density estimates based on natural stationarity 
assumptions. A comprehensive review of adaptive robust 
procedures is found in Hogg (1974). Olkin and Spiegelman
(1987) adopt a different approach via convex combinations 
of parametric and nonparametric density estimates. A recent 
paper by Granville and Rasson (1995) discusses density 
estimation via penalised maximum likelihood.
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5.7 Summary

The variety of density estimation techniques for discrete 
data warrants treatment in a separate chapter. While there
exists a breadth of kernel based methods, also highly\ iadapted to discrete data situations, it\/appears that the 
degree of smoothing used is more important^ than the type of 
kernel chosen. A similar finding also holds for the nearest 
neighbour techniques. For a considerable time statistical 
models (Bahadur and Lancaster) have also existed for 
describing multivariate discrete distributions that allow 
direct modelling in terms of means and interactions. Other 
forms of density estimation less used in discriminant 
analysis applications include loglinear models and 
orthogonal polynomials. Major work on non-parametric 
density estimation with relevance to discriminant analysis 
for discrete data, includes the contributions by Fix & 
Hodges (1951), Bahadur (1961), Rosenblatt (1971), Aitchison 
& Aitken (1976), and Titterington et al (1981).
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Chapter 6 - Indirect discriminant procedures

Indirect procedures provide allocation rules that are not 
based on posterior probabilities of population membership. 
For this reason density estimation is not a feature of this 
growing class of discriminant procedures. Their advantage 
clearly lies in the distribution free property. Indirect 
procedures tend to be computing intensive and are thus 
generally more recent. The subclass of indirect procedures 
is reviewed in this chapter in 5 sections. Section 6.1 
treats distance based procedures, section 6.2 recursive 
partitioning procedures, section 6.3 reviews the field of 
artificial neural networks (ANN), section 6.4 discusses 
suitability of ANN's for problems of discriminant analysis 
from a theoretical point of view and section 6.5 reviews 
procedures based on graphical techniques.

6.1 Distance based procedures

Distance methods are nonparametric and depend on the 
suitable definition of a distance measure where the metric 
may be the identity metric giving the euclidean distance or 
scaled by a variance-covariance matrix or defined in terms 
of functions of individual state probabilities. The 
centroid method employed by Moore (1982) or Pridmore (1985) 
uses the euclidean distance. Goldstein and Dillon (1978) 
use a distance measure based on Matusita's (1955) 
definition of distance. A comparison between these two 
methods will be given here in some detail, as the 
distributional distance method, in particular, has not 
appeared very much in the literature. Yet this may 
constitute an attractive nonparametric approach to 
discrimination.

The centroid method is probably the simplest most general 
rule and essentially depends on computing distances, d?j 
with i=l,2,...,g between individual observations, , and 
the centres of gravity of the g populations. is then
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allocated to the population nA giving rise to the least
distance, . In the case of 2 populations and
corresponding g-variate mean vectors and m 2 the
allocation of a new observation with unknown group
membership is according to the rule: Allocate Xj to the
population if

k=l k=l

Moore (1982) suggests utilising prior probabilities by 
weighting the distances by the inverse square of the 
priors:

where is the new distance. This approach was not
adopted but instead an empirical algorithm minimising the 
misallocation error e was developed. Goldstein and Dillon 
(1978) proposed a classification rule based on the
distributional distance between populations and h2
derived by Matusita (1955). This distance is given by

s
d Matusita = llPl-p2H2 = J ( j ^  _ j ^ ] 2 ( 6.1-3)

—  v.| *■' 1 ~JJj=i

where 11. II is the vector length operator9 and p2 and p2 are 
as defined below. Note that c?*atusita may be the same for 
different levels of state probabilities, p±i. For the two 
population situation, the vectors p1=(p11,p12,. . . ,pls) 1 and 
p2=(p21,p22,. . .,P2s) ' define the probability distributions 
in nx and n2. The number of discrete states for the two

9 for q-variate X: HXll = y 2 v2 y 21̂  2̂ ' * * +̂ q
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populations n2 and h2 is given by s. The set of parameters
{pi:i} with j=l, . . . 7<s are the probabilities observed for
multinomial random variables ̂ s) written in the state
matrix notation10. Let p*1 be the vector of state
probabilities in population ni after inclusion of one 
further multinomial observation ^ s). Then X^s) designates 
the multinomial observation of the Vth state. Given such a 
new observation the allocation rule is

allocate X,(,s)
to n1 if iip1 -p2ii > iip1-p2

<to n2 if |p 11-p 2|

+ll

P1-P21'
randomly if ilp̂ 1—p>2II = llp^p*1!

( 6.1-4)

The first of the inequalities in ( 6.1-4) states that a new 
observation is allocated to the population that will
result in a greater interpopulation distance, ĉ atusitâ  
when inserted into expression 6.1-3. Upon expansion of the 
length operator in 6.1-4 the first inequality becomes

I
j=i

n.+i
nx+l

n2 j
n- j=i n.

n,+i2i_
n2+l

( 6.1-5)

+iThe term ntj is defined for by

n.,,+1 for v = j
n, for v t j ( 6.1-6)

By summing separately for the two conditions given in 
expression 6.1-6 the inequality 6.1-5 may be seen to be

10
i.e. XS is multinomial with S states.



r 2
nlv+l n2v + y nlj n2j

:
n,+l n2 L

j*V n.+l1 ^ n2
-

r

nlv n2v+l
*ni "  - n2+l

n n25
n2+l

niv+1
r^+l -  2 (nlv+l)n2v

T T(ni+l)n2 n2

j?"V ĵ v
nin2 V ^21 

L n,(n!+l)n2 ~  ..2
J*v

( 6.1-7)

( 6.1-8)

nlv
n, -  2

I
j T̂V

n23
n2+l

(n2v+l)nlv ^ n2v+l 
n2+l(112+1)11!

- 2 I nin2
(nj+Dnj* 1

nij
n,

nlv+l
i^+l + Y  n*j + Yn2 L i^+l L n2

jîV jr̂V

-  2 (nlv+l)n2v f y nln2
, (rii+1 )n2 L t

3*v'V

(ni+Dnj

( 6.1-9)

£lz + n2v+1 Y ̂  + Y n2jnx n2+l Z ri! L n2+l
jîV ĵ V

f

(n2v+l)nlv r
•v

n l n 2

1 (n2+l)nj I (112 + 1 ) 1 1 !

w
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<*=*>

nlv+l+ 2 nij n2v+ £ n2j

nx+l it?n, JnjCrii+l)'
n 2v

nlv+l I'!n13n23
]i-V

( 6.1-10)

niv+ 2 nu
j Ar
n,

n 2v+ 1 +  ^  n 2j
________ j Ar

n„ ■j ni (n2+l)
nlv

n2v+l I i nlJn2j

|n2(nj+l)'
n 2v

nlv+l l K j n2j
jA

jnjTn^+l)
nlv

n2v+l l K j n2j
j A

n 2v
nlv+l I i nl3n23

j Ar
nlv

« n2v+l J  j n ijn 2j

n2 (n1+l)
nx (n2+l) ( 6 .1-12)

jA

Upon making the resubstitutions
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the allocation rule 6.1-12 may be simplified to

"allocate ^ s) to nx if " -+- ^ < X" . ( 6.1-14)

An example for the two population situation with 
dichotomous data with s-2z-8 discrete states is quoted from 
Goldstein and Dillon (1978) and given in tables 6.1-1 and 
6 .1-2 .

nl nm
state freq. rel. freq. freq. rel. freq.

J (^1^2^) (h) di/1) (tf) (ifii/m)

1 1 1 1 13 0.520 20 0. 073
2 1 1 0 5 0.200 15 0. 055
3 1 0 1 0 0.000 2 0.007
4 1 0 0 1 0.040 50 0.182
5 0 1 1 3 0.120 86 0.313
6 0 1 0 0 0.000 1 0. 004
7 0 0 1 1 0.040 1 0,004
8 0 0 0 2 0.080 100 0.364

25(1) 1.000 275(m) 1.000

Table 6.1-1: Generalised distance example

Table 6.1-1 shows an 8-state example of the generalised 
distance rule (Goldstein and Dillon, 1978). Application of 
( 6.1-14) yields the results shown in table 6.1-2.



state counts criterion comparison allocation

3 h
c2 + a 
Cj + a X to

1 13 20 1.003 1.018 ni
2 5 15 1.008 1.018 ni
3 0 2 1.022 1.018 n2
4 1 50 1.045 1.018 n2
5 3 86 1.038 1.018 n2
6 0 1 1.016 1.018 n!
7 1 1 1.000 1.018
8 2 100 1.049 1.018 n2

Table 6.1-2: Computing the generalised distance

Note the results for the 6th state {0,1,0), where 1^=0 but 
allocation is to nx {1.016 < 1.018 =* ni). For the two non
parametric methods, however, no direct expression for the
optimal cutoff point / K•opt / is easily derived as the
distribution of the quantities (criterion values)

d2 - d2 = Y fx -P ]2- Y fx ]Q lj 2j “ £ jk lkj £ [ jk 2kJ
k=l k=l

( 6.1-15)

and

log (Rv) = log + a 
+ a ( 6.1-16)

for the centroid method and for the distance method, in 
particular, are difficult to derive. As mentioned above, 
Moore (1982) does give a suggestion as to how prior 
probabilities may be incorporated via the inverse square of 
the distance for the centroid method, but no indication is 
given for the distance method. Without going into the 
details of examining the adequacy of the suggestion by 
Moore, an alternative numerical solution was employed by 
Lack (1987). This approach has the added advantage of full 
generalisability and is described in the following.
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In each of the two methods, centroid and distributional 
distance, the expression for the total misallocation error, 

5y f(6i)) t is minimised numerically with respect to 
the cut-off point, k, given the prior probabilities, n and 
n . The expressions ( 6.1-1 to 6.1-4) and ( 6.1-16) were 
evaluated for the training dataset over the whole sample 
space range of discrete states. Their frequencies for 
individual states completely defines the estimated 
empirical distribution of criterion values for both non
parametric models. The distributions are then sorted in 
ascending order of criterion value. Finally, all possible 
criterion values are systematically checked for possible 
candidates as cut-off (critical) points. The criterion 
value that results in the minimum value of £^£(6, f(6±)) 
is taken as the critical cutoff point to be used in the 
second phase on the test dataset. This procedure was 
repeated for a range of 30 prior probabilities in the range 
from 0 to 1 in equal steps. The actual prior probability 
was also included as a separate value.

Such consideration of the behaviour of an indirect 
discriminant procedure with respect to the prior 
distribution renders it as a typical Bayesian procedure. In 
chapter 4 it was pointed out that generally the direct 
procedures could also be viewed as Bayesian procedures with 
the adoption of a uniform prior. By contrast this example 
shows how a Bayesian approach may also be adopted for the 
class of indirect procedures.

Four medical datasets were used by Lack (1987) to test the 
procedures empirically, three relating to stillbirths and 
one to caesarean sections. The distributional distance 
method gave smallest overall error rates for all four 
datasets and largest values of average logarithmic score 
for two of the datasets. The centroid method gave largest 
overall error rates for three of four datasets. With 
increasing numbers of predictor variables the 
distributional distance method consistently resulted in 
smaller overall error rates than the other rules in all 4
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datasets. This pattern was stable over a wide range of 
prior probabilities. The work presented by Lack (1987) has 
the advantage that empirical datasets were employed and 
that the stability over a wide range of prior probabilities 
was taken as an extra performance measure. However, the 
datasets were to a large extent similar in nature and a 
generalisation to other types of dataset is limited in 
scope. Further, the absence of a comprehensive comparison 
with other established procedures such as the logistic 
model, nearest neighbour, kernel or interaction models also 
makes inferences difficult.

Improvements11 on the specification of the generalised 
distance measure of Matusita (1955) and Goldstein and 
Dillon (1978) (expression 6.1-3) in terms of individual 
state specific weights related to absolute state 
frequencies, would seem helpful. This is because ( 6.1-12) 
depends only on relative frequencies and is therefore 
sensitive to variations in the p±j.

Discrete multivariate data will generally lend themselves 
to presentation in the form of a state matrix with states 

especially when the number of distinct levels per 
variable is low. This was the case in the previous example 
for the distributional distance procedure. In completing 
the subsection on distance models the work of Hills (1967) 
on deriving distance measures that are monotonically 
increasing functions of the number of discrete states s is 
of relevance in constructing discrimination procedures 
based on distance functions. Let As be a measure of 
discrimination between two multinomial distributions with s 
states and suppose the jth cell of the multinomials are 
split into two cells j and j" to give multinomials with 
(s+1) cells and a measure of discrimination As+1. Hills 
then stipulates four desirable properties that 
discrimination measures should possess:

These are suggested in chapter 10 and lead to a modified 
version of Dillon and Goldstein's distributional distance
procedure that is later used in comparative analyses.
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(1) As 0 with equality if and only if the
multinomial distributions are identical

(2) V i  *
(3) As+i = As if and only if the loglikelihood ratios 

in the cells J' and j" are the same as that in 
the cell j

(4) As should be the sum of s contributions, one from 
each cell of the multinomial. It has the property 
that when the jth cell is split into two cells j' 
and J" to give multinomials with (s+1) cells then 
the contributions of all cells except the jth 
should be the same to both As and As+1.

Hills (1967) suggests

a <2> =  y  .(pij P 2 j )2 ( p , . + p , ^ i )
L  p1}+p2} ' VFl  ̂ P23 X)
3=1

as a measure satisfying all above conditions for two 
populations and gives a further expression for g=3 
populations:

a (3) =
j=l

3
Z
i=l

(Pij - f  Pj): 
Pj

Pj ^iPij ( 6.1-18)

The use of 6.1-17 is demonstrated using a single dataset.

i g c u  p j . u w c u u i .  c o

Modern approaches are becoming more computer oriented. The 
increasing availability of computing power allows wider use 
of iterative recursive partitioning techniques. Use of 
classification trees in regression dates back to the AID 
(Automatic Interaction Detection) program developed at the 
Institute for Social Research, University of Michigan, by 
Sonquist and Morgan (1964). A dedicated classification 
program based on trees called THAID was later developed at 
the Institute for Social Research, University of Michigan,
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by Morgan and Messenger (1973). Recently they have been 
replaced by the newer variants classification and 
regression trees (CART) proposed by Breiman, Olshen, 
Friedman and Stone (1984) and the fast algorithm for 
classification trees (FACT) due to Loh and Vanichsetakul
(1988). Other variants of recursive partitioning procedures 
used for discriminant analysis applications include the 
CHAID algorithm described by Kass (1980) and the ID3 and 
C4.5 algorithms due to Quinlan (1993). Apart from that 
there exists also a range of software routines supplied by 
the major producers of statistical software packages such 
as the TREEDISC12 set of macros of the SAS Institute (1996 
0-Release, version 6.08).

Recursive partitioning algorithms iteratively search for 
optimal splits of the entire data for particular values of 
each variable. Optimality is defined in terms of maximising 
an heterogeneity criterion at each node of the 
classification tree. An example for the hypothetical data 
of figure 2.2-3 in chapter 2 is illustrated in figure 
( 6.2-1)

12 TREEDISC is similar to the CHAID algorithm but differs
from CART, which always forms two subsets. and from ID3 or
C4.5, which make every category a subset.



X * 2 ?l

no yes

X - 2 1  
2

no yes

II

terminal node for population 1

II terminal node for population 2

Figure 6.2-1: Decision tree with two-way splits

Separation is possible with recursive partitioning 
techniques for interactive data structures.

The example shows that it is possible to achieve complete 
separation of the training data by means of recursive 
partitioning providing the hierarchical trees are allowed 
to grow deep enough. A discriminant rule based on a 
completely grown tree using training data will be over 
specified when applied to test data. The problem particular 
to recursive partitioning is how to decide when to stop 
growing the tree.

A recently suggested procedure that is probably best 
described as a mixture of direct and indirect procedures is 
the coupling method suggested by Wernecke (1992). Providing 
several procedures are available and have been applied to a 
particular dataset the coupling method consists of simply 
averaging the allocation vectors obtained from all other
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procedures thus giving the new vector. This pragmatic 
approach claims to produce allocations that are at least as 
good as any single procedure taken by itself.

6.3 Artificial neural network based procedures

The most recent developments in discriminant analysis are 
seen by the advent of so called neural networks or 
artificial neural networks, ANN, a technique that has been 
developed in the field of pattern recognition and machine 
learning since about 1985. Neural networks are commonly 
separated into feed-forward networksf also known as multi
layer perceptrons, used for classification and symmetric 
recurrent networks, known as attractor neural networks or 
Hopfield nets, used as associative memories. The first type 
is of relevance to discriminant analysis. General 
introductions to the theory of neural networks in 
classification may be found in Hertz et al (1991); Ritter, 
Martinez and Schulten (1991) and Ripley (1993, 1994). Weiss 
and Kulikowski (1991) provide a good elementary discussion 
of a variety of classification methods including 
statistical and neural methods. A good non-technical 
introduction to neural networks with a very balanced 
account of their usefulness in practical situations is 
given by Hinton (1992).

Artificial neural networks are used in three main ways:

(1) as models of biological nervous systems and 
’'intelligence"

(2) as real-time adaptive signal processors or 
controllers implemented in hardware for 
applications such as robots

(3) as data analytic methods.

Here concern is with the latter. Artificial neural 
networks, like many statistical procedures, are capable of 
processing large amounts of data and are often reported to
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produce good results. However this does not make them 
"intelligent" in the normal sense of the word. Artificial 
neural networks "learn" in much the same way as many 
statistical algorithms deal with estimation - but more 
slowly. If artificial neural networks are intelligent then 
many statistical methods must also be considered 
intelligent.

Many artificial neural network (ANN) models are similar or 
identical to popular statistical techniques such as 
generalised linear models, polynomial regression, non
parametric regression, discriminant analysis, projection 
pursuit regression, principal components and cluster 
analysis. This is particularly the case where the emphasis 
is on prediction of complicated phenomena rather than on 
explanation. The interest in artificial neural networks has 
boomed in recent years. Since 1990 accounts on neural 
networks in the context of discriminant analysis include 
those of Asoh and Otsu, 1990; Odom and Sharda, 1990; Webb 
and Lowe, 1990; Gallinari, Thiria, Badran and 
Fogelmansoulie, 1991; Reibnegger, Weiss, Wernerfelmayer, 
Judmaier and Wachter, 1991; Lowe and Webb, 1991; Garson, 
1991; Kuhnel and Tavan, 1991; Brigatti, Filatov, Hoffman, 
Assad and Caprioli, 1993; Allen and Le Marshall, 1994; 
Curram and Mingers, 1994; Grozinger, Freisleben and 
Roschke, 1994; Kurita, Asch and Otsu, 1994; Osman and 
Fahmy, 1994; Mitra and Kuncheva, 1995; Wong, Jian and 
Taggart, 1995; and Sanchez and Sarabia, 1995.

Although many ANN models are similar or identical to well- 
known statistical models, the terminology in the ANN 
literature is quite different from that in statistics. 
Table 6.3-1 lists some equivalents where they exist. The 
statistical terms sample and population do not seem to have 
ANN equivalents. However the data are often divided into 
separate training and test sets.
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neural network 
terminology

statistical
terminology

features variables
inputs independent variables
outputs predicted values

targets or training values dependent variables
errors residuals

training, learning 
adaptation or 

self organisation
estimation

patterns or training pairs observations
(synaptic) weights parameter estimates

higher order neurons interactions
supervised learning 

or
heteroassociation

discriminant analysis

unsupervised learning, 
encoding or 

auto-association
data reduction

competitive learning, 
or

adaptive vector quantization
cluster analysis

Table 6.3-1: Terminology of neural networks

In the following, two examples of artificial neural 
networks for the discrimination problem are outlined using 
a graphical representation taken from Sarle (1994). In 
figures 6.3-1 and 6.3-2 circles represent observed 
variables and boxes represent values computed as a function 
of one or more arguments. The symbol inside the box 
indicates the type of activation function. Common 
activation functions are linear, logistic and threshold. 
Arrows indicate that the source of the arrow is an argument 
of the function computed at the destination of the arrow. 
Each arrow usually has a corresponding weight or parameter 
to be estimated. The parallel lines indicate that the
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values at each end are to be fitted by least squares, 
maximum likelihood, or some other estimation criterion.

Input

Output Target

Predicted
Value

Binary Class 
Variable

Independent 
Variables

Figure 6.3-1: The "Adaline" perceptron

Figure 6.3-1 shows a simple neural network or perceptron 
(Rosenblatt, 1958) with a threshold activation function 
(represented by the step function in the box). This is 
equivalent to the linear discriminant function (Hand, 1981; 
Weiss and Kulikowski, 1991). A linear activation function 
would result in the multiple linear regression model and a 
sigmoid activation function leads to the multiple logistic 
regression model. The activation function in a perceptron 
is analogous to the inverse of the link function in a 
generalised linear model {GLIM) (McCullagh and Nelder, 
1989).
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In the graphical representation of the Adaline network in 
figure 6.3-1 the threshold activation function13 maps a 
linear combination u 'x̂  of independent variables Xik onto a 
dichotomous response, Y^{0,1) depending on a cutoff c.

r

1 if tf'Xj > c
( 6.3-1)

0 otherwise

with j-l,...,n and k=l,...,q. The vector of weights o is 
chosen to minimise some fitting criterion, e.g. least 
squares

n
E = J  (Yj-Yj)2 . ( 6.3-2)

j=l

Alternatives to least squares fitting of a function with 
target values Y^{0,1} have been suggested among others by 
Hinton (1992) and Ripley (1994). Figure 6.3-2 shows a two 
layer network with logistic activation functions in the 
middle hidden layer and a threshold activation function at 
the output. This multilayer perceptron is equivalent to a 
nonlinear discriminant analysis model. The classic 
algorithm for neural networks with at least one hidden 
layer is to take fixed steps in the direction of the 
steepest descent in minimising the criterion E,

= - s -Jr < 6 -3-3 >1m

where ulra refers to the mth weight in the Ith layer of a 
neural network. The derivatives of a fit criterion E with 
respect to the weights can be calculated recursively from 
output to input by using the chain rule, a technique known 
as back propagation.

^  If instead of the
(indicated by the step in
activation function is used
model results and if a

threshold 
the square
a multiple

sigmoid or

activation
box)
linear

logistic

function 
a linear

regression 
activation

function is used a nonlinear regression model is obtained.
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Nonlinear regression models are represented as neural 
networks by introducing another so called hidden layer of. 
activation functions. Their outputs are fed into other 
activation functions.

Hidden 
Layer

Input i»S <J

  \ 3 » w i

Independent 
Variable

\ .\
Output

Predicted
Value

Target

"S.

Dependent 
Variable

Figure 6.3-2: Multiple layer perceptron

Figure 6.3-2 shows such a multiple layer perceptron. The 
multiple input - single output network with a hidden layer 
of logistic response functions and a threshold output 
function is equivalent to the multiple nonlinear 
discriminant analysis model.
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6.4 Use of ANN’s as discrete discriminants

So far little work exists on actual applications of neural 
networks to problems of discriminant analysis dealing with 
discrete data. Examples where neural nets were applied 
generally include cases of continuous data and also where 
the classification problem had a high chance of being 
solved. Ripley (1994) lists some typical examples of such 
applications.

(1) grading of Danish bacon rashers
(2) botanical field guide key to species 

identification
(3) distinguishing male and female crabs of two 

species (Campbell and Mahon, 1974)
(4) recognising symbols on hand drawn maps (Hjort, 

1986)
(5) predicting the occurrence of tsetse flies in 

Zimbabwe (Ripley, 1993)

A literature search conducted over the more recent years 
1990 to 1995 yielded 25 reports of studies concerned with 
neural networks and discriminant analysis. However, of 
these studies only two deal with partially discrete data 
(Webb and Lowe, 1990; Yoon et al, 1993). In five cases of 
neural nets applied to continuous data (Asoh and Otsu, 
1990; Gallinari et al, 1991; Garson, 1991; Grozinger et al, 
1994; and Mitra and Kuncheva, 1995) superior performance is 
reported for the multilayer perceptrons equivalent to non
linear discriminant analysis. In the case of single layer 
perceptrons the discriminant only works if complete 
separation is possible between the populations.

What appears missing in the neural network literature 
concerned with discriminant analysis problems is a 
discussion of the validation issues with techniques such as 
crossvalidation or the bootstrap. In most reported cases 
input variables are continuous. Performance assessment of
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ANN's applied to discriminant problems is at present still 
a comparatively new subject and, in the case of discrete 
data, virtually non-existent.

Figure 6.4-1 shows a simple landscape containing two local 
minima separated by a local maximum. Shaking can be used to 
allow the state A of the network (represented here by the 
ball bearing) to escape from a local minimum.

Figure 6.4-1: Local minima problems in A N N ’s

The expectation for the back propagation algorithm is that 
given a sufficient number of learning steps the overall 
error E may be reduced to an arbitrary small number. Two 
structurally inherent conditions, however, generally make 
that difficult. Firstly and fundamentally the mapping task 
must be solvable. With respect to the discriminant problems 
discussed so far, this is rarely the case - for all objects 
in the given samples and so for this reason alone E will 
not be able to be driven towards zero. Secondly because E 
is generally a highly complex function of all weights wab 
this criterion will tend to exhibit several local minima. 
Depending on the particular choice of initial weights the 
steepest descent path will lead directly into an adjacent
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minimum irrespective of how high this lies above the global 
minimum.

In spite of these difficulties the back propagation 
algorithm for multilayer networks is a considerable 
improvement on single layer networks, also known as 
perceptrons (Rosenblatt, 1958). Minsky and Papert (1969) 
have shown that provided a solution to the mapping or 
classification task exists the single layer perceptron will 
converge to that solution. The multilayer networks have the 
advantage that they can cope with more complex tasks.

Thus successful application of the backpropagation 
algorithm is generally only possible when the mapping 
problem is solvable. The typical examples of discriminant 
analysis for discrete data (see chapter 2), however, 
frequently show considerable overlap making an application 
of ANN's difficult. This suggests that ANN's may be 
particularly unsuitable for the type of dataset typical in 
discrete discriminant analysis.

One of the central issues in ANN research is the problem of 
dealing with local minima when seeking the global minimum. 
Figure 6.4-1 gives a physical representation of the 
problem in terms of a ball bearing placed in a landscape 
with several local minima.

The considerable number of weights or parameters requiring 
estimation in neural networks inherently bear the danger of 
overfitting the model. This, together with the other 
methodological difficulties mentioned above, indicates that 
applications of neural nets to problems of discrete 
discriminant analysis are generally fraught with 
difficulties.

6.5 Graphical techniques

It is an old principle in data analysis that where possible 
graphical plots ought to precede detailed analysis.
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Frequently direct methods can reveal major structures of 
the data at an early stage. When there are more than 3 
variables - and even with only 3 - the plots are
technically difficult. Two popular methods for displaying 
differences between populations for multivariate data are 
Chernoff faces (1973) and harmonic curves (Ball and Hall, 
1970; Andrews, 1972). Both methods reduce the multivariate 
data to stages that can be visualised in two dimensions. 
Inspection of these shapes may then aid discrimination. The 
techniques are also used for cluster analysis.

In its original form Chernoff allowed for up to 18 
dimensions in a response vector. Each dimension became 
associated with one of 18 facial features. Bruckner (1978) 
has written a program to generate faces. Six facial 
features are incorporated in the construction: head, mouth, 
nose, eyes, eyebrows and ears. Shapes and sizes of these 
features are determined by values of the independent data. 
When data from distinctly different populations are used to 
generate such faces separation of the groups on the basis 
of visual inspection is readily done. Where differences 
become marginal, however, no formal procedure for 
distinguishing between faces exists and for this reason 
Chernoff faces are generally used solely for illustration 
rather than discriminative purposes.

In contrast the method of harmonic curves is more formal. 
For a given g-variate observation xi = (xJ1,xj2,. . . ,Xjq),
J=l.. . . ,J2, consider the corresponding curve

f(t;xj) = xjx/ ^ 2 + xj2sin t + xj3cos t
+ xj4sin 2t + xj5cos 2t + . . . ( 6.5-1)

over the continuous interval -n < t ^ ft.

In expression ( 6.5-1), deviating from standard notation, 
jfxj(t) stands for the function f of t for a given data 
point xi and not for a statistical density as before. The 
formula above specifies n harmonic curves drawn in two
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dimensions. Two data points are compared by visually 
studying the curves over •

Mardia, Kent and Bibby (1979) point out that the square of 
the Lz distance

which is proportional to the Euclidean distance between x 
and y thus giving heuristic justification for the approach. 
In situations with large interpopulation differences 
resulting harmonic curves will be expected to form 
population specific patterns. As with the Chernoff faces 
the shapes of resulting curves are generally assessed 
visually. Further the resulting shape depends on the order 
in which variables are specified in ( 6.5-1), so care needs 
to be taken in construction of harmonic curves. Other ad 
hoc graphical techniques for illustrating multivariate data 
include so called star plots with g vertices, one for each 
of the g variables. The lengths of these vertices are drawn 
in proportion to values of the original data.

Comparatively little use is made of graphical techniques in 
applications of discriminant analysis for discrete data 
presumably because the discrete nature of the data leads to 
degenerate stages unsuitable for discrimination. From a 
mathematical point of view there is no reason for not using 
graphical techniques for discrete data.

Before concluding the review chapter mention should be made 
of a number of developments in computer graphics for 
representing multivariate data that are useful informal 
aids for classification. Schematic graphical displays of

( 6.5-2)

between two curves simplifies to

n II x — y II 2 ( 6.5-3)
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multivariate observations proposed by Anderson (1957), 
Andrews (1972) and Chernoff (1973) can be and have been 
used for informal classification of objects. The essential 
idea is to represent either the individual training samples 
or some typical value (e.g. the mean of a group) via a 
schematic display, do the same for the test samples and 
then by inspection of these displays decide to assign a 
test sample to the group whose training sample displays (or 
typical value display) look "visually closest" to the 
display of the test case. In practice, large numbers of 
observations or variables, as well as poorly understood 
visual perception biases,, can limit the usefulness of these 
graphical techniques.

6— •

0—
-2

-4 i.

-4 -3 -2 ■1 0 1 2 3 4
_________________________________ parameter t___________________________;

Figure 6.5-1: Harmonic curves

Figure 6.5-1 shows the representation of discrete 
multivariate data points x̂  by harmonic curves (Ball and 
Hall, 1970; Andrews, 1972). Observations on each of the g 
variables are used as weights in a function as a
linear combination of sines and cosines over the range 
[-7i < t ^ rc] . Three examples are shown for g = 4 with 
coordinates (1,1,1,2), (2,1,1,1) and (1,3,3,3).
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Figure 6.5-2: Star-plots

Figure 6.5-2 shows examples of star-plots for the three 
discrete 4-variate observations displayed in figure 6.5-1. 
The star shapes are generated by mapping the observed 
values for each variable on one of the g - in this case 4 - 
axes radiating at equal angles from the origin. The end 
points are joined to produce the final shape, star plots 
are mainly used for illustration rather than for formal 
discrimination problems.

6.6 Summary

Indirect discriminant procedures are more recent than 
direct procedures because of the generally computer 
intensive demands placed on execution. One may distinguish
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distance based procedures, procedures based on recursive 
partitioning^ neural network based procedures and graphical 
techniques.

Approaches to distance based procedures show that 
specification of the distance measures can be crucial. Thus 
this requires some knowledge of the data structure14.

Graphical techniques are of little use for standard 
approaches to discriminant analysis mainly because of the 
large subjective element in graphical design. These 
techniques are probably better suited for methods of 
displaying multivariate data.

The neural network procedures, while currently increasingly 
popular mainly with protagonists of artificial neural 
networks, promise some applicability in discriminant
analysis situations. However, research in ANN's has so far 
concentrated on discriminant analysis applications for 
continuous data. Another difficulty with ANN's is the
problem of finding optimal solutions as it is frequently
difficult to distinguish local from global minima in the 
backpropagation algorithm. Finally, the large number of 
parameters (synapse strengths) that have to be estimated
bears the danger of overfitting of models.

Major contributions on indirect discriminant procedures 
with relevance to discrete data include the work of Hills 
(1967), Minsky & Papert (1969), Goldstein & Dillon (1978), 
Breiman et al (1984), Hertz et al (1991), Ripley (1994).

As seen in chapter 2 patterns in the data may lead to 
problems when using euclidean distances.
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Chapter 7 - Performance evaluation

The quality of a discriminant's performance is commonly 
expressed in terms of its error rate or misallocation 
error. Frequently a particular discriminant procedure is 
chosen because its error rate is less than that of other 
procedures15. Other desirable features of the error rate are 
low variance and low bias. Low variance means that repeated 
runs of a given discriminant on new samples will lead to 
stable error rate estimates while low bias implies that on 
average these estimates, more precisely their expected 
value, will be near to the true error rate for the given 
population.

Traditionally performance criteria for discriminant 
analysis are estimates of misallocation errors. They may be 
derived in one of three ways:

(1) "plug-in" methods: These substitute estimated
parameters into theoretical expressions for the 
probability of misallocation.

(2) counting methods: The number of objects
misallocated by a given discriminant procedure is 
divided by the total number of objects in the 
sample thus giving an error rate.

(3) posterior probability based methods: These less
commonly used methods combine aspects of the 
above.

The last two categories exemplify additive estimation. The 
estimator can be viewed as an average of each sample 
observation's individual estimate of success probability.

The central problem in performance evaluation is that 
because of sampling errors uncertainty will generally 
prevail concerning the future performance of a rule derived

15 Chapter 12 gives a detailed discussion of this and other 
factors influencing procedure selection.
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from an initial set of data. Thus one has to make do with 
substitute estimators of the so called optimum or true 
error rate.

In addition to the common misallocation error other 
measures of performance such as error rate estimates based 
on posterior probabilities, performance scores derived from 
posterior probabilities and smoothing techniques for 
misallocation errors are occasionally reported (Glick, 
1978; Titterington et al, 1981; Hora and Wilcox^ 1982).

Further aspects of performance not centrally related to the 
present research concern the handling of costs of 
misallocation. It is common practice with direct procedures 
for discriminant analysis (see chapter 4) to adjust for 
this by shifting the cutoff point such that differential 
misallocation costs are proportionately accounted for. This 
adjustment adds a further term to the original discriminant 
function. In the case of the 2 group linear discriminant 
this term depends on a function of c1 and c2, the 
respective costs of misallocating an observation from 
populations and n2. However, the basic operation of 
applying discriminant rules when adjusted for differential 
misallocation costs does not affect the general ideas 
pursued in this research. For this reason an investigation 
of misallocation costs is not pursued further.

In this chapter, section 7.1 outlines the different types 
of error rate (optimum, actual and apparent), section 7.2 
introduces the notions of conditional and unconditional 
performance, section 7.3 discusses crossvalidation and 
bootstrap techniques, section 7.4 reviews the use of 
functions of posterior probabilities as performance 
estimators, section 7.5 looks at smoothing techniques for 
error rates, section 7.6 discusses the relevance of prior 
assumptions and model adequacy for performance estimation.
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7.1 Error rate estimators

Optimality is generally defined in terms of the error rate. 
If for a given rule, 8 the misallocation error is smaller 
than or equal to that for all other rules, 5 (i^j), then
5 is considered optimal (Cochran and Hopkins, 1961; Glick, 
1972). The inequality relating theoretical optimum error, 
actual error resulting from classification of future 
samples (Hills, 1966), and apparent error derived from 
classification of the learning sample, is central to 
estimation of bias and convergence of error rates. Hills 
showed that asymptotically the apparent error is always 
less than or equal to the theoretical optimum error and 
this in turn is always less than or equal to the actual 
error (see section 7.1 below).

Expressions for the bias of the actual and apparent error 
with corresponding correction terms (Cochran and Hopkins, 
1961; Hills 1966; Goldstein and Wolf, 1977; Goldstein and 
Dillon, 1978) were developed later. Theorems required for 
proving the convergence of apparent error and actual error 
towards the theoretical optimum error with increasing 
sample size were provided by Glick (1972, 1973). Leaving- 
one-out or crossvalidation techniques (Lachenbruch, 1975) 
are important as they give virtually unbiased estimates of 
the optimum error given sufficient data. A crossvalidation 
option is available in the SAS DISCRIM procedure (1986).

The following error rates are usually considered:

(1) The optimum error rate - the rarely attained rate
which would hold if the sample were unbiased and, 
in the case of parametric discrimination, when 
the distribution of the data including all 
parameters is known.

(2) The actual error rate - the rate which holds for
a classification rule if it is used to classify 
future samples.
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(3) The apparent error rate - the rate obtained by
applying the discriminant rule to the training 
sample from which it was derived.

It is intuitive to expect the apparent error rate to be 
smaller than the actual error rate because the latter is 
derived from application of an estimated discriminant rule 
to a new and independent data sample. The apparent error 
rate benefits from the fact that the discriminant rule as 
well as the error rate are estimated from the identical 
data sample. The optimum error rate lies between apparent 
and actual error. This sequence is known to hold 
asymptotically and is generally expressed as a triple 
inequality:

erroraPParent ^ error°Ptimum ^ erroractual . ( 7.1-1)

Many procedures that depend heavily on the assumption of 
normality have been proposed to estimate the error rates. 
Consideration is given here to estimators that may be used 
in any context. First, the apparent error rate simply 
classifies the training sample using the rule calculated 
from it. The estimator is typically optimistic and can 
badly mislead the user if the sample size is not much 
larger than the number of variables in the rule (Hills, 
1966). It is also hazardous if there is initial 
misclassification in the training samples. However, for 
those cases in which the number of initially correctly 
classified observations is sufficiently large, the bias 
will be small.

In summary the apparent error is optimistically biased and 
should be used with caution when the sample sizes are small 
relative to the number of variables. The other methods 
mentioned can be useful alternatives in this case. 
Otherwise, the apparent error rate should be a satisfactory 
estimator. A first comprehensive bibliography on error rate 
estimators has been given by Toussaint (1974).
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Two important approaches to performance evaluation that 
deal with obtaining useful criteria for evaluating 
discriminant performance must be mentioned as they are 
central to the present thesis. A detailed development of 
the basic ideas behind these approaches is however left to 
chapters 8 and 9, respectively.

The first is the concept of performance evaluation by 
exploiting information contained in the posterior 
probabilities of group membership. The posterior error rate 
estimator, initially proposed by Hora and Wilcox (1982), 
has the advantage of having lower variance and may be 
computed in conjunction with either of the aforementioned 
methods resubstitution, crossvalidation or bootstrap. In 
practical applications of discriminant analysis in other 
fields outside the theoretical statistical literature, 
however, the posterior error rate estimator is little used. 
For instance it was not quoted once in any one of 148 
articles reporting results of discriminant analyses that 
were published in the medical literature in the years 1989, 
1991 and 1993 according to a MEDLINE literature research16. 
Instead it is evidently established practice to quote 
misallocation errors and to indicate methods of 
crossvalidation (see table 7.1-1). Use of separate 
training and test sets and leaving-one-out crossvalidation 
were the most commonly employed methods reported in the 
surveyed articles.

u lussvalidation technique 1989 1991 1993 total
resubstitut ion 30 46 48 124
separate training and test sets 6 3 4 13
"leaving-one-out" 6 3 2 11
total 42 52 54 148

Table 7.1-1: Common crossvalidation methods

Table 7.1-1 details 148 research papers selected from the 
medical literature MEDLINE data base reporting studies

16 Further details on this study are given in chapter 2.
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involving discriminant analysis classified by year of 
publication and type of crossvalidation employed.

Secondly, the method of specifying a classification 
threshold as implemented in some statistical packages (e.g. 
SAS) has introduced a new way of looking at efficiency of 
discriminant procedures. The basic idea is that allocations 
are only made if the posterior probability exceeds a 
prespecified value. Similarly this intuitively appealing 
concept was also not used in any of the above mentioned 
articles searched from the MEDLINE database.

7.2 Expected performance

As one rarely has the situation where the group conditional 
distribution functions F±(x) are completely known one will 
have to resort to a sample t for estimation of both the 
discriminant rule and its error rate. Ideally one would 
like the rule and the error rate also to hold for future 
samples. Two situations need distinguishing: (1)
application of the discriminant rule derived from t to 
future samples and (2) estimation of other discriminant 
rules from future samples. In the former case error rate 
estimates are averaged over future samples while in the 
latter case the discriminant rules themselves are averaged 
over future samples. The above distinction was originally 
drawn by Hills (1966) who coined the terms conditional and 
unconditional probabilities of misallocation to refer to 
the situations (1) and (2) respectively. In what follows 
the actual error rate frequently referred to in the 
literature will be used as equivalent to the conditional 
error. With the exception of McLachlan (1992) the 
distinction suggested by Hills (1966), although helpful in 
clarifying some of the often confusing terminology in error 
rate estimation, is rarely used in the literature on 
discriminant analysis.
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The above concept will be referred to later in chapter 10 
where the use of bootstrap methods for estimating the 
expected bias of misallocation errors is outlined.

The following notation is based on Hills (1966) and is also 
used by McLachlan (1992). The expressions £cL(FL,t) and 
ec(F, t) correspond to the actual error rates and £ui(F) and 
eu(i7’) correspond to the expected error rates. Before the 
introduction of this terminology for the various types of 
error rates, there had been considerable confusion in the 
literature as pointed out by Cochran (1966). Let S(x,t) 
denote an allocation rule formed from the training data t. 
Then the misallocation rates of S(x;t), with respect to t, 
are defined by

£cik(iri^t ) = Pr{ 6( x ; t )  = k | x e n ± , t  } ( 7.2-1)

which is the probability, conditional on t, that a randomly 
chosen object from n ± is allocated to I\ ( ±f Jc=l, . . . , g). 
Then group specific conditional error rates are given by

g
cci(F1;t) = J  EClk(Fi:t) ( 7.2-2)

i^k

and the overall conditional error rate is given by
g

ec(F;t) = £ £ci(Fi;t) ( 7.2-3)
i=l

The expected or unconditional error rates are obtained by 
taking expectations over the conditional error rates with 
respect to all training samples t:

euik(F) = E{£cik(Fi;T)} = Pr{<5(x,T) = klxe^) ( 7.2-4)

The group specific unconditional error rates are given by

g
c u ± (F) = J  cU i J (F) ( 7 .2-5 )

i*k
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and the overall unconditional error rate by

g
eu(F) = J  n. cu±(F) ( 7.2-6)

i=l

Methods for estimating conditional and unconditional 
expected performance are discussed in the following 
section.

7.3 Estimating expected performance

In section 7.1 it was reported that the apparent error 
based on resubstitution can exhibit considerable bias. The 
most effective way to reduce this bias would be to increase 
the sample size. This is not always practicable and the 
standard alternative approach is to employ some form of 
crossvalidation or data re-use. A popular choice is to 
split the data into separate training and test sets. This 
method has appeal because it is easy to implement and 
readily understood. In the following it will be referred to 
as the hold-out technique. However, especially with small 
data samples, the hold-out method can also exhibit 
considerable bias. Next the leave-one-out and the leave-v- 
out technique originally suggested by Lachenbruch (1975) 
are usually distinguished. By contrast they have the 
advantage of being almost unbiased.

The leave-one-out technique omits an observation, 
recalculates the classification rule from the remaining 
observations, classifies the deleted observation, and 
repeats these steps for each observation in turn. Counting 
the errors of misclassification yields an almost unbiased 
estimate of the error rate. Unfortunately, the variables 
indicating misclassification are correlated so that this 
estimate has comparatively large variance (McLachlan, 
1992). In many cases, the mean square error of the leave-
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one-out metnoa is larger tnan tnat of the resubstitution 
estimator.

The leave-v-out technique is closely related to the leave- 
one-out technique. Initially, a suitable number k is found 
such that k = nfv where k is an integer17. Thus the sample 
may be divided into k equally sized parts, each consisting 
of v observations. Then the first lot of v observations are 
removed from the sample and the discriminant rule is
estimated from the remainder. Next the second lot of v
observations is left out and so on until this estimation 
cycle has been repeated k times. On each cycle error rates 
are averaged. A popular choice of v is 10 percent of the 
sample size. When v equals 1 this reduces to the leave-one- 
out technique. Setting v to nj2 is equivalent to running 
the discriminant procedure twice with equal sized training 
and test sets. Provided enough data are available to carry 
it out, this also has the advantage of being nearly 
unbiased.

Crossvalidation techniques do not always provide low
variance estimates of error rates (McLachlan, 1992). Two 
methods have been suggested to reduce the variance of error 
rate estimates. The first is the posterior error rate
estimator (Hora and Wilcox, 1982) described in section 7.1 
and later discussed in detail in chapter 8 and the second 
is a post hoc smoothing of the classical counting error 
rate (Glick, 1978) described in section 7.5. A third 
technique that can provide error rate estimators with lower 
variance is the bootstrap method (Efron, 1982). This seems 
to combine the best features of the previous two 
techniques: it is almost unbiased and it has a small
variance. The major drawbacks of the bootstrap on the other 
hand are its expense and its inability, even 
asymptotically, to deal with sufficiently large biases in
17 If this can't be achieved then either (a) 13 may be
reduced at random to 33* in order to enable integer division
or (b) one of the left out lots of observations is adjusted
from V  - to V’ with a corresponding adjustment of the
averaging process later on.

141



the original training sample (McLachlan, 1992). One must 
compute as many classification rules as there are 
replicates. If the classification rule is based on density 
estimation, this could become prohibitively expensive.

The bootstrap was introduced by Efron (1979), who 
investigated it further in a series of articles (Efron, 
1982; Efron, 1983; Efron, 1987; Efron, 1990). The technique 
has become increasingly popular in statistics and is 
documented in the survey articles of Hinkley (1988), 
DiCiccio and Romano (1988) and Hall (1988) among others. 
The subject continues to be of interest as the very recent 
publications by Shao and Tu (1995) and Hall (1995) show. 
The bootstrap permits the estimation of the variability of 
a random quantity using just the given data.

An estimate F of the underlying distribution is formed from 
the observed sample. Conditional on the latter, the 
sampling distribution of the random quantity of interest is 
called the bootstrap distribution which gives an estimate 
of the true distribution F. The bootstrap can be 
implemented parametrically or nonpararaetrically (McLachlan, 
1980; Schervish, 1981). In the former case the bootstrap 
data are generated with the vector of unknown parameters in 
the parametric form adopted for F± (i=l,...,g) replaced by 
an appropriate estimate formed from the original training 
data. In the latter case the bootstrap data are generated 
by using the empirical distribution function derived from 
the original data.

Computationally the nonparametric bootstrap is easier to 
handle, especially when dealing with comparative analyses 
including several discriminant procedures. By definition it 
is also ideal in the absence of distributional information. 
Simulation studies carried out by McLachlan (1980) show 
that there is little difference between mean square errors 
for both types of bootstrap indicating a high efficiency 
for the nonparametric bootstrap. Similar results were
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obtained by Schervish (1981) in the case of 9 - 3  
populations.

Figure 7.3-1 summarises the various crossvalidation 
techniques with respect to their approximate bias and 
variance properties. The diagram was constructed on the 
basis of the characteristics of various crossvalidation 
techniques as reported in the discriminant literature. Bias 
is plotted horizontally, approximate variance vertically. 
The variance of error rates derived from techniques based 
on partial or whole re-use of the data tends to be larger 
than that of the - albeit more expensive - bootstrap 
techniques. While the resubstitution technique shows 
negative, i.e. optimistic bias all others are positively, 
i.e. conservatively biased. The least bias results from 
application of leaving-one-out or the more expensive 
bootstrap techniques.

variance
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b ias
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Figure 7.3-1: Characteristics of crossvalidation

7.4 Other functions of posteriors

Error rates are by far the most popular choice of 
performance criteria for discriminant analysis. The
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misallocation error is usually computed by assessing 
differences between posterior probabilities qualitatively. 
In most applications an observation is allocated to the 
population with maximum posterior probability. The most 
commonly used performance criterion, the misallocation 
error, is very insensitive because it takes no account of 
the relative seriousness of different errors or of near 
misses - though it does have decision theoretic foundations 
such as in the field of the calculus of loss and risk 
functions (McLachlan, 1992). Quantitative assessments of 
the actual differences between posteriors by comparison are 
rare.

Other suggestions based on posterior probabilities are the 
average logarithmic score, ALS, and the average quadratic 
score, AQS, (Titterington et al, 1981) both of which are 
direct functions of the posterior probabilities.

The ALS was used by Lack (1987) alongside customary error 
rates in a study of the behaviour of discriminants for 
varying values of prior probabilities. While the standard 
misallocation error tended to exhibit clearly identifiable 
minima for distinct intervals in the range of prior 
probabilities, the average logarithmic score showed a 
slightly more heterogeneous picture. This is seen as 
suggesting a capacity of performance criteria 
quantitatively based on posteriors for conveying additional 
information beyond that contained in the customary error 
rate.

( 7.4-1)

( 7.4-2)
i*k
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7.5 Smoothing for variance reduction

The second technique for reduction of variance of error 
rate estimators mentioned in section 7.4 consists of post 
hoc smoothing of the classical counting error rate 
introduced by Glick (1978). A feature of discrete data is 
that the number of combinations of variable values 
increases with the number of levels per variable. For 
g-variate dichotomous data the number of attainable 
discrete states is given by s = 2* and if all variables are 
trinomial s = 3̂  etc. Generally, if lk is the number of

q

levels of the kth variable Xk, s = [j lk where k =
k=l

For small values of lk more objects will share identical 
feature vectors. This circumstance can be of considerable 
consequence for the misallocation error. To see this 
consider a vector of allocations & (A,x) as a consequence of 
applying the discriminant procedure A to a given dataset x. 
Next let 5 (JB,x) denote the corresponding allocation vector 
for procedure B . Let 5 (A,x) and S(B,x) differ only with 
respect to the jfth cell of the multinomial state vector. 
The resulting difference in error rates will be larger if 
the estimated population specific densities for this cell 

are substantial. This results in sudden sharp jumps 
in the error rate between procedures. To overcome this 
Glick (1978) suggested linear smoothing of the error rate.

7.6 Adequacy of model assumptions

The theoretical relevance of the correctness of underlying 
model assumptions is addressed by Victor (1976). However, 
comparatively little work on the consequences of model 
assumptions on performance has been reported. Relevant 
empirical evidence as well as basic theoretical background 
were provided by Christl and Stock (1973) and Victor 
(1976). They concluded that estimates of the actual error 
will converge to the optimum error only when the data model
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underlying the discriminant procedure is true. For
instance, if an independence model (see chapter 5 section 
3) is fitted to discrete data that actually exhibit a first 
order interaction, an estimate of the actual misallocation 
error will not converge to the optimum error due to the
inadequate data model assumptions. To make this distinction
clear an appropriate indication of the actual model 
assumptions is suggested to clarify the information
conveyed by standard error rates in the case of direct 
procedures. The following extends the work of Hills (1966) 
and Victor (1976). The usual error rate may be written as 
in figure 7.6-1 in terms of the allocation rule <5, the 
density function f and the parameter vector ©. The diagram 
shows components of the proposed extended definition for 
the error rate. When given with a hat, the arguments
within the brackets indicate that the respective object is 
unknown and that either assumptions need to be made or that 
parameters require estimation.

misallocation
error

decision rule

I * 
e(5,f(6))

parameter vector 
of the density f

density function 
of the data

( 7.6-1)

Figure 7.6-1: Extended definition for errors

Generally only situations where either 5 or © have to be 
estimated are discussed. However, when uncertainty is 
allowed concerning the actual (assumed) distribution 
function f(x) the relevance of model assumptions for the 
error rate becomes apparent. This is made clear in table 
7.6-1 where the 3 classical types of error rate from 

section 7.1 are presented once under true model 
assumptions and once under false ones.
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data model assumptions 
underlying the discriminant 

procedure
true false

apparent error

actual error

optimum error E(«,f(e )) 

e(S,f(e)) 

e(S/f(e ) )

«(5,f(e )) 

e(S,f(8 )) 

£(S,f(8))

f - assumed or true 
distribution of X

e - error rate <5 - discriminant rule
B - parameter vector 

for X

Table 7.6-1: Errors using extended notation

The hat ~ symbol above the function symbol f in the second 
column indicates that errors are based on possibly 
inappropriate data models. In both cases - true or false 
model - the triple inequality "apparent error ^ optimum 
error ^ actual error" holds. The actual error is obtained 
when the discriminant rule derived from the training set is 
applied to new test data. The apparent error is obtained 
when the rule is applied to the training data. The optimum 
error requires complete distributional information. When 
the underlying data model is true both actual and apparent 
error can be shown to approach the optimum error 
asymptotically.

The expression in figure 7.6-1 distinguishes situations in 
which the data model is appropriate from situations where 
assumptions are made in the absence of prior information.

Christl and Stock (1973) showed that the use of appropriate 
data models in deriving discriminant procedures need not 
always lead to superior performance. Victor (1976) 
formalised these findings and suggested search strategies 
for selecting a discriminant procedure from within a family
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of procedures of varying complexity. His findings are based 
on simulation studies of performance of discriminant 
procedures for a range of different sample sizes. Victor 
(1976) showed that for moderate sample sizes procedures 
based on alternative data models may be superior in terms 
of misallocation error. Figure 7.6-2 shows error rates 
under different data model assumptions. It is a modified 
version of a diagram originally given by Victor (1976) 
showing apparent, optimal and actual misallocation errors 
in relation to sample size under correct and false model 
assumptions, respectively. The original diagram by Victor 
(1976) displays correct classification rates as independent 
variables and involves several alternative model 
assumptions. For the sake of conformity with current 
notation and clarity of presentation his diagram had to be 
completely redrawn.

error rate

sample size

Figure 7.6-2: Error rates and model assumptions
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The hypothetical diagram above shows apparent, optimum and 
actual misallocation errors as functions of sample size for 
different model assumptions. For the correct model 
estimates of the actual and apparent error (bold continuous 
lines labelled g and e) converge to the same optimum error 
(bold line f) with increasing sample size. For the 
alternative model the estimates (broken lines d and a) 

converge towards different asymptotes (broken lines c and 
b ) . With n — > 00 the apparent error for the incorrect model 
is minimised. When however the procedure based on the 
incorrect model is applied to new test data the actual 
error (broken line a) will not approach the optimum error 
£ ( 5 , ^ ( 6 ) )  (bold line f) but a false optimum (broken line c) 

and will show a bias, e(&,f(Q )) - c(&,f(6 )), resulting 
directly from the assumption of an inappropriate model. 
Thus the differences (c - f) and (b - f) respectively 
correspond to the bias of the actual and apparent error 
rates.

In some situations discriminant procedures based on 
theoretically incorrect models may perform better than 
theoretically appropriate procedures. In the example this 
holds for sample sizes less than n* because here the actual 
error based on the incorrect model assumptions (broken line 
d) is less than the actual error based on the correct model 
assumptions (bold line g).

The extended form of the misallocation error e{S,.f(£)} 
unambiguously distinguishes situations in which the data 
model is appropriate from situations where assumptions are 
made in the absence of prior information. Figure 7.6-2 
shows that for moderate sample sizes procedures based on 
alternative data models may be superior in terms of 
misallocation error.
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7.7 Summary

The triple inequality stating that the apparent error true 
is at most equal to the optimum error which in turn is at 
most equal to the actual error constitutes the traditional 
basis of assessment of the bias of misallocation errors in 
discriminant analysis. The assessment of the variance of 
error rate estimators is of similar relevance. Simultaneous 
satisfaction of the joint requirement of low bias and low 
variance, and hence high stability, of error rates implies 
more elaborate estimation and crossvalidation techniques.

The concepts of conditional and unconditional performance 
are introduced as they are seen as central to 
crossvalidation techniques in general. As such they allow 
the reduction of bias and of variance. Other techniques 
used for variance reduction include the use of posterior 
probabilities and post hoc smoothing of the counting based 
error rate estimator.

A sometimes underestimated factor of performance assessment 
concerns the adequacy of model assumptions. The quality of 
performance of a given procedure is shown to be 
additionally dependent on whether the distributional 
assumptions made are true or not. Under certain conditions 
a discriminant procedure based on incorrect assumptions may 
lead to better performance than a theoretically adequate 
procedure. A special notation is developed in order to 
distinguish performance under true model assumptions from 
performance under false model assumptions.

Major contributions on performance evaluation for 
discriminant procedures with relevance to discrete data 
situations include the work by Hills (1966), Victor (1976), 
Glick (1978), McLachlan (1980), Titterington (1981), Hora & 
Wilcox (1982), and McLachlan (1992).
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Chapter 8 - Performance criteria

The three different performance criteria to be used for the 
comparative analyses of real and simulated datasets 
reported in chapter 13 are described in sections 8.1, 8.2
and 8.3. These are the common counting based misallocation 
error (ecounting) ̂ the posterior based error rate estimator 
of Hora and Wilcox (1982) (eposterior) ancj the new eta 
criterion (n) respectively. For each of these suitable 
expressions that enable easy computation for the discrete 
data situation are derived. The expression derived for 
e counting i s given in terms of the correct classification 
rate in order to clarify its relationship with eposterior 
which is also expressed in terms of the correct
classification rate. The motivation for suggesting a new 
performance criterion (U) in section 8.3 is illustrated by 
examples of simple univariate discrete datasets.

8.1 Common "counting" based error rate

In the following an expression for the common counting 
based misallocation error ecounting is derived in terms of 
the correct classification ratef ccr, such that 
ĉounting _ - ccr. Assume the sample space ft partitioned
into g disjoint regions D±r i-l,..fg, by the partition 
^={DlrD2f . . . rDg] where D± denotes the ith region 
corresponding to the respective parent population hi. 
Further assume that objectsf characterised by a
multivariate independent g-variate discrete feature vector 
X are sampled from populations n±, i=l,..,g. Let X± be
distributed according to some multivariate discrete 
distribution specific to population n± such that 
i^Cx) = F(x|xen±) with corresponding population specific
density function ^(x). Next assume that a discriminant 
rule <5(x) exists which partitions a given sample space 
{x1 ;j=l,..,ni} by O where = n is the total number of
objects in the whole sample {x}. For the present assume 
that 5(x) is a discriminant rule such that
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<$£ Xj If (-ni|xj)=supkf (n k|Xj) J = n± ( 8.1-1)

with k=l,..,g. Thus $(x) allocates a new object Xj to the 
population n± for which the estimated posterior probability 
of membership is greatest.

Let ^(x) be an indicator variable such that

i.e. Hi switches to 1  if the true population membership of 
Xj is ni. The correct classification rate of the

where nir i=l,..,g are prior probabilities of population 
membership providing appropriate weights. For the present 
the integral notation indicates a continuous differentiable 
density f£(x) which is later replaced by the summation 
function for the case of discrete data. The customary - 
counting based - error rate estimator may next be expressed 
in terms of the correct classification rate:

In the discrete data situation expression ( 8.1-4) may be 
calculated using

( 8.1-2)

discriminant rule $(x) averaged over g populations is

g
jr.i ( 8.1-3)

i=l

g
ecounting = 1 - c c r  = 1 - Y  71, 7,(x) f (x) dx ( 8 . 1 - 4 )-i . a. » '

i=l

g s
( 8.1-5)

i=i j=i
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where s is the number of discrete states of the data 
sample. As Pr{Xj=Xj 11̂ } = ni5 /nL ( 8.1-5) may also be
written as

g s

^counting =  1 ~  £  n ±J Vj (Xj ) ( 8 . 1 - 6 )
i=l j=l

1where —
n i

j=i
allocated objects from population lb. Expression 8.1-6 may 
be used for purposes of practical evaluation of ecounting 
as defined by expression ( 8.1-4).

7 ^(Xj) is the proportion of correctly

8.2 The posterior based error rate

In the following a corresponding expression is given for 
the posterior based error rate estimator of Hora and Wilcox 
(1982) again in terms of the correct classification rate. 
Let the prior probability njL in the expression ( 8.1-3) of 
the preceding section be moved to form the term ,nifi(x) 
inside the integration sign J. Then by Bayes theorem 
^ifiCx) can be rewritten in terms of the posterior f^lljx) 
and the unconditional density f(x) as

g

^ f ^ x )  = f(njx) J  TC.f.(x) = f(njx) f (x ). ( 8.2-1)
i=l

The summation sign in expression ( 8.1-3) can also be moved 
inside the integration sign and the correct classification 
rate ( 8.1-3) now becomes

r 9
ccr = ^ ?i(x) f(njx) f (x ) dx

i=i
( 8.2-2)



From this the posterior probability based error rate 
estimator, £P°sterior = 2  - ccr, is given by

Cposterior =  3. —
7
£ 7t(x) f(njx) f (X ) dx ( 8.2-3)
1 = 1

with the indicator function ^(x) defined as before by 
( 8.1-2), or equivalently

Cposterior —  ^ — J  maxk |f(nk|x)j f (x ) dx ( 8.2-4)
1 = 1

Thus., ( 8.2-3) is calculated from the average of the 
maximum posterior probabilities for each observation. A 
feature of this estimate is that the prior probabilities of 
group membership do not appear explicitly - although they 
are introduced indirectly through the posterior
probabilities jfCllJx). Another feature of ( 8.2-3) is that 
its computation does not require knowledge of group 
membership which is evident from expression ( 8.2-4) where 
the indicator variable 7i(xj) has vanished and the joint 
density f(x) has replaced f^x). In the discrete data 
situation ( 8.2-3) may be computed from

g s
cposterior = 1 - J ^  J Iljj maXk| f (̂  | X ) j ( 8.2-5)

1=1

following a similar argument as for £counting expression 
( 8.1-6).

The posterior probability based error rate estimator
cposterior tends to zero when ccr ----> 1  and vice versa.
Desirable properties of £poster±or are its iow variance 
characteristics (Fukunaga and Kessel, 1973; Hora and 
Wilcox, 1982; McLachlan, 1992). From equation ( 8.2-3) it 
can be seen that £posterior depends only on the posteriors
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for correctly allocated objects because yi(xi) = 1  only if

8.3 The posterior based criterion v

In the following a criterion is suggested as an additional 
and possibly alternative performance measure for 
discriminant procedures. The new criterion, h, balances 
posterior probabilities for correct allocations as well as 
for misallocations. This is achieved by averaging 
posteriors with respectively chosen opposite weights. It is 
expected that by considering the entire set of posterior 
probabilities under certain circumstances n will be able to 
convey more information than customary error rate 
estimators such as ecounting ancj cposterior _ jn practical
applications of discriminant analysis complete information 
(type of distribution, values of its respective parameters 
and prior probabilities) about the distributions ^(X) is 
rarely available. The following remarks state that in such 
situations the proposed symmetric h-criterion may be at 
least as good as the unilateral18 posterior error rate 
estimator cposterior̂  Although designed within the context 
of finding selection guides for discrete discriminant 
analysis h is technically also applicable in continuous 
data situations.

Remark 8-1: Let h+ be the posterior probability
fY“iI2E ~ “i/ a correctly allocated object. Let hr be the 
corresponding posterior probability fYnJx £ n±J of a 
misallocated object. Let g  be the number of populations 
sampled from. Then the set of posterior probabilities for 
misallocated objects and correctly allocated objects are 
asymptotically similar with E(h+) = E(hr) = g~l as the 
misallocation error e increases.

18 unilateral because it uses only posteriors for correctly 
allocated objects.
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Remark 8-2: The set of posterior .probabilities for
correctly allocated objects h+ and for misallocated objects 
hr become asymptotically more heterogeneous with the
expected difference E(h+) - E(hr) ----> 0.5 as the
misallocation error £ ----» 0 .

Remark 8-3: When the misallocation error £ is near zero
then E(h+.) and E(hr) under certain distributional 
configurations are independent.

Remark 8-1 states that in datasets with little separation 
between populations the posteriors will tend to be of 
similar size. In the case of g - 2 populations E(h) = 0.5. 
But this also implies that under these conditions knowledge 
of f(h+.) will also include knowledge about f(h~). As an 
illustration consider the univariate discrete 2-population 
dataset A shown in figure 8.3-1.

Figure 8.3-1: Conditional densities for data A

The data has been generated by discretising continuous 
distributions where X e {2,3,... ,6 }. The population 
specific distributions differ with respect to their means
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and sign of skew. For the sake of distinguishing both 
populations in the histogram shown in figure 8.3-1 the 
horizontal positions of the columns for 1̂  have been 
shifted slightly to the left of respective discrete data 
points and those for n2 to the right. The actual data are 
given in table 8.3-1.

X nij n2 j
2 0 1

3 0 2

4 60 1 2

5 32 71
6 8 14

total 1 0 0 1 0 0

Table 8.3-1: Counts for dataset A

The linear discriminant function was applied to the dataset 
and the resulting sets of posterior probabilities 
extracted. These are shown in figure 8.3-2 separately for 
correctly allocated objects and for misallocated objects.

0.601

0.00
06 0.6 07  OB 0.9 1X1

posterior

correct elrxadona

Figure 8.3-2: Posterior probabilities for data A
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As to be expected from the large overlap between nx and nz 
in figure 8.3-1 the misallocation error ĉounting high
(0.275). The cumulative posterior probabilities for f(h+ ) 19  

and f(h~ ) 20 in figure 8.3-3 are correspondingly similar
with the mean posterior for correctly allocated objects
E(h+) = 0.649 and the mean posterior for misallocated
objects E(h~) = 0.655. These empirical findings support
remark 8-1.

100-

75-

purcBJTt 60-

25-

015 0.8 D.7 DJB 0J8
pOSttHlOf

+ oosrect elocationa <><><> mteeJocsfltora

uo

Figure 8.3-3: Cumulated posteriors for data A

Remark 8-2 states that as separability increases the 
values of h+ and tr will become more different with
771 / Uo. \ V 771 /_1_\ _ _    J-___J ___ _ . T_ -1_  ̂_ ___ J _  -1- T  / X \£j\n) s & \ u  ) cus y i e d L t i  uuujjl J.i> C d b  l uii Liiuse i i c w e i ;

objects misallocated. Expressed differently, correct 
allocations are made with greater posteriors than 
misallocations; i.e. misallocations carry more doubt. As an 
illustration of this consider another univariate discrete 
example (data set B ) shown in figure 8.3-4. The actual 
data are given in table 8.3-2.

19 shown as crosses ( + ) in figure 8.3-3
20 shown as diamonds ( in figure 8.3-3
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nu n2 j
2 7 0

3 25 0

4 38 0

5 24 2

6 6 8

7 0 23
8 0 34
9 0 29

1 0 0 4
total 1 0 0 1 0 0

Table 8.3-2: Counts for dataset B

iflL toq.
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Figure 8.3-4: Conditional densities for data B

The distributions in figure 8.3-4 are again derived by 
discretising continuous densities with X  e {2, 3,...,10} . 
This time however the densities are symmetric with 
considerable difference in the population centroids. 
Consequently the misallocation error resulting from 
application of a linear discriminant function is low 
Recounting = o.04). Correspondingly, the mean of the 
posteriors for correctly allocated objects (E(h+) = 0.974) 
is considerably in excess of the mean posterior for
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misallocated objects (E(h~) = 0.652). This large difference 
in the distributions for h+ and h~ is also evident from the 
cumulative posterior probabilities for f(h+ ) 21 and f{h~ ) 22  

shown in figure 8.3-5. This supports remark 8-2.

tXH

60-

25-

0.6 0.7CUE OB QJ8
posterior

+->+coir«a Elocattona rrtsalocatbna

Figure 8.3-5: Cumulated posteriors for data B

From the example of dataset B it appears that to a certain 
extent knowledge of E(h+) implies knowledge of E{h~). This 
may be intuitively obvious as discriminant functions with 
high discriminatory abilities would be expected to exhibit 
correct allocations with large posterior probabilities yet 
misallocations with small posteriors near gr1.

Remark 8-3, however, states that this is not the case. 
Under certain distributional conditions E{h~) is 
independent of E(h+). This is illustrated in the last 
example of dataset C (figure 8.3-6) where the 
misallocation error ecounting = q̂  0 4  is identical to that 
for the previous dataset B. The actual data are given in 
table 8.3-3.

21 shown as crosses ( + ) in figure 8.3-3
22 shown as diamonds ( ̂ ) in figure 8.3-3
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n2 j
1 0 1

2 0 0

3 0 0

4 71 1

5 19 0

6 2 1

7 3 0

8 3 1

9 1 5
1 0 1 1

1 1 0 1 1

1 2 0 79
total 1 0 0 1 0 0

Table 8.3-3: Counts for dataset C

!

*>J8-

0 A-

0 2 4 6 B IQ 12 14
X

■— population i — • popuietkm 2

Figure 8.3-6: Conditional densities for data C

This time, however, the distributions are heavily skewed in 
opposite directions and the difference between means for 
populations 1̂  and n2 are twice as large as for dataset B. 
The mean of the posteriors for correctly allocated objects 
{E(h+) = 0.996) is again of a similar order of magnitude as 
in example B. But instead the mean posterior for 
misallocated objects (E{h~) = 0.814) is considerably larger
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than in example B as can be seen from the plot of 
cumulative posterior probabilities in figure 8.3-7.

❖

+
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Figure 8.3-7: Cumulated posteriors for data C

The fact that while counting js identical in examples B 
and C and that E(h+) is also similar,, yet E(h~) has 
increased by 25 percent demonstrates that under certain 
conditions a performance criterion based on the entire 
distribution of posterior probabilities f{h ) 23 can contain 
more information than a criterion based only on f(h+). This 
supports remark 8-3.

Following on from remark 8-3 the criterion n may be 
constructed. This is achieved by extending definition 
( 8.1-2) for the indicator variable ^(Xj) used in defining 
ecounting in section 8.1 and introducing the symmetric 
indicator variable E>i(x^). Let

( 8.3-1)

23 f(h) is the distribution of posterior probabilities
across S discrete states of the data sample.
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In analogy with the integral In ( 8.2-2) and now using the 
extended definition for the indicator variable ^(x^) 
define for the ith population the quantity

= j ?i(z) f(njx) fi(x ) dx ( 8.3-2)

and next its corresponding weighted sum over all g 
populations

g

T  = Y H1 Hi ( 8.3-3)
i=l

Expression ( 8.3-3) gives the raw unadjusted eta criterion 
H'. This statistic takes on values in the range {-1,-fl}. 
For the sake of comparing its bias and variance 
characteristics with those of ecounting ancj ePosterior the 
raw n' is further transformed (see chapter 10) to lie in a 
comparable range. As stated at the beginning of section
8.3 the 0 criterion is not to be viewed as a substitute 

for the error rate but rather as an additional more general 
criterion of performance. Hence in practical applications 
its main use is seen as augmenting other estimates of the 
misallocation error to enable reliability assessment of 
discriminant procedures applied to discrete data.

For practical purposes may be computed from

which in analogy to corresponding expressions for ecounting
and cposterior j_s

g s

n' = ^ 5i(xj)f(ni|Xj)Pr{x:i=xj|ni} ( 8.3-4)
i = l j=l

g s
( 8.3-5)
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Another way of looking at n is achieved by rewriting the 
components 1 from expression ( 8.3-2) as

i _ f(ni|x)fi(x)dx - f (Ilj |x)fj(x)dx ( 8.3-6)

where R±* and R±' indicate regions of correct and incorrect 
allocation with respect to the distribution of X in 
population II.. Let E u + [ . ] and E- . [ . ] indicatei K i

expectations in the regions R±* and Rr with respect to the 
conditional densities f±(x) = /(x]n±). Then expression 
( 8.3-6) is equivalent to

v  = ERi. [ f(njx) ] - ERi. [ f(njx) ] ( 8.3-7)

or

• = 5̂n. + _ £i
n. ( 8.3-8)

where h±+ and ht~ are shorthand notations for the average 
posteriors within the respective regions R±+ and Rt~. n±+ 
and n are respectively the number of correctly and 
incorrectly allocated objects. The components *7*' may thus 
be considered as the proportion of correctly allocated 
objects times the average of corresponding posteriors minus 
the proportion of incorrectly allocated objects times the 
average of corresponding posteriors within population n±. 
This definition clearly shows the conditions that will 
maximise *7*' and hence n': low proportion of misallocated 
objects and large heterogeneity between the distribution of 
posteriors in R±+ and R±~
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8.4 Summary

The common misallocation error is computed by counting the 
number of objects misallocated by a discriminant rule and 
dividing this by the total number of objects in the sample. 
As this approach is based on counting the term counting is 
introduced. An expression in terms of an indicator 
variable, ^(x^), that switches between 0  and 1  for 
incorrect and correct allocations, and the conditional 
densities, f±(x), is developed for ecountinĝ

An analogous expression based on the same indicator 
variable, ^(Xj), is given for the posterior probability 
based error rate estimator of Hora and Wilcox (1982). This 
is called eposterior̂  ^(Xj) switches to 0  for incorrect
allocations, not all posteriors enter eposterior̂

Three remarks are postulated stating that under certain 
conditions the information contained in the entire 
distribution of posterior probabilities is greater than the 
information contained in the subset distribution of 
posteriors for correctly allocated objects. The properties 
stated in these three remarks are illustrated using 
different hypothetical datasets. Based on this a new 
performance criterion, n, is constructed, however this time 
using an indicator variable, ^i(xj)/ taking on the values 
-1 and -hi for misallocations and correct allocations, 
respectively. As a consequence the entire distribution of 
posteriors enters into the new performance criterion, 1 .
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Chapter 9 - Classification thresholds

The reasons for introduction of classification thresholds 
are twofold. The first is to increase the reliability of a 
discriminant rule and the second is to make selection from 
a given set of rules easier. These two points are briefly 
discussed in the following.

(a) Assume that the joint densities for two discrete
states Xi and Xk are the same such that 
f(x.j) = f(xk). If the posterior probabilities 
computed for a given discriminant procedure 
differ considerably, e.g. if for the jth state 

= 0 . 1 0  and f( Hjxj) = 0.90 then 
assuming correct model assumptions - great 
confidence would be placed on allocation to 
population ^2. on the other hand if differences 
between posteriors are only marginal such that, 
for instance, for the kth state jf(nx | ) = 0.49
and -f(n2|.yk) = 0.51 then more doubt would be
placed on allocation to population n2. This is so 
because a further test sample might lead with 
greater probability to posteriors for the J&h 
state that are reversed due to sampling
variability. Given that the joint density f(x) is 
the same for both states j and k sampling is more 
likely to affect the sign of the smaller 
difference between posteriors. One way to avoid 
such misallocations is to specify a minimum 
classification threshold, Train, that must be 
exceeded by a posterior in order to
qualify for an allocation. The larger the
threshold the greater the degree of confidence in 
the allocation and thus the greater the 
reliability of the discriminant rule. The price 
for greater reliability, however, is the 
consequently larger proportion of rejected (not 
classified) cases.
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(b) Assume that for a given discrete dataset with
9 - 2  populations two different direct
discriminant procedures have been applied and 
that for each discrete state Xi corresponding 
sets of posteriors are available. Further assume 
that the allocation rules and thus the 
misallocation errors for both procedures are
identical. A sufficient condition for this under 
direct discriminant .procedures24 is that the signs 
of differences between posteriors are identical 
for both procedures. The more reliable procedure 
in the above sense (a), however, should also
exhibit larger posterior differences. This will 
show up when classification thresholds are 
introduced such that the misallocation error
rises more slowly for the more reliable
discriminant procedure. Conversely, less reliable 
discriminant procedures will exhibit faster rises 
in misallocation errors with increasing
classification threshold, This feature will be 
developed to form a further basis for procedure 
selection in addition to inspection of the
performance criteria discussed in chapter 8.

The present chapter deals with the consequences of using 
classification thresholds. The current state of the art is 
reviewed in section 9.1. Section 9.2 illustrates the 
relationship between classification thresholds and the 
misallocation error by means of two real discrete datasets. 
In section 9.3 the concept of fixed classification 
thresholds is extended to variable classification 
thresholds. Section 9.4 suggests various ways of using the 
empirical distribution of relative differences between 
posteriors in evaluating performance of discriminant 
procedures.

i.e. when allocation is made to the population with the 
larger posterior probability computed from group
conditional densities and given prior probabilities.
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9.1 The present state of the art

Application of direct discriminant procedures stipulates 
that allocations are made when the likelihood ratio differs 
from unity irrespective of the actual size of the 
difference from 1. Yet it appears natural that one's 
confidence in having made a correct allocation would be 
related to the absolute size of the maximum posterior.

When posterior probabilities only barely exceed the 
critical sizes required for allocation - in the case of 
9 - 2  with = n2 this is 0 . 5 - doubt may be cast on the 
reliability of such marginal allocations. To control this 
one. may use allocation thresholds. Let h± = /(rLjx) and 
ft1) = max^-f^i I x)} be shorthand notations for the 
posterior probability of n* given that an observation X 
takes on the value x and the maximum posterior over g 
populations (i-lf...,g) respectively. Consider as an 
illustration the hypothetical univariate data example 
presented in table 9.1-1 for two populations with discrete 
X  e {1,2,...,10} and slight opposite skew.

X fi f2 hd)

1 0.19 0 . 0 0 1 . 0 0

2 0.38 0 . 0 0 1 . 0 0

3 0.25 0 . 0 0 1 . 0 0

4 0 . 1 0 0 . 0 1 0.91
5 0.04 0.03 0.57
6 0 . 0 2 0.03 0.60
7 0 . 0 1 0.07 0 . 8 8
s 0 . 0 1 0.26 0. 96
9 0 . 0 0 0.42 1 . 0 0

1 0 0 . 0 0 0.19 1 . 0 0

Table 9.1-1: Classification threshold example

The second and third columns of table 9.1-1 give the 
conditional densities for 1̂  and n2. The fourth column 
gives the maximum posterior h(1) derived from application 
of a discriminant rule based on the multinomial model 
(chapter 4, section 1). In terms of the state matrix
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notation the posterior probabilities then take the simple 
shape h±i = p±j / {p^+P2i), i=l,2 , where p±j are the
relative cell frequencies given by n±i / Xknik. All values 
shown in this example are entirely hypothetical and merely 
serve to illustrate the function of an allocation threshold 
when likelihood ratios are near unity. Figure 9.1-1 shows 
observed relative frequencies for the data from table 
9 .1-1. The data exhibits some degree of overlap around 

X - 5. The continuous columns refer to ni and the broken 
columns refer to fi2*

1 2 3 4 5 6 7 4 9 1 0

Figure 9.1-1: Thresholding min(h) at 0.53

Figure 9.1-1 shows the effect of fixing the allocation 
threshold at 0.53. The maximum posterior h(1> is
plotted against X. The left axis shows relative observed 
frequency, the right axis shows maximum posterior, which in 
the case of 2 populations varies between 0.5 and 1.0. In 
the case of IF* * 1 = 0.53 this results in no rejections and 
corresponds to a single cutoff point. The misallocation 
error ecountinĝ  including rejections, is 0.08.
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Figure 9.1-2: Thresholding min(h) at 0.55

Figure 9.1-2 is the same as figure 9.1-1 but with 
hmin = 0.55. This now implies the cutoff region 
{•Xieft'-XrightJ around x = 5 instead of a single cutoff 
point and stipulates that all objects with values of x = 5 
are to be excluded because the maximum posterior for
this value does not exceed 0.55. If the rejected cases are 
treated as misallocations the misallocation error ccounting 
is increased to 0 .1 2 .
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1 2 3 4 5 6 7 0 9 1 0

Figure 9.1-3: Thresholding min(h) at 0.60

Figure 9.1-3 is again the same as figure 9.1-1 but now 
with hPin = 0.60. This implies an even wider exclusion 
region {^left/bright} embracing the values x = 5 and x = 6 . 
When rejections are treated as misallocations the error 
rate is increased to 0.15. From figures 9.1-1 to 9.1-3 it 
can be seen that gradually increasing the minimum posterior 
probability hP±n to be exceeded will result in a 
correspondingly increased proportion of rejected objects. 
If the rejected objects are treated as misallocations this 
of course results in an inflated error rate. In the present 
example the misallocation error rises from 0.08 for 
hmin = 0.53 via 0.12 for hmin = 0.55 to 0.15 for 

= 0.60.

Some statistical software packages for discriminant 
analysis allow the user to specify minimum posterior 
threshold values to be exceeded as a condition for 
allocation. Such fixed allocation thresholds allow 
allocations to population n± only if the posterior 
probability /(Il^x) exceeds some function C(r,g) of the 
number of populations g and a scale factor z allowed to
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range between 0 and 1. Let C(T,sr) be the condition such 
that an object whose true population membership is
unknown is allocated to population ( i=l, . ., g) if

f(njxj) > i - - 1 . ( 9.1-1)

The minimum posterior to be exceeded pertains when x  =  o. 
This corresponds to the standard approach, where allocation 
simply depends on the maximum posterior max^/(Ik | x)}. 
Setting x = 0.10 means stipulating that posteriors have to 
be at least 1 0  percent greater than the minimum value of 
g r1. This corresponds to setting a fixed threshold because 
reference is always to g~x which is constant.

9.2 Thresholding and misallocation errors

As seen above raising a classification threshold will lead 
to inflated misallocation errors. The effect of varying the 
relative excess of h(1) over h(2) smoothly from 0  to 1  is 
demonstrated for two of the discrete datasets (CESAR4, and 
CREDIT) to be analysed further in chapters 13, 14 and 15. A 
detailed description of these datasets is given in chapter 
11.

The CESAR4 example set is a ^-population, 4-variate 
dichotomous medium sized dataset {N = 1544) concerned with 
the prediction of delivery by caesarean section from 
obstetric data gathered antenatally. Error rates and 
percentage classified were obtained after applying the 
linear discriminant procedure to the data. For the sake of 
demonstration the actual procedure selected is of secondary 
importance. Figure 9.2-1 shows misallocation error and 
proportion of allocated cases (due to not meeting the 
threshold criterion x) plotted against x. The proportion of 
allocated cases (continuous line) decreases with x while 
the apparent error rate (broken line) increases.
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Figure 9.2-1: Effect of * on error rate (CESAR4)

The CREDIT example is a ^-population, 6-variate ordinal 
medium sized (N = 1 0 0 0 ) dataset concerned with the 
prediction of credit worthiness of bank customers on the 
basis of previous banking history and general 
sociodemographic data. Corresponding statistics are shown 
in figure 9.2-2. The proportion of allocated cases 
(continuous line) decreases with t while the apparent error 
rate (broken line) increases.

epp err. 
1- 1.0

-0.8

^  r40-i

2 0 - i

f-0 .0

o jo 0.1 0.2 05 <u 05 ojj q.7 as 05 1.0
____________________ claasifi nation thrMhoIrt tan____________________

Figure 9.2-2: Effect of ? on error rate (CREDIT)
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Both plots show clearly that a balance needs to be struck 
between choosing a threshold such that the error is 
minimised and selecting a threshold that minimises the 
proportion of rejected cases. The curves for the CREDIT 
data are smoother than those for the CESAR4 data because 
the former dataset has more discrete states (see 
chapter 11) and thus exhibits smaller jumps in its density 
estimates.

9.3 Variable classification thresholds

A consequence of fixed thresholds is that functions of the 
form C(T,sr) have the drawback that for g > 2  populations 
allocations will still be possible even if the two largest 
posteriors are similar in size. Consider a 5-population
situation where h(1) = 0.46, h(2) = 0.44 and h(3) = 0.10.
h(1) is well above the minimum threshold of grl = 0.33. 
Classically therefore allocation would be to nx although 
h{1) only just exceeds hS2) thus casting doubt on the 
reliability of allocating to nx. As an illustration
consider figure 9.3-1.

fixed threshold: 2 populations

a K- 
b K -

0.70

0.55

0.30 
X ---
0.45

-X- -H
fixed threshold: 3 populations----------- j

0.50 >. 0.30 0.20c N ------fX X  >1a

0.40 i ,  0.40 0.20
d N -------------X -------------X  >1

0.48 ' .  0.44 0.10
e N ------------------------ X>\

1
• variable threshold: 34- populations

Figure 9.3-1: Limits of fixed thresholds
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Fixed classification thresholds are indicated in figure
9.3-1 for the 2-population examples a) and b) and the

•^-population examples c), d) and e) by the light dashed 
vertical lines. Variable thresholds are indicated in
addition for the 3-population examples by the heavy dashed
vertical lines. For the 2-population situation fixed and
variable thresholds coincide. Posteriors for each example 
are drawn horizontally with all lines summing to unity. The 
use of fixed thresholds in example e) leads to the 
paradoxical situation that allocation is made to population 

although the corresponding largest posterior hd) = 0.46 
is only marginally bigger than the second largest posterior 
h(2) = 0.44. This paradox can however be overcome by using 
variable classification thresholds. Stipulating a minimum 
relative difference between the two largest posteriors h(1) 
and h{2) is therefore suggested instead as a more adequate 
filter. The rule now becomes for the first population: 
Allocate a given object x0 to population nx if

hd) _ h(2)------ -—  > t ( 9.3-1)hd)

where 0 ^ ^ 1. Assume g  populations and for any object xi
let h(1)yh(2), . . ./h(g) be the sequence of order statistics
(Lindgren, 1976) on the posteriors h± such that
h(1)£hd)>. . . Then expression ( 9.3-1) is equivalent
to

hd)1 - -—  > x hd) ( 9.3-2)

or
hd) > C(^,h(2>)

It follows from ( 9.3-2) that the threshold for the maximum 
posterior h(1) will only vary depending on the size of 
hd).

The superiority of variable classification thresholds over 
fixed ones can be demonstrated theoretically by considering
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the general case of discrimination between g populations. 
The fixed threshold is constant and lies above g~ 1 . For any 
given observation x two extreme conditions may be 
distinguished for the distribution of the posteriors: 
Case( 1): h{2) is at a minimum and all posteriors less than 
the maximum posterior are at most equal 
(h(2) = h(3) = ... = h{g)) whence h(1) + (g- 1 ) h{2) = 1 . 
Case(2): h(2) is at a maximum and all posteriors beyond the 
second largest are zero (h(3) = h(4) = ... = h(g) = 0 ) 
whence h{1) + h{2) = 1. All possible values for the 
relative difference z = (Ad) - h(2)) / A{1) will lie on an 
interval whose limits are given by these two conditions. 
When h{2) = h(3) = ... = h(g) (case(l)) it follows from

hd) + (g - i) h<2) = 1 ( 9.3-3)

that

h<2> = 1g~_hl1’ ( 9.3-4)
y

and as

hd) - h<2>t =    —  ( 9.3-5)hd)

upon substitution of T^2) from 9.3-4 into 9.3-5 z becomes

h(1) _
C =   ( 9.3-6)hd)

whence

h W  = g) . (9.3-7)

The expression for hf1) in 9.3-7 constitutes a lower bound 
for h^1) under a variable classification threshold scheme. 
By a similar argument when h<3) = A*4* = . . . = h<g) = 0 
(case(2)) an upper bound for the threshold posterior may be 
shown to be given by
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( 9.3-8)

The behaviour of the upper and lower threshold posterior 
bounds h{1) given in expressions 9.3-7 and 9.3-8 is 
sketched in figures 9.3-2 to 9.3-4 for values of 
g e {3,4,6} against relative differences between the two 
largest posteriors t in the range 0 to 1. In addition the 
fixed threshold curve h = (J + t) / g is also drawn.

Figure 9.3-2: Threshold bounds for 3 groups

A comparison with the corresponding fixed threshold shows 
that for 3 populations generally the fixed threshold lies 
about half way between the lower and upper bounds ( 9.3-7 
and 9.3-8). As the number of populations increases the 
fixed threshold moves gradually towards the lower bound for 
the variable threshold. This means that for 4 and more 
populations the value of the variable classification 
threshold lies mainly in preventing marginal allocations 
where ft1) is only just slightly larger than ft2). This 
however is just the typical paradox situation that it was 
intended to deal with by using variable as opposed to fixed 
thresholds.

frreahoid
1j01

QjD 0 2  0 4  0 .0  Q £ UQ

rdaJuG dfforanc* k\ maximum potterb*  

fcedthraeh “  vertfwMfc mln ■ ■  var
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Figure 9.3-3: Threshold bounds for 4 groups
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Figure 9.3-4: Threshold bounds for 6  groups
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With increasing number of populations g the difference 
between the fixed threshold and the lower variable limit 
decreases. Two situations may be .distinguished:

(a) The region bounded by the continuous line and the lower 
broken line indicates such cases where use of variable 
thresholds might lead to additional allocations that a
fixed threshold would not accept. Here potential is seen 
for variable thresholds to lead to increasing the 
percentage of classified objects and thus to lowering error 
rates.

(b) The region bounded by the continuous line and the heavy 
broken upper line indicates cases where use of the fixed 
threshold would lead to allocations to n2 although the 
corresponding posterior h(1) only just exceeds h{2) thusi
resulting in allocations with smaller reliability. With 
increasing number of populations the probability of such
marginal allocations rises under the fixed threshold 
scheme. Use of variable thresholds would prevent this.

9.4 Assessing performance from f(*)

Another way of describing the relationship between 
performance of a discriminant and the distribution of the 
largest posteriors h(1) = max^/^} is in terms of the
distribution of relative differences between the two 
largest posteriors. Let t = (h^1) - h{2)) / h such that

is bounded: 0 ^ t  ̂1 . Datasets with little overlap
between populations will exhibit distributions for t that
are skewed towards 1. This feature may be illustrated with
the dataset B from chapter 8 where the misallocation error
ĉounting js comparatively low (0.040) and thus indicative 
of a small degree of overlap between and n2.
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Figure 9.4-1: f{t) distribution for dataset B

Figure 9.4-1 shows a histogram of the corresponding 
distribution of relative differences z which exhibits a 
strong positive skew. Values of z are plotted along the 
horizontal axis ranging from 0 to 1. The distribution 
itself is bimodal with the majority of relative differences 
lying in the upper range near 1. This fact is indicative of 
good separability. The misallocation error of 0.040 is 
correspondingly low.

Datasets in which the degree of overlap between different 
populations is large generally yield discriminant functions 
showing a considerable proportion of posteriors of similar
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Figure 9.4-2: f(^) distribution for dataset A

Figure 9.4-2 depicts this situation for the dataset A from 
chapter 8 where ĉounting was 0.275. In contrast to dataset 
B the distribution shows the majority of relative 
differences lie below values of 0.60. This confirms the 
high misallocation error. The distribution of t is 
negatively skewed. As was seen in section 9.2 the 
proportion of rejected objects is a function of the 
allocation threshold t. if rejections are treated as 
misallocations the error rate will generally increase along 
with t. The exact nature of the relationship between e and 
r will however depend on the sampling distribution of 
t = - h(2)) / hd). If, for instance the weight of
the distribution of t lies skewed towards 1  then £ will 
only change slightly as t increases away from 0. Conversely 
a negatively skewed t distribution with considerable mass 
near 0  will lead to rapid increases in ecounting even for 
moderate changes in r. Two diagrams may help to illustrate 
this point:
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Figure 9.4-3: Positively skewed x distribution

Figure 9.4-3 shows an illustrative drawing of the 
hypothetical course of the misallocation error as a 
function of relative difference in posteriors x. The 
behaviour of the error rate depends on the distribution of 
x. In the above case the distribution of x is skewed 
towards 1. The majority of posteriors show large relative 
differences suggestive of good separation. The 
corresponding error rate thus rises25 only slowly with 
initial values of x and picks up substantially only at much 
higher threshold levels.

25 (n.b. : The value of -hi for the misallocation error has
been plotted downwards)
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Figure 9.4-4: Negatively skewed z distribution

Figure 9.4-4 is another illustrative drawing and similar
to figure 9.4-3. However, in the this case the
distribution of z is skewed towards 0. The majority of 
posteriors show small relative differences suggestive of 
poor separation. Here smaller changes in z will lead to
initially dramatic increases in the error rate. Later the 
error rate levels off as the density f(z) decreases.

Figures 9.4-3 and 9.4-4 show hypothetical examples of 
clearly different distributions yet for x = 0  the 
misallocation errors are similar. Commonly in applications 
of discriminant analysis non-thresholded misallocation 
error rates are quoted corresponding to z = 0. There is
nothing wrong in quoting error rates at zero threshold
levels cz _ 0  as long as the quote comes along with some
measure of confidence. Clearly sampling effects will be
much greater on estimates of misallocation errors at zero 
or in the region of zero (ez- 0  and er~0) in the situation 
given in figure 9.4-4 than in figure 9.4-3. Of course 
these two situations are theoretical because the selected
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distributions are deliberately chosen to be extreme. As the 
absolute value of £ is correlated with the shape of the 
distribution of t the misallocation error will tend to be 
small when the distribution of f is positively skewed and 
vice versa.

Several approaches of utilising the f(v) distributions for 
assessing the performance of discriminants are possible:

(1.) A first approach focuses on the shape of the estimated 
curves for f(*). In particular their degree of positive 
skewness is seen as the basic entry point for further 
qualifying estimates of performance criteria26. Here a 
visual inspection though not very formal but informative 
appears most useful. Good discriminants would exhibit 
distributions similar to those sketched in figure 9.4-3.

(2) A second approach consists of formalising (1). A 
measure of reliability of a discriminant is constructed to 
reflect the rate at which the empirical threshold 
distribution increases per unit interval along some 
selected subsection of the t axis. Here the focus might be 
on the initial part of the axis where thresholds lie in a 
range (0 ^ ^ a). Good performance would then be indicated
by low rates of increase within this interval. The second 
approach is essentially the same as (1) but places more 
emphasis on the lower end of the t range. This is more 
sensitive to marginal allocations where h(1) is only 
slightly larger than hl2).

(3) When classification thresholds are used this is of 
consequence for the error rate. Thus the misallocation 
error £ is a function of t. a discriminant function with 
good separating ability will be characterised by a 
positively skewed t distribution with initially slow rise 
in f{x) such as given in figure 9.4-3. The corresponding

26 This will become clear in chapter 14.
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error rate £ will also rise more slowly in this case. 
Consider the illustrative drawing shown in figure 9.4-5.

misalloca”
error

(!+£} S ;' = -i'

£ i Z=Z

C
1

classification threshold

Figure 9.4-5: Threshold dependent error rate

Initially when t = o the corresponding error rate c(z=o)  at 
this point is also at a minimum. Let T(j9) be the value of ? 
for which the initial error rate c(z=o) is increased by a 
proportion P to ( 1  + £) e { x - o ). The further Z{P) is away 
from 0  the slower the rise in £ and the better the
performance of a given discriminant function yielding the 
underlying f(?) distribution. The usefulness of the above 
approach is inspected briefly in chapter 14 for the case of 
£ = 1  thus leading to what may be called error doubling 
points.

(4) A further formalisation of (3) is given when f(z) is 
used as a general measure for any performance criterion.
Let <P(. ) be a given performance criterion such as
e counting f ^posterior or 7-7. Then a new criterion <P* may be
derived as

1
( 9.4-1)

0
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Use of expression 9.4-1 has so far not been investigated 
further but it is suspected that <P* and £j°Jnting will be 
strongly correlated. In discriminant problems the nature of 
the given data and the aims for which the discriminant is 
constructed will frequently determine how performance 
criteria are valued. Thus before deciding on a particular 
formalised rule for interpreting f(^) it is probably 
initially sufficient just to inspect the actual resultant 
performance curves (approach 1 above) and interpret these 
set against demands placed on the particular discriminant 
problem27.

9.5 Summary

Classification thresholds are introduced for two purposes:
(a) to control the reliability of an allocation rule 
estimated from a discriminant procedure and (b) to 
facilitate selection of a discriminant procedure. Purpose
(a) is achieved by reduction of marginal allocations by 
specifying a minimum threshold, Tmin/ and purpose (b) is 
achieved by generating empirical distributions of relative 
differences, f{z), between the two largest posteriors and 
inspection of threshold dependent performance, <P(̂ ).

Considerable use could be made by the introduction of such 
variable classification thresholds for g > 2  populations as 
popular statistical software packages for discriminant 
analysis currently only offer the option of specifying a 
constant threshold.

Classification thresholds have their price as rejected 
allocations inflate the error rates. Consequences of this 
feature are illustrated for two real datasets.

The application of a fixed threshold to discrimination 
among g > 2  populations is shown to not fully exploit the

27 see also chapter 12
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information contained in the posteriors. In the case of 
g  - 3 populations, for instance, the relative difference 
between the two largest posteriors, h(1) and h(2), may vary 
considerably. In order to compensate for this variable 
classification thresholds are introduced. This concept will 
be used later when analysing datasets with g - 3 
populations.

Two tools based on variable classification thresholds are 
suggested as aids to help selection of a discriminant 
procedure: (1) the empirical distribution, f(t), of
relative differences between the two largest posteriors for 
a given discriminant procedure and (2) threshold dependent 
plots of performance criteria, PC'O, as a function of 
classification threshold, Both these tools will be used 
in chapter 12 to construct the selection tree and also in 
chapters 14 and 15 in actual applications to real and 
artificial datasets.
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Chapter 10 - Technical issues

Before executing the various discriminant procedures for 
discrete data and computing the performance criteria under 
different posterior thresholding conditions, some 
adjustments are necessary in order to ensure that 
comparable and meaningful results can be generated. In 
chapters 7, 8 and 9 basic notions of performance evaluation 
and crossvalidation were introduced. In the following 
sections technical details of the actual operation of the 
discriminant procedures and crossvalidation techniques are 
described. Section 10.1 discusses application of the 
crossvalidation and bootstrap techniques. In section 10.2 
the fine tuning of the kernel density estimation based 
discriminant procedure and of the Hills distance based 
procedure is described. Section 10.3 addresses the problem 
of sampling from discrete distributions with sparse states. 
Section 10.4 gives final adjustments made to £count±ng/
£ posterior ancj r] to facilitate comparison of bias and 
variance between all three performance criteria. Section
10.5 explains how the performance criteria are evaluated 

differently for indirect and indirect procedures. Section
10.6 outlines the metric for generating the distribution 

f(x) of relative differences in the 2  largest posteriors. 
The logic of the program structure is explained in section
10.7.

10.1 Crossvalidation methods

All four crossvalidation techniques discussed in chapter 9 
are used: resubstitution, hold-out with equally sized
training and test sets, leave-one-out (Lachenbruch, 1975) 
and leave-v-out crossvalidation with v set to 10%. The 
parameter v was set to 10% because this places the leave-v- 
out technique roughly between the leave-one-out and hold
out techniques. By doing this it is hoped that the greater 
proximity to the leave-one-out technique will make it
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almost as effective as the leave-one-out while reducing the 
number of iterations per estimation cycle by a tenth.

Leaving-one-out crossvalidation takes a special form in the 
case of discrete data and leads to simple computation 
formulae. Several observations typically share identical 
combinations of variables when data are discrete. Once the 
state probabilities (Pij) have been determined for a 
particular dataset these will also imply counts 
nn = 0n each leave-one-out cycle these counts are
reduced by 1 giving a new cell count n'±i = ni 5 - 1  with 
i=l,...,gr and j-1, . . . , s. This leads to a new set of state 
probabilities {pjj}. Thus, for any given dataset only sg 
(= number of states times number of populations) 
crossvalidation cycles are required which is a number 
generally far less than the actual number of objects n in 
the sample. This fact also justifies on economical grounds 
the use of crossvalidation and bootstrap techniques for 
discrete data situations, a feature particularly useful 
when computing conditional and unconditional performance 
estimates (see section 10.1.2).

In chapter 8 the expression for ĉounting given in terms 
of an individual observation xi and the indicator function 
TiCXj). In the state matrix notation this expression 
simplifies further. Recall that 7±(x^) = 1 whenever Xj e IL 
and zero otherwise. To pick out the appropriately weighted 
proportion of misallocations, given that p-Jj now represents 
the respective state probability in the test sample, the 
following expression is used for ecounting.

10.1.1 Leaving-one-out crossvalidation

g s
( 10.1-1)

i=l j=l
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For the other crossvalidation techniques, hold-out and 
leave-v-out, corresponding formulae were used in an 
analogous fashion. Similar expressions were used also for
eposterior ancj fj.

10.1.2 Bootstrapping

The following stages describe the nonparametric bootstrap 
technique (Efron, 1979) used to estimate population 
statistics. It has been shown by McLachlan (1980) and 
Schervish (1981) to be highly efficient for this purpose 
when compared to the parametric bootstrap. For this reason 
it was employed here. The bootstrap method was used for two 
purposes: to estimate the bias of the performance criteria, 
and to estimate the distribution of relative differences 
between the two largest posterior probabilities. Under the 
correct model assumptions, the relative difference between 
the two largest posteriors is assumed to be directly 
related to the certainty with which an observation should 
be allocated to one of g  populations (chapter 9).

Bootstrap techniques were applied to obtain estimates of 
the variance and bias of the performance criteria. Two 
cases are distinguished: conditional and unconditional
performance (chapter 7).

Consider first conditional performance: Given a training
dataset t28 a discriminant rule <$(x;t) is initially derived 
using a chosen discriminant procedure. Next the rth 
(r=l,...,R) bootstrap replicate, tj, is generated from t. 
This is achieved by separate sampling (section 10.3) of 
the observed empirical cumulative distribution. The rth 
bootstrap estimate of the discriminant's conditional 
performance, <pcf, is formed by applying the allocation rule 
<$(x;t) to the rth bootstrap replicate, tj. This process is 
repeated for r = where R is the total number of

2ft •The bold letter t denotes a sample, not a vector.
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bootstrap replicates. The average over R such replicates 
constitutes a bootstrap trial which provides an estimate of 
the conditional performance29 <pc*(<5|t). This is the
performance of a rule 5 estimated from the original sample 
t and applied R times to bootstrap samples
t£,...,t*,. ..,tj. The process consists of seven steps: Step 
(1) initialises the population specific empirical 
distribution function, Fif used for bootstrap sampling. 
Steps (1) to (7) constitute one bootstrap trial from which 
estimates of conditional performance are gained.

(1) Compute the empirical cumulative distribution
functions, F±(x), of g-variate discrete 
observations, X, from the training data 
separately for each population. The observed
relative frequencies of occurrences of
combinations of values of Xik (k=l,...,g) may be 
represented in state matrix notation. This yields 
the multinomially distributed univariate variable 
XS* )^(pil/pi2/• • •/PiS) where the parameters
(Pij) correspond to the vector of observed
relative frequencies of observations X.

(2) Compute the allocation rule <5(x(s>|t).
(3) Generate an observation X(s) from this 

distribution using a suitable random number 
generator.

(4) Repeat step (3) n± times to generate a sample of
size n± for each of g populations giving the rth 
bootstrap replicate, t*.

(5) Apply the allocation rule <$(x(s) 11£) = <5(tJ) to
this replicate, compute and store the relevant 
performance statistics.

(6) Repeat steps (3) to (5) R number of times.
(7) Average the performance statistics generated in

step (5) over the R replicates.
29 The lower case L indicates that the expectation is with 
respect to the R bootstrap replicates.
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Consider next unconditional .performance: An estimate of
unconditional performance may be obtained by repeating the 
above trial itself t=l,...,T times. This time however the 
allocation rule itself is one of T bootstrap estimates.

(1) Generate a bootstrap sample t* for the tth trial.

(2) Use this to derive the tth bootstrap allocation
rule 6*(x(s) |t).

(3) For the £th trial generate the rth bootstrap
replicate, t*r, following the steps abovee

(4) Apply §*(xfs)|t*r) = <$*(t*r), compute and store 
relevant performance statistics.

(5) Repeat steps (3) and (4) R times.
(6) Average the results from step (4) over R

replicates yielding conditional performance for 
the tth trial.

(7) Repeat steps (1) to (6) T times and average the
conditional performance estimates from step (6) 
over T trials yielding unconditional performance.

The final average from step (7) above may be written as30 
<Pu*(<$|T). In this case the rule § itself is estimated T 
times from independently generated bootstrap samples. It 
follows that estimates of unconditional performance are 
more computer intensive to derive as they involve R * T 
estimation cycles.

In order to apply the bootstrap technique it was necessary 
to obtain an estimate of how many bootstrap trials T are 
required for achieving stable estimates of the estimated 
allocation rule, 3. It was decided to generate a sufficient 
number of allocation rules for various data types and 
discriminant procedures and to compute their variability 
using a root mean square measure. The number of replicates

The upper case T indicates that now the expectation is 
- taken with respect to the T bootstrap trials.
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R on any one trial was fixed from the start at 100 
following Efron (1979, 1990.) and McLachlan (1992) who found 
that this is sufficient for (conditional) bias and variance 
estimates. Pilot experiments were next conducted on several 
discrete datasets of varying complexity in terms of number

g
of discrete states s = / lk and varying cell proportions

Rj, First the expected allocations were
estimated by taking expectations over T= 1 0 0 0  bootstrap 
trials for each of s discrete states

with The subscript for Et in 10.1-2 indicates
that the expectation is taken with respect to the T trials.
The expected allocations, S*(j), take on the integer values 
i e {lr2,...,g}. The root mean square measure is then given 
as a function of the number of bootstrap trials, t, by

k=l

( 10.1-2)

t e 1/2

( 10.1-3)
V—1 j=l

The following figures 10.1-1 to 10.1-4 show the behaviour 
of RMSt(8 *) as defined in expression 10.1-3.
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Analyses are presented for the centroid (CEN) and the 
modified distributional distance model (DD2) applied to the
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CESAR4Z1 dataset and for the kernel (KER) and the linear 
discriminant (LDF) procedure applied to the IRIS dataset. 
Inspection of these figures shows that the variability of 
the bootstrap estimates of allocation rules tends to settle 
down at approximately 100 trials. Further analyses not 
shown here exhibit similar behaviour for RMSt(&*). It was 
therefore decided to set T = 100 throughout.

Two independent runs of the sampling experiment were 
conducted. In the first expectations and variances of 
estimates <Pc of conditional performance of the 
discriminants were obtained from one trial consisting of R 
replicates. Similarly estimates <Pu of unconditional 
performance were obtained from T trials of R replicates 
each. In the second run hold-out, leave - one - out and 
leave-v-out crossvalidation based performance was 
assessed from the original dataset - also averaged over 1 0 0  

bootstrap replicates. Resubstitution naturally would 
produce constant results and therefore need not be 
replicated. The difference between the conditional and 
unconditional estimates <Pc and <Pu respectively and the 
hold-out, leave - one - out and leave - v -  out estimates 
averaged over 1 0 0  replicates produce estimates of 
conditional and unconditional bias of ecounting/
0 posterior^ ancj 7-) .

10.2 Tuning of discriminant procedures

The following describes fine tuning of the kernel density 
estimation based discriminant procedure and the Hills 
distance procedure. In the former a choice of the smoothing 
parameter 1 has to be made and for the latter an extension 
to more than 2 populations has to be derived. For the 
remaining discriminant procedures for discrete data the 
application is as outlined in chapters 4 and 6 on direct 
and indirect discriminant procedures.

Further information on this and the IRIS data set is 
given in chapter 11.
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10.2.1 Kernel density estimation based procedure

The kernel density estimate used in the comparative 
analyses is based on a formula for unordered g-variate 
categorical data X=X1 ,...,Xq (Aitchison and Aitken, 1976) 
which allows the specification of population specific 
bandwidth parameters A modification that allows the
further specification of separate bandwidth parameters 
to allow for heteroscedasticity among the variables 
(Titterington, 1980) - although computationally equally
easily achieved - is not adopted in order to achieve 
sufficient smoothing (see the cautionary note by McLachlan, 
1992, p 297). The kernel estimate of the ith population 
specific density f±(x) is

ni q
?*<x) = i  i n

3 = 1  k=l L 

(°k - i]

1— |xjk-xlk

xjk-xlk

[i - g

( 10.2-1)

where ck is the number of discrete categories of the k*h 
component of x, n± is the sample size in population I\ and 
\  is the population specific smoothing parameter for which

1max Ci. ( 10.2-2)

gives lower and upper bounds that ensure that the kernel 
has the desirable property of integrating to unity. In the 
case of multivariate binary data the above expression 
reduces to

fi(x) =
ni q

j=i k=i u

1-1 xjk—xlk|X.1
lXjk Xlkl►

_

( 10.2-3)

The smoothing parameters were determined iteratively by 
inspecting values of \  that maximise the performance of
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discriminant procedures for a given dataset. Values of 
\  = 0.8 were adopted throughout. The above settings 
constitute a considerable compromise not so much because 
only one type of kernel is used for all datasets but 
because the smoothing parameter A* is fixed throughout. As 
was pointed out in chapter 5 a greater role is played by 
the smoothing parameter \  than the type of kernel used.

Hills (1967) gives an expression for a distance measure 
(see chapter 6) for 3 populations as follows

In order to apply this discriminant procedure also to 
situations with more than 3 populations expression 10.2-4 
had to be generalised.

This is achieved by

10.2.2 Hills distance procedure

■v
s g

( 10.2-4)

g
2

i=l k<l g
( 10.2-5)

i=l
i=l

Henceforth expression 10.2-5 will be used in computing 
distances for the Hills procedure.



10.2.3 Modification of distributional distance

In chapter 6 it was pointed out that the distributional 
distance procedure due to Dillon and Goldstein (1978) is 
not sensitive to the relative weights of state 
probabilities, p^, as the differences
^latusita

P i i

2

may lead to identical values for

different levels of P i:j. This may result m  a
disproportionate exaggeration of differences between cells 
with small frequencies. Thus the distributional distance
model in its original form as proposed by Dillon and
Goldstein would be expected to overemphasise differences 
that ultimately are of little consequence for estimates of 
the misallocation error. This is because the misallocation 
error is primarily affected by the allocations that a given 
discriminant procedure specifies for those cells exhibiting 
higher relative frequencies. To inspect this a slight
modification to expression 6.1-3 is carried out as follows

result

.Matusita
modified

n ij+ n 2j
nx+n2

j=i
Jp» - jp*i ( 10.2-6)

Hi ■* ■;The new factor, ■n , ■ , in expression 10.2-6 weights the‘‘U •*32

squared differences in cell proportions,
Pli - \P2i m

proportion to their average relative frequencies. In the 
following references to the originally proposed 
distributional distance procedure are indicated by "DD1" 
while the modified version will be called "DD2”.

10.3 Sampling from discrete populations

When sampling from discrete populations it may happen that 
the drawn sample {xn} will not exhibit the full range of 
the sample space. Put differently, the maximum number of
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g
possible discrete states s = j] lk where lk is the number

k=l
of levels for the kth of g variables may not be represented 
by every sample, especially if the sample size is small. In 
the case of continuous data this is the rule rather than 
the exception. When dealing with survey data where the 
number of categories of observed variables is low 
(frequently no more than 4 levels are encountered) the 
sample data will normally show observations for every one 
of the s states. In the bootstrap and other crossvalidation 
techniques employed therefore the assumption is that the 
samples for each population consist of at least 1  

observation per state. Thus, the artificially generated 
bootstrap replicates will contain only the states given in 
the original datasets.

It was further decided to consider separate sampling frames 
instead of mixture sampling frames32. In medical research 
interest lies typically in discriminating between patients 
and controls often stemming from case-control studies. This 
indicates separate sampling frames where the number of 
observations per group is fixed in advance and independent 
estimation of prior probabilities ^  exist. For this reason 
all examples are analysed with the assumption of separate 
sampling. This omission is felt to be consistent with the 
central research theme being selection of optimal 
procedures for discrete data rather than provision of 
selection guides for different sampling schemes.

For sampling purposes a binomially distributed random 
variable yi;.~;Btn (niifl/2 ) was chosen thus producing on 
average equally sized cell frequencies for training and 
test sets.

32 In mixture sampling objects are selected at random from 
the population consisting of g groups. Estimates of prior 
probabilities are thus derived from the sample as

= n± / n, i=l g .
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10.4 Comparability of performance criteria

Note that for the misallocation error ecounting defined in 
chapter 8 the indicator variable ^(Xj) in expression 8.2-2 
is set to unity only for correct allocations. This means 
that the error rate counting which is 1 - ccr will also 
increase if no allocation is made due to insufficient 
relative difference in posteriors. ecounting thus
deliberately constructed to rise with increasing 
classification threshold

Note also that expression 8.4-1 in chapter 8 for the 
0-criterion implies that objects not allocated because they 
do not satisfy the minimum posterior threshold also lead to 
reducing 0. By setting the posteriors /(njx) in expression
8.4-2 to 1 and alternately setting the indicator ^(Xj) of 
expression 8.4-1 to either of its extreme values -1 and +1
it becomes clear that for each population the theoretical
range of values for the raw O' criterion lies within the 
interval {-1,+1}. To make O' comparable to the respective 
ranges obtained by ecounting and eposterior under better- 
than-chance-allocation a simple transformation is used. The 
definition

T7 =  (77' +  1) / 2 ( 10.4-1)

achieves a mapping of O' onto the interval {0 ,1 } which is 
of the same range as for the error rates. This mapping onto 
{0 ,1 } is not strictly essential as an ecounting Qf
£ posterior value of 0  have a different meaning than an 0 
value of 0. The remapping was done however in order to 
achieve a general comparison of variances between the error 
rates and 0. Of course it is possible to reduce the
variance further by rescaling 0 onto an even smaller 
smaller interval.
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10.5 Deriving v for indirect procedures

Calculation of performance criteria in the classical direct 
situation is straightforward. Consider the left hand side 
of figure 10.5-1. Given distributional information F(x,0 ) 
and labelled sample data {y,x}, where y is the population 
indicator, the posteriors h±(x) are estimated first. Next 
allocations are made based directly on these posteriors. 
Finally performance criteria are derived by counting 
misallocations for ecounting ancj ĵ y averaging hL(x) as 
outlined in chapter 8 for eposterior ancj rj. The indirect 
procedures (right hand side of figure 10.5-1) present a 
problem because their estimation step provides population 
distances, object distances, classification trees or neural 
network weights (synapse strengths). Computation of 
ecounting j_s achieved as for direct procedures but for 
obtaining suitable and comparable estimates of eposterior 
and 0 independent posteriors are required. For all indirect 
procedures it was decided to obtain these from application 
of the multinomial discriminant procedure as a substitute. 
They are termed pseudo-posteriors.
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Figure 10.5-1: Performance estimation flowchart

The multinomial procedure was chosen because it is 
characterised by a high number of parameters, the cell 
frequencies p±j. Thus, posterior estimates based on the 
multinomial model allow a fine tuning to differences in 
empirical distributions. This adjustment also agrees in 
spirit with the indirect procedures that are generally very 
computer intensive and tend to provide slightly 
overspecified solutions. Indirect distance based 
procedures, such as the centroid procedure or Goldstein and 
Dillon's distributional distance procedure, generate either 
individual distances for each object or interpopulation 
distances that are sensitive to even slight changes in 
state probabilities p±i. Recursive partitioning procedures 
are by design such that they produce an overspecified 
solution unless deliberately restricted by for instance 
pruning of trees as in CART. Artificial neural networks
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similarly are characterised by a high number of parameters 
(chapter 6).

10.6 Distribution of relative posterior differences

To analyse the behaviour of a discriminant procedure 
performance criteria (proportion of cases classified, 
standard error rates and posterior error rates) are 
computed as percentages for a range of classification 
thresholds as outlined in chapter 9. With increasing values 
of the proportion of rejections as well as the error 
rates will also increase33.

Several values for * were tested on a subset of the 
analyses. The results initially showed that fairly smooth 
curves could be obtained by varying ^ from 0 . 0 0  to 1 . 0 0  in 
steps of 0.05 thus giving 21 ordinates for each performance 
curve. Use of more than 21 ordinates would have resulted in 
additional computation time. During the phase of actual 
application (chapter 14) however it became evident that a 
higher resolution at the upper end above t = 0.90 was 
essential in order to discriminate between plots of f(z) 
against In all analyses therefore performance criteria 
for discriminant procedures are calculated for a standard 
set of 2 1  threshold values of ?, and additionally several 
extra ordinates around t = 0.95 generally spaced at 
intervals of t = 0 .0 1 0 .

The distribution f(*) will generally be unknown. It can 
however be estimated from the given training sample t. As 
outlined in chapter 9 t depends on the posteriors h(1) and 
h{2) via

r = ( ^  ^
h m

22 The error rates are defined such that they include the
rejected cases. Hence, there will be some correlation
between rejections and misallocation errors.
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As hL = jf(njx) is model dependent it follows that 
estimates of F(z) can only be unbiased under correct model 
assumptions. Assume that such conditions exist, i.e. that 
■#£?*(T).] = f(T) such that F(z) is an unbiased estimator of 

Then f(z) can be estimated using bootstrap 
techniques. This is achieved by generating the bootstrap 
distribution t* of the training data t. For the kth 
bootstrap realisation tj the posteriors are next estimated 
under the respective data model. The above steps are 
repeated a sufficient number of times and frequencies for 
the posteriors averaged.

In the present example 100 bootstrap replications were used 
for the reasons given in section 10.1. The distribution of 
z was discretised into 2 0  equidistant intervals of length 
0.05 plus some additional points (see above) and plotted as 
a histogram for each procedure applied to a selection of 
the datasets.

10.7 Program logic

In order to program the respective discriminant procedures 
and estimation of performance criteria under various 
crossvalidation options the Fortran language was used (IBM 
professional FORTRAN Ryan-McFarland Corporation Compiler 
Version 1.00 (1984))34. The present section outlines the
logic of operation of the DISCRIM program developed to 
estimate performance criteria for the research. A complete 
listing of the source code is available from the author. 
The main driver program contains 4 different parts (table
10.7-1). Part 1 initialises various parameters and 

estimates the cumulative distribution function for later
bootstrapping. Part 2 estimates the empirical density
distribution f(z) of relative differences in the two

34 This Fortran language is designed according to the
specifications of the American National Standard
Programming Language FORTRAN/77 (ANSI X3.9S - 1978) as
understood by IBM. In addition IBM Professional FORTRAN
contains many useful extensions to that language.
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largest posteriors as outlined in chapter 9. Part 3 
contains a major loop that iterates through values of z 
from 0.00 to 1.00 in increments of 0.05 or smaller thus 
providing a smooth metric for the entire range of 
classification thresholds (see chapter 9). This loop 
embraces estimation of performance criteria for various 
crossvalidation schemes (step 3.1) and estimation of 
expected conditional and unconditional performance for bias 
and variance calculation (step 3.2). Part 4 outputs all 
results to files on a disc drive. The program logic in 
table 10.7-135 shows operation of the DISCRIM program for a 
given dataset (real or artificial) and for a given 
discriminant procedure. Two further loops contained in the 
source code36, yet not shown in table 10.7-1 control the 
iteration of the basic program through all datasets and 
relevant procedures.

35 This "table” spreads across several pages.36 available from the author



The following four steps of the program logic spanning 
several pages constitute table 10.7-1.

(1.) Compute estimated empirical cumulative
distribution function ^(x) as a basis for 
nonparametric bootstrap.

(2) Loop_l through I = 1 to

generate ith bootstrap sample tI from F(x)
estimate posteriors or pseudo posteriors for 
indirect procedures
compute distribution of relative differences 
f(r|t£)

End of Loop_l

(3) Loop_2 through = 0.00 to 1.00 by increments of
0. 05 or smaller

initialise e countingf c posterior ancj v

(3.1) Estimation of £ countingy e posterior ancj yj

(3.1.1) Resubstitution crossvalidation

Estimate allocations from entire original 
dataset and compute performance criteria by 
testing the allocation rule S on same 
dataset.

(3.1.2) Leave-one-out crossvalidation

Loop_3 through 1 = 1  to number of groups G
Loop_3 through J = 1 to number of states S

Reduce count n to max(i2ij-l/ 0)
Estimate allocations from reduced 
sample

End of Loop_3
Average performance criteria over GS cycles.
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(3.1.3) Hold-out crossvalidation

Loop_4 through I - 1 to N3

Split original entire dataset randomly into
equally sized training and test sets
Estimate allocation rule 5 from training set
and apply it to test data
Compute performance criteria 

End of Loop_4
Average performance criteria over N3 cycles.

(3.1.4) Leave-V-out crossvalidation

Loop_5 through I = 1 to N3

Loop_5 through K = 1 to N/V
Reduce original sample data by V (here 
this corresponds to 1 0  percent)
Save remaining V observations as test 
data
Estimate allocation rule 5 from 
training data 
Apply 5 to test data 
Estimate performance criteria

End of Loop_5
Average performance criteria over Nj cycles.

(3.2) Estimation of conditional and unconditional
performance for bias and variance calculations

(3.2.1) Conditional performance

Estimate allocation rule 5 from original data.
Loop_6 through I = 1 to Nx

generate new bootstrap sample tJ 
apply 5 to this new sample 
compute performance criteria

End of Loop_6
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Average performance criteria over cycles to 
obtain expected conditional estimates as 
well as variance estimates.

(4)

Table

) Unconditional performance

Loop_7 through I = 1 to N2

generate bootstrap sample t? 
estimate bootstrap allocation rule 5

Loop_8 through J = 1 to
generate further bootstrap sample t? 
apply 5* to tj
estimate performance criteria 

End of Loop_8
Average performance criteria over Nx cycles
End of Loop_7
Average again over N2 cycles
End of Loop_2

Output results to file for further processing

10.7-1: Program logic
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Chapter 11 - Data

Without loss of generality the following assumptions are 
made concerning the data. Firstly it will be assumed that 
all training data consist of correctly labelled 
multivariate discrete objects thus constituting the 
supervised learning situation as it is known in the pattern 
recognition terminology. Secondly, datasets will be assumed 
to consist of a moderate number of predictor variables in 
the range of 2 to 8 . This further largely obviates the need 
for special consideration of the selection of variables. 
Thirdly, no missing data are assumed present. This last 
assumption is perhaps the most stringent in realistic 
settings. The third restriction was however adhered to for 
two reasons: (a) with small datasets one may assume in
general a greater degree of completeness than with large
datasets, and (b) in the case of missing data one of the
common approaches is to introduce additional levels for
missing values. The resultant discrete dataset may then be 
treated similarly to one without missing data. The above
restrictions were set in order to allow more room for the 
central issue of quantifying and analysing the distribution 
of posterior probabilities with a view to constructing 
suitable performance criteria.

Section 11.1 contains a detailed description of all real 
datasets referred to in chapters 14 and 15. Other datasets, 
by contrast, are only briefly described. Further 
information on these real datasets as well as complete 
enumerations of absolute and relative frequencies for all 
discrete states are available from the author. It is 
apparent from the examples given in the following that the 
majority are of a fairly simple nature exhibiting generally 
few independent predictor variables. Frequently also 
variables which at first sight might be considered 
continuous are presented as ordinal or even dichotomous 
data. This is the case for the CHD dataset of Cornfield 
(1962). This example is typical of those encountered in 
medical contexts. In the case of the CHD data the
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continuous variables serum cholesterol and blood pressure 
were grouped into four categories each corresponding to a 
prior perceived risk of coronary heart disease.

Section 11.2 gives detail on artificial datasets that were 
generated according to given characteristics in order to 
inspect possible consequences for procedure selection. 
These datasets are similarly presented with additional 
information about how they were generated. Again the 
emphasis on detail is greatest for the datasets analysed in 
chapters 14 and 15. Further information on the other 
datasets is available from the author.

Most of the real datasets are taken from the published 
literature, some were contributed by the author. The state 
probabilities given in the following tables for most of the 
datasets in the columns headed plf p2, ... ,pg are 
truncated to 3 decimal digits and may therefore differ 
slightly from those published in the literature. For the 
actual calculations, however, the state probabilities were 
recalculated within an accuracy of 8  decimal digits 
corresponding to the REAL*4 data type in FORTRAN/11 (see 
also chapter 10 section 7). Simulations were carried out 
adopting the procedure of Gilbert (1968) and Moore (1973). 
All descriptions of datasets contain a summary table of 
basic characteristics within populations (n±) and across 
{total). For all datasets analysed in chapters 14 and 15 
further diagnostics were carried out including group 
specific and overall rank order correlations (upper 
triangular matrices R± and R) as well as loglinear analysis 
(see chapter 4) in order to inspect for any significant 
effects between the predictor variables and the dependent 
group variable. The correlations are based on Kendall's 
(1971) nonparametric measure of association, taubf 
(-1 ^ taub ^ 1). This measure is based on the number of 
concordant and discordant pairs of observations and uses a 
correction for tied pairs. Correlations significant at the
0.05 level are printed in bold type.
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11.1 Real datasets

Table 11.1-1 shows abbreviated names of real datasets used 
in comparative analyses classified by number of populations 
(down) and highest level of measurement attained by any one 
variable (across). The code numbers indicate the number of 
variables involved at each respective measurement level. 
The three digits respectively give the number of binary, 
nominal and ordinal variables in each dataset. The KRETSCHM 
dataset for instance contains 3 dichotomous and 1 nominal 
variable recorded for discrimination between two groups.

dichotomous nominal ordinal

2 pops

200 LIZARD 
200 SEEDLING 
200 VIRGIN

020 VOTING
002 CHD 
002 ESTEEM

400 BREAST 
400 CESAR4

301 KRETSCHM 
202 COLLEGE
206 CREDIT

3 pops
004 IRIS

400 GRADE
4 pops 002 EDUC

Table 11.1-1: Summary of real datasets

The following list gives the key characteristics of the 
real datasets used in alphabetical order. Descriptions 
follow an identical pattern. In all cases a subset of 
actual values is included for illustration.

11.1.1 BREAST data

The dichotomous response, survival after breast cancer, is 
predicted from the 4 dichotomous predictors: X1 diagnostic 
centre (Tokyo or Glamorgan), X2 age (under 50 years or over 
70 years), X3 inflammation (minimal or greater) and X4 

appearance (benign or malignant). The data are reported in 
Bishop, Fienberg and Holland (1975).
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ni n2 total
size 554 2 1 0 764

. 725 .275

mean 1 1.861 2.038 1.910
2 1.769 1.910 1.808
3 1.199 1 . 2 1 0 1 . 2 0 2

4 1.583 1.462 1.550
std 1 .821 . 782 .813

2 .694 . 743 . 710
3 .399 .408 .401
4 .494 .500 .498

Table 11.1-2: Characteristics of BREAST data

11.1.2 CESAR4 data

The research aim is the prediction of delivery by caesarean 
section from 4 dichotomous predictors. The data (restricted 
to live singleton births) are extracted from the perinatal 
survey of Lower Saxony in the years 1986 to 1988.

response 
(1)
(2 )

predictors
Ui)

U 2)

U 4)

delivery by caesarean section 
caesarean section 
vaginal delivery 
dichotomous
position of fetus in the womb
(0 ) vertex
(1 ) breech 
twin pregnancy
(0 ) no
(1 ) yes
previous caesarean or uterus surgery
(0 ) no
(1 ) yes
presence of placental insufficiency
(0 ) no
(1 ) yes
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state pattern nl

1 0000 78
2  0 0 0 1  13
3 0010 14

12 1110 2

n 2 pi p2

1181 .345 .896
25 .057 .018
18 .061 .013

0  .008 . 0 0 0

n i n2 total
size 226 1318 1544

7T.l .146 .854

mean 1 .447 .069 .124
2 .133 . 0 0 2 . 0 2 1

3 .137 .018 .035
4 .097 . 0 2 1 .032

std 1 .498 .254 .330
2 .340 .048 .145
3 .345 .131 .184
4 .297 .142 .175

1.000 -.063 -.100 -.085
1.000 .147 -.084

1.000 -.044 
1 . 0 0 0v.

1.000 .050 .032 -.018
1.000 .115 -.007

1. 000 .022
1 . 0 0 0I

1.000 .107 .067 .021
1.000 .191 -.001

1 . 0 0 0  .026
1 . 0 0 0w •<

loglinear analysis significant effects
main effects 
interactions

XlfX2 fX3 rX,

Table 11.1-3: Characteristics of CESAR4 data

11.1.3 CHD data

The research aim is the prediction of imminent coronary 
heart disease based on ordinal serum cholesterol at four 
levels and blood pressure also at four levels. The data 
were compiled by Cornfield (1962) in the context of the 
Framingham longitudinal study on coronary heart disease 
(see Dawber, Kannel and Lyell (1963) for details). The data 
are reported in Fienberg (1980). The most prominent 
features of the data are a very low prior probability for 
the CHD population yet coupled with a strong interest in
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achieving high sensitivity in detection at a low false 
positive rate (or high specificity).

response 
(1)
(2 )

predictors
Ui)

U 2)

dichotomous
CHD present
CHD absent
2  ordinal
serum cholesterol
(1 ) < 2 0 0  mg / 1 0 0  cc
{2 ) 2 0 0  - 219 mg / 1 0 0  cc
(3) 220 - 259 mg / 100 cc
(4)  ̂ 260 mg / 1 0 0  cc
systolic blood pressure
(1) < 127 mm Hg
(2) 127 - 146 mm Hg
(3) 147 - 166 mm Hg
(4) z is 7  mm Hg

state pattern nl n2 pi P2

1 1 1 2 117 . 0 2 1 .094
2 1 2 3 1 2 1 .032 .097

16 44 1 1 33 .119 .026

ni n2 total
Ri= 1 . 0 0 0 .042

size % 92 1237 1329 . 1 . 0 0 0 j
71.l .069 .931

r 2= r1 . 0 0 0 . 087*
mean 1 3. 098 2. 503 2. 544 1 . 0 0 0

J

2 2.522 2.042 2.075
1 . 0 0 0 .095

1 . 0 0 0 *
std 1

2

1.028
1.104

1.069
.927

1.077
.948

R =

loglinear analysis significant effects
main effects 
interactions

Xlf X2

Table 11.1-4: Characteristics of CHD data
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11.1.4 COLLEGE data

In a study of randomly selected cohort of Wisconsin high 
school seniors, Sewell and Shah (1968) explored the 
relationship among five variables: X1 sex (male, female), 
X2 intelligence (high, upper middle, lower middle, low) as 
measured by the Hemmon-Nelson Test of Mental Ability, X3 

parental encouragement (low, high), X4 socioeconomic status 
(high, upper middle, lower middle, low) and college plans 
(yes, no). In the current application to discriminant 
analysis interest is in whether the former four variables 
allow prediction of the dichotomous response, intent to go 
to college. The data are given in Fienberg (1980).

. ni n2 total
size 3376 6942 10318

n.i .327 .673

mean 1 1.455 1.546 1.516
2 3.092 2.195 2.488
3 1.908 1.330 1.519
4 3.133 2.206 2.510

std 1 .498 .498 .500
2 .973 1.053 1 . 1 1 0

3 .290 .470 .500
4 .978 \l.036 1.107

Table 11.1-5: Characteristics of COLLEGE data

11.1.5 CREDIT data

The research aim is prediction of credit worthiness of bank 
customers based on demographic data and account running 
behaviour, dichotomous response: credit worthiness,
Fahrmeir et al (1984). Every bank will be faced with the 
problem of allocating a potential new customer to either 
the no-hassle straightforward paying group or to the 
problem group. The original data are taken from the 
database of a large south German bank. They have been 
simplified for the purposes of the present study by 
reducing the number of predictors to 6  from originally 2 0 . 
This was done by considering ranked univariate x2
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statistics. Further the number of levels of these 6  

selected predictors was reduced to three throughout to keep 
the number of discrete states to a manageable quantity. The 
data were kindly supplied by L. Fahrmeir.

response 
(1)
(2 )

predictors
Ui)

U2)

U3)

U4)

Us)

Us)

credit worthiness 
not credit worthy 
credit worthy

currently held account (ordinal)
(1) more than 200 DM in credit over 1 year
(2) no current account with this bank
(3) up to 200 DM in credit 
past paying morale (ordinal)
(1 ) history of past irregular payments
(2 ) current credits running satisfactorily
(3) past credits settled satisfactorily 
savings (dichotomous)
(1) none or below 500 DM
(2) 500 DM and more 
purpose of credit (nominal)
(1 ) educational or essential household goods
(2 ) luxury items
(3) repair or other 
assets (ordinal)
(1) none or at most a car
(2 ) building society or life insurance policy
(3) house or property owner 
employment (ordinal)
(1) unemployed or employ for at most one year
(2) in employment between 1 and 7 years
(2) employed beyond 7 years

state pattern nl n2 Pi P2

1 111113 0 2 . 0 0 0 . 0 0 2

2 1 1 1 2 1 1 7 0 .023 . 0 0 0

3 1 1 1 2 1 2 1 0 .003 . 0 0 0
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236 233333 0 5 .000 .007

ni n2 total
size % 300 700 1 0 0 0

TCi .300 . 700

mean 1 1 . 2 0 0 1.567 1.457
2 1.977 2.276 2.186
3 .990 2.296 2.204
4 1.897 2.199 2.108
5 2.357 2.573 2.508
6 1.440 1. 799 1.691

std 1 .401 .496 .498
2 . 729 .676 . 706
3 .587 .558 .584
4 . 793 .809 .816
5 .867 . 748 . 792
6 . 758 .929 .896

.118 .004 .034 .156
-.043 -.112 .199 .047
1.000 -.045 .028 .000

1.000 -.009 -.009
1.000 -.056

1. 000

.123 .070 .028 .137

.068 -.100 .193 -.099
1.000 -.044 .005 -.041

1.000 -.017 .017
1.000 -.065

1 . 0 0 0
J

.187 .100 .067 .190

.U47 -.067 .205 -.026
1.000 -.007 .038 .009

1.000 .006 .037
1.000 -.040

1 . 0 0 0
J

loglinear analysis significant effects
main effects 
interactions

xltx2,xzrx^

Table 11.1-6: Characteristics of CREDIT data

Ri=

1.000 .048
1.000

R2,

1.000 -.002 
1.000

r1.000 .070
1. 000
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11.1.6 EDUC data

The research aim is the prediction of occupational group 
later attained in life on the basis of information gathered
during primary education. ordinal variables
educational level and X2 aptitude level (as measured by the 
scholastic aptitude test by Beaton (1975)) are used for 
prediction. The survey was conducted by National Bureau of 
Economic Research, Thorndike and Hagen (1959). The data are 
given in Fienberg (1980).

response 
(1)
(2)
(3)
(4) 

predictors
Ui)

occupational group (ordinal) 
self-employed, business 
self-employed, professional 
teacher
salary-employed 
2  ordinal 
educational level

(1 ) E 1 lowest
(2 ) E2 low
(3) E 3 high
(4) E 4 highest

(X2) aptitude level
(1 ) hi lowest
(2 ) A 2 low
(3) h3 medium
(4) A 4 high
(5) A 5 highest

state pattern nl n2 n3 n4 Pi p2 p3 p4

1 1 1 42 1 0 172 050 .003 . 0 0 0 .057
2 1 2 55 2 0 151 065 .006 . 0 0 0 .050
3 13 2 2 8 1 107 026 .027 .004 .035

2 0 54 5 19 14 79 005 .066 .059 .026
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ni n2 n3 n4 total
size 834 286 235 2998 4353

.192 .066 .054 .689

mean 1 2. 712 3.035 2.838 2. 784 2. 789
2 2 . 1 2 0 3.615 3.877 2.377 2.490

std 1 1.082 1.114 1.008 1.148 1.128
2 .898 .664 .441 1.048 1.083

V -
1.000 .125

1.000 R2= 1.000 .043
1 . 0 0 0

R3= 1.000 .013
1 . 0 0 0

R4= 1 . 0 0 0  .166 
1 . 0 0 0

R = 1.000 .152
1 . 0 0 0

loglinear analysis significant effects
main effects 
interactions

xltx2

Table 11.1-7: Characteristics of EDUC data

11.1.7 ESTEEM data

Rosenberg (1962) reports results of a survey assessing 
respondent's self-esteem as either (1) high or (2) low. The 
current aim is prediction of self-esteem from X1 religion 
(catholic, jewish and protestant) and father's education 
(8th grade or less, some high school education, high school 
graduate, some college education, college graduate, 
postgraduate education). The data are given in Fienberg 
(1980).
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ni n2 total
size % 2614 1136 3750

TCi .697 .303

mean 1 1.922 1.979 1.940
2 3. 060 2.905 3.013

std 1 .910 .943 .920
2 1.488 1.409 1.466

Table 11.1-8: Characteristics of ESTEEM data

11.1.8 GRADE data

The research aim is prediction of performance on a test in 
terms of class of school grade on the basis of demographic 
data. The data are reported by Goldstein & Dillon (1978).

response school grade class (ordinal)
(1 ) low
(2 ) medium
(5) high

predictors 
(Xx) sex

(0 ) male
(1 ) female

(X2) intelligence quotient
(0 ) lower than 1 0 0

(1 ) greater than 1 0 0  

(X3) social class
(0 ) lower
(1 ) higher 

(X4) family size
(0 ) up to 2  children
(1 ) 2  or more children

state pattern nl n2 n3 pi p2 p3

1 0000 1 19 2 .083 .253 .153
2 0001 0 6  1 .000 .080 .076
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3 0010 2 12 3 .166 .160 .230

13 1111 1 1 0 .083 .013 .000

ni n2 n 3 total
size % 1 2 75 13 1 0 0

71.a. . 1 2 0 . 750 .130

mean 1 .417 .467 .549 .470
2 .333 .053 . 0 0 0 . 080
3 . 750 .427 .231 .440
4 . 750 . 2 0 0 .077 .250

std 1 .515 .502 .519 .502
2 .492 .226 . 0 0 0 .273
3 .452 .498 .439 .499
4 .452 .403 .277 1 .435

1.000 .478 -.293 .488 1 . 0 0 0  .016 . 2 2 0 .067
1 . 0 0 0 -.408 .408 1 . 0 0 0 -. 085 .030

1 . 0 0 0 . 1 1 1
r 2=

1 . 0 0 0 -.094
1 . 0 0 0

J
1 . 0 0 0

j

1.000 -.592 -.312 1.000 .092 .053 .058

nn 1 . 0 0 0

1 . 0 0 0 .158 
1 .0 0 0 ^

R = 1 . 0 0 0 -.039
1 . 0 0 0

.255

.047
1 . 0 0 0

J

loglinear analysis significant effects
main effects 
interactions

*2

Table 11.1-9: Characteristics of GRADE data

11.1.9 IRIS data

The research aim is the prediction of type of type of iris 
flower from sepal length and width as well as petal length 
and width. The original data are due to Fisher (1936). For 
the present purposes the continuous variables were 
discretised into 3 levels depending on the respective 25th 
and 75th percentiles37. This was done in order to inspect
37 the zero standard deviations for X3 and in population
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for robustness of the linear discriminant function under 
departures from normality.

response species (nominal)
(1) versicolor
(2 ) setosa
(3) virginica 

predictors
(Xi) sepal length

(1) < 25th percentile
(2 ) interquartile range
(3) > 75th percentile 

(X2) sepal width
(1) < 25th percentile
(2 ) interquartile range
(3) > 75th percentile 

(X3) petal length
(1) < 25th percentile
(2 ) interquartile range
(3) > 75th percentile 

(X4) petal width
(1 ) < 25th percentile
(2 ) interquartile range
(3) > 75th percentile

state pattern nl n2 n3 Pi P2 P3

1 1 1 1 1 1 2 0 . 0 2 0 .040 . 0 0 0

2 1 1 1 2 0 1 0 . 0 0 0 . 0 2 0 . 0 0 0

3 1 1 2 1 0 1 0 . 0 0 0 . 0 2 0 . 0 0 0

23 3333 0 0 000 .000 .100

n x as well as for X4 in population are due to original
data values yielding identical discrete codings as a
consequence of discretisation with corresponding
consequences for the correlation matrices Rj and R2
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ni n2 n3 total
size % 50 50 50 150

.333 .333 .333

mean 1 2 . 600 1.600 1.880 2.027
2 1 . 1 0 0 2 . 2 0 0 2. 760 2 . 0 2 0

3 1 . 0 0 0 2.160 2. 980 2. 047
4 1 . 0 0 0 2 . 620 3.000 2.207

std 1 .535 .535 .558 . 685
2 .303 .639 .476 .847
3 . 0 0 0 .650 .141 .900
4 . 0 0 0 .602 . 0 0 0 .936

1.000 .257 1.000 .350 .444 .610
1 . 0 0 0 r 2= 1 . 0 0 0 .377 .563

1 . 0 0 0 1 . 0 0 0 .543
1 . 0 0 0V J

1 . 0 0 0
J

1.000 .408 .228 1 . 0 0 0  -.218 -.287 -.347
1 . 0 0 0 .259 1 . 0 0 0 .763 .802

1 . 0 0 0
R =

1 . 0 0 0 .860
L 1 . 0 0 0

* . 1 . 0 0 0
J

loglinear analysis significant effects
main effects 
interactions

Xlr X2 

*1**2

Table 11.1-10: Characteristics of IRIS data

11.1.10 KRETSCHM data

The research aim is the prediction of a patient's prognosis 
based on hospital admission data. The dichotomous response 
is defined as (1) alive 40 days after discharge or (2) 
dead. The predictors are Xx admission status (primary 
admission, secondary admission, repeated admission), X2 

malfunction of vegetative functions (no, yes), X3 stiffness 
(no, yes) and X4 bed ridden (no, yes). The data are 
reported by Victor (1976).
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ni n2 total
size 2 0 2 0 40

71.l .500 .500

mean 1 1.650 1.400 1.525
2 1 . 2 0 0 1.600 1.400
3 1.050 1.350 1 . 2 0 0

4 1.250 1.500 1.375
std 1 .813 .821 .816

2 .410 .503 .496
3 .224 .489 .405
4 .444 .513 .490

Table 11.1-11: Characteristics of KRETSCHM data

11.1.11 LIZARD data

The research aim is the prediction of species of adult male 
lizard (either Sagrei lizards or angusticeps lizards) from 
2 dichotomised predictors {X1 perch diameter less than or 
greater than 2.5 inches and X2 perch height less than or 
greater than 5.0 feet). The data were gathered by Schoener 
(1968) and are given in Fienberg (1980).

ni n2 total
size ni 165 27 192

n± .859 .141

mean 1 .800 .185 . 714
2 .618 . 1 1 1 .547

std 1 .401 .396 .453
2 .487 .320 .499

Table 11.1-12: Characteristics of LIZARD data

11.1.12 SEEDLING data

Wakely (1954) investigated the effect of planting longleaf 
and slash pine seedlings 1 / 2  inch too high or too deep in 
winter upon their mortality in the following autumn. 
Seedling type X2 is coded as 0 and 1 for longleaf and

229



slash, respectively. Depth of planting Xx is coded as 0 and 
1 for too high and too low respectively. The data are 
reported by Fienberg (1980).

ni n2 total
size 69 331 400

it.i .173 .828

mean 1 .232 .556 .500
2 .246 .553 .500

std 1 .425 .498 .501
2 .434 .498 .501

Table 11.1-13: Characteristics of SEEDLING data

11.1.13 VIRGIN data

In a retrospective study of premarital contraceptive usage, 
Reiss, Banwart and Foreman (1975) took samples of 
undergraduate female university students. One sample 
consisted of individuals who had attended the university 
contraceptive clinic, and the other was a control group 
consisting of females who had not done so. The individuals 
in the two samples were then crossclassified according to 
their virginity and to their belief of whether extramarital 
coitus is always or not always wrong. In the present 
application use of clinic is predicted on the basis of the 
two dichotomous variables X± virginity (yes, no) and X2 

attitude on extramarital coitus (always wrong, not always 
wrong). The data are given in Fienberg (1980).

ni n2 total
size ni 291 123 414

ni . 703 .297

mean 1 .485 .667 .539
2 .821 .268 . 657

std 1 .501 .473 .499
2 .384 .445 .475

Table 11.1-14: Characteristics of VIRGIN data
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11.1.14 VOTING data

Analysis of the effects of area of residence (rural, 
metropolitan or city) and political affiliation 
(republican, democrat or other/none) on one's attitude 
towards a local communal issue (for or against). The data 
relate to research on voting behaviour conducted by the 
University of Michigan and reported by Kish (1957).

ni n2 total
size 1003 1439 2442

71.l .411 .589

mean 1 1.229 2.318 1.871
2 1. 707 2.506 2.178

std 1 .485 . 788 . 8 6 6

2 .675 .618 . 753

Table 11.1-15: Characteristics of VOTING data

11.2 Artificial datasets

Table 11.2-1 summarises all artificial datasets used in 
comparative analyses classified by highest level of 
measurement attained by any one variable. The code numbers 
indicate the number of variables involved at each 
respective measurement level. All datasets beginning with 
NORMAL are realisations of simulated data. The sequence 
NORMAL-11 ... NORMAL17 crosses classification boundaries due 
to different degrees of discreteness.
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dichotomous nominal ordinal
400 MA435300 002 BANANA
400 MA435301 002 INTERAC1
400 MA435302 002 POISSON
400 MA435303
400 MA435304 002 NORMAL01
400 MA435305 002 NORMAL02
400 MA435306 002 NORMAL03
400 MA435307
400 MA435308 002 NORMAL11
400 MA435309 002

002
NORMAL12 
NORMAL13

200 DILLON
020 NORMA LI 5 
020 NORMAL16

002 NORMALI 4

200 NORMAL17 ......

Table 11.2-1: Artificial data by predictor class

In addition to real datasets artificially generated 
datasets were used to inspect particular aspects of a 
discriminant's performance, especially the modelling of 
interactions. These artificial datasets are generated using 
two methods. The first is achieved by using the 
Lazarsfeld - Bahadur reparametrisation for joint binomial 
distributions. This method is used for the MA435300 ..
MA435309 series.

11.2.1 BANANA data

Artificial data constructed such that one population's 
objects are concentrated in one spot while the other 
population's objects wrap around (in the shape of a banana) 
such that a linear separation line cannot be placed without 
leading to considerable overlap and hence misallocation 
error. The 2 independent variables X1 and X2 are ordinally 
coded taking on discrete values between 1  and 6 .
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ni n2 total
size 1232 2464 3696

n.i .333 .667

mean 1 2 . 1 2 2 3.812 2.967
2 2.506 3.606 3. 056

std 1 1.347 .842 1.405
2 1.433 .865 1.305

Table 11.2-2: Characteristics of BANANA data

11.2.2 DILLON data

Hypothetical data given by Dillon and Goldstein (1978) to 
demonstrate the distributional distance model. The data are 
also discussed in chapter 6.

ni n 2 total
size nt 25 274 299

ni .084 .916

mean 1 .160 .442 .418
2 . 720 .409 .435
3 .320 .661 .632

std 1 .374 .498 .494
2 .458 .493 .497
3 .476 .474 .483

Table 11.2-3: Characteristics of DILLON data

11.2.3 INTERAC1 data

The research aim is the inspection of performance of 
discriminant procedures when faced with data containing 
interactions. The data are constructed such that both 
population's objects are concentrated in two centroids 
diagonally placed at opposite corners of a square38. The 
data were already introduced in chapter 2 to illustrate a 
situation where effective separation can not be achieved
38 the fact that the correlations within populations are 
large and significant while the correlation in the pooled 
sample is negligible is a direct consequence of the design 
of this dataset
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using a single separation line. In the case of the INTERAC1 
dataset separation between both populations can be improved 
substantially by use of two curvilinear separation lines. 
The dichotomous response is predicted from X1 with 4 
discrete levels and X2 with 5 discrete levels. The dataset 
is shown again in figure 11.2-1.

7.1

ab 4.10

3.03

var XI

Figure 11.2-1: The artificial INTERAC1 data

state pattern nl n 2 Pi P2

1 1 2 49 1007 .005 .119
2 13 17 789 . 0 0 2 .093
3 14 27 6 8 8 .003 . 081

24 47 19 989 002 117
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ni °2 total
size % 8231 8405 16636

n.i .495 .505

mean 1 2.377 2.391 2.384
2 4.971 4.120 4.541

std 1 1.261 1.258 1.259
2 1.680 1. 718 1. 751

Rl= 1.000 -.561
1.000

R2=

R =

1.000 .566 
1 . 0 0 0

1.000 .010 
1 . 0 0 0

loglinear analysis significant effects
main effects 
interactions

Xlt X2 

*1**2

Table 11.2-4: Characteristics of INTERAC1 data

11.2.4 MA435300 .. MA435309 data

As described in chapter 4 a joint binomial distribution can 
be expressed in terms of means and correlations between 2  

or more variables (Bahadur, 1961a). It therefore lends 
itself suitably to the task of modelling a variety of 
distributions with different degrees of complexity. Here 
the research aim will be in particular the inspection of 
the Bahadur based discriminant procedures. In the case of 3 
and more populations Lancaster's definition has to be used 
(chapter 4 section 1). The datasets are then generated as 
follows:

(1) specify the characteristics of the populations in 
terms of means and correlations

(2) insert these as parameters into the functional 
definition of the multivariate binomial density

(3) for a given cell - corresponding to one of all 
possible combinations of independent variables - 
calculate the density defined by (2)

(4) interpret the resultant vector of density 
estimates as parameter values of a multinomial 
distribution and sample from this using a
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standard random number generator giving uniform 
deviates in the interval {0 ,1 }

(5) repeat step (4) n times where n is the required
sample size.

The characteristics (1) were specified in populations n± 
and n2 as follows:

marginal mean levels of individual variables 
(nx) 0.4, 0.4, 0.4, 0.4

( n 2 ) 0.6,  0 .6 ,  0 .6 ,  0 . 6

correlations between two variables at a time 
(nx) 0.3, 0.3, 0.3, 0.3, 0.3, 0.3

( n 2 ) 0.6 ,  0 .6 ,  0 .6 ,  0 .6 ,  0.6,  0 . 6

correlations between three variables at a time
(nx) 0 . 2 , 0 . 2 , 0 . 2 , 0.2

( n 2 ) 0.5, 0.5, 0.5, 0.5

dataset means correlations
MA435300 P • 4 P 2~ • 0 p[2)=.3

p [ Z ) = . 2

P22)=*6
P {23)=.5

• • •

• • •

MA435309 fx1=.4 P 2 ~ - 6 p\2)=.3

p [ 3 ) = . 2

P 22)=*6 
P 23)=*5

Table 11.2-5: Artificial Bahadur data

Table 11.2-5 shows parameters for the series of 10 
datasets generated using Monte-Carlo techniques under the 
Bahadur-Lazarsfeld reparametrisation of joint multivariate 
binary densities39. Sample sizes are constant (n = 100) for
39 This is defined in terms of mean vectors (P-±) and 
correlations between k variables (Pj/1*)). Individual
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all datasets with equal priors. An example of such a 
dataset including codings of variables and key 
characteristics are given below.

state pattern nl n2 pi p2

1 0000 16 7 .160 .070
2 0001 6  7 .060 .070
3 0010 11 15 .110 .150

16 1111 14 45 .140 .449

average 
over 1 0  

samples ni n2 total
size *hTf.

1 0 0

.500
1 0 0

.500
2 0 0

mean 1 .419 .584 .502
2 .402 .611 .507
3 .401 .620 .511
4 .407 .617 .512

std 1 .494 .494 .501
2 .491 .488 .501
3 .488 .487 .454
4 .445 .485 .499

Ri=

R 2=

1.000 .271 .298 .306
1.000 .328 .325

1.000 .295
1 . 0 0 0

• «
1.000 .516 .510 .509

1.000 .456 .464
1.000 .412

1 . 0 0 0

R =
1.000 .413 .424 .428

1.000 .421 .429
1.000 .384

1 . 0 0 0

loglinear analysis significant effects
main effects 
interactions

xlfx2rx2rx.

Table 11.2-6: Characteristics of MA435300 data

The second method of generating artificial data consists of 
discretising a sample of the multivariate normal 
distribution. This approach is used for the NORMAL11 . . 
NORMAL17 series and for the NORMALOl, N0RMAL02 and NORMAL03 
datasets.

components of these vectors are set to identical values,
® • 9’ A* i'= ( ,  • • • ) = ( 0. 4 , 0 .  4).
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11.2.5 N0RMAL11 .. NORMAL17 data

As seen in chapter 4 the linear discriminant function based 
procedure shows considerable robustness to departures from 
the normality assumptions. In order to inspect this 
procedure for its performance under extreme conditions it 
was decided to subject a sequence of specially designed 
artificial datasets to it. These were constructed such that 
they ranged from close to normal through to extremely non
normal by systematically varying the degree of discreteness 
of an originally continuous and normal dataset. To achieve 
this initially continuous samples of 2 0 0  observations, 1 0 0  

for each of 2  groups with equal priors 7r1=7l2 anc* parameters

^1=
r
50
30L J

and /i 2=
r
50
30v. J

and common covariance matrix 1 0 0

0

0

25y
were generated. Subsequently the respective ranges of the 
independent variates X1 and X2 were divided into at most 15 
equidistant intervals per variable corresponding to the 
dataset labelled (NORMAL11) and at least 2 intervals 
corresponding to the dataset labelled (N0RMAL17) thus 
yielding discrete datasets with the number of discrete 
states s ranging from 96 to 4 respectively. Figure 11.2-2 
shows a 3-dimensional plot of the bivariate 6-level 
discretised NORMAL14 simulated data with relative frequency 
plotted vertically.
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32.1

16.1

Figure 11.2-2: "Discretised" artificial density

Figure 11.2-2 shows "discretised" bivariate density 
generated by separate sampling from continuous independent 
bivariate normal density with means ^ 1'=(50,30) and 
\i2' - {20, 40) and common covariance vector o'2' = ( 100, 25) and 
subsequently transforming to 5-state "discrete" data with 
equidistant metric. This yields X1 e {00, 12, 24, 36, 48)
and X2 e {00, 09, 18, ..., 45).

state ns +- 4- orn 1-, 1 liX n2 F-*- _npz

1 0018 0 2 0 . 0 0 0 0 . 0 2 0

2 0027 0 1 1 0 . 0 0 0 0 . 1 1 0

3 0036 0 4 0 . 0 0 0 0.040

2 1 4827 0 1 0 . 0 0 0 0 . 0 1 0
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ni n2 total
size % 1 0 0

.500
1 0 0

.500
2 0 0

mean 1 30.840 15.240 23.040
2 11.520 29. 700 20.610

std 1 9.983 9. 776 12.581
2 5.287 5.502 10.583

Ri=

R2=

R =

C1,000 - .007
1.000

1.000 .0291 
1 . 0 0 0

r1.000 -.454 
1 . 0 0 0

loglinear analysis significant effects
main effects 
interactions

*i/*2

Table 11.2-7: Characteristics of N0RMAL14 data

11.2.6 NORMALOl data

The research aim for this and also for the NORMAL02 and the 
NORMAL03 dataset is the inspection of the behaviour of 
discriminant procedures under departures from normality.
This dataset was generated by discretising a tri-variate
normal with original means x' = (25,15, 45) & =( 30, 20, 50)
and common covariance o'2' = ( 25,16,400). The resultant
distribution has been coded with the ordinal values
X1 e X2 e {0,... ,5} and X3 £ {0,...,4}. The
transformation was achieved by ranking successive intervals 
of equal length.

state pattern nl n2 pi p2

GIG
014
021

0

0

0

0.010 
0. 010 
0. 010

0. 000 
0 . 0 0 0  

0 . 0 0 0

76 633 0 0.000 0.010
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ni n2 total
size n i 1 0 0 1 0 0 2 0 0

71.l .500 .500

mean 1 1.960 3.010 2.485
2 2.190 3.210 2. 700
3 2 . 1 2 0 2.330 2.225

std 1 1.044 1.124 1.203
2 .982 .808 1.032
3 1.047 .975 1.015

Ri=
1.000 .014 .067

1.000 .061
1.000

R2=
1.000 -.063 -.027

1.000 .051
1 . 0 0 0

R =
1.000 .164 .068

1 . 0 0 0  .098
1 . 0 0 0

loglinear analysis significant effects
main effects 
interactions

XltX2

Table 11.2-8: Characteristics of NORMALOl data

11.2.7 NORMAL02 data

This dataset was generated by discretising a tri-variate 
normal with original means and common covariance identical 
to those for the NORMALOl dataset. The resultant 
distribution however was coded with the values 
X1 £ {0,8,16}, X2 € {0,10,20} and X3 e {0,40,80} designed 
to reflect the differences in spread of the X variables.

state pattern nl n2 pi p2

1 000000 1 0 0.025 0.000
2 000040 2 0 0.050 0.000
3 001000 4 1 0,100 0,025

19 162040 1 5 0.025 0.125
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ni n2 total
size n± 40 40 80

ni .500 .500

mean 1 7.400 1 1 . 0 0 0 9.200
2 9.000 13. 750 11.375
3 28.000 32.000 30.000

std 1 5.839 5.340 5.847
2 4.961 4.903 5.453
3 25.939 22.555 24.235

Rl=

r 2=

R =

1.000 .052 .070
1.000 -.124

1 . 0 0 0

1.000 .014 -.009
1.000 -.073

1 . 0 0 0

1.000 .151 .070
1.000 -.030

1 . 0 0 0

loglinear analysis significant effects
main effects 
interactions

*2

Table 11.2-9: Characteristics of NORMAL02 data

11.2.8 NORMAL03 data

This dataset was generated by discretising a bi-variate 
normal with original means ( 50,20), ii2' = (30,40) and
common covariance <r2'-{ 100,25). The resultant distribution 
has been coded with the values e {0,5,10, . . . , 75} and 
X2 e {6r9t12t ... f42} again designed to reflect differences 
in spread of the X variables.

state pattern nl n2 pi p2

1 0024 0 1 0.000 0.001
2 0036 0 3 0.000 0.003
3 0524 0 2 0.000 0.002

137 7518 1 0 0.001 0.000

n i n2 total
size %

71.l
1 0 0 0

.500
1 0 0 0

.500
2 0 0 0

mean 1 45.260 27.875 36.568
2 13.029 29.652 21.341

std 1 9.337 9.365 12. 767
2 4.301 4.260 9.350

Ri=

R2=

R =

1.000 -.030 
1 . 0 0 0

1.000 .002
1 . 0 0 0 *

1.000 -.451
1.000
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loglinear analysis significant effects
main effects 
interactions

-

Table 11.2-10: Characteristics of NORMAL03 data

11.2.9 POISSON data

Variable Xx coded ordinally from 0 through to 11 
coded ordinally from 0  through to 1 0 .

state pattern nl n2 pi

1 0001 4 0 0.004
2 0002 17 0 0.017
3 0003 16 0 0.016

108 1105 1 0 0.001

ni n2 total
size 1 0 0 0 1 0 0 0 2 0 0 0

n.i .500 .500

mean 1 3.020 6.981 5.001
2 3.042 6.958 5. 000

std 1 1.737 1. 733 2.633
2 1. 778 1. 778 2.645

R, =

R, =

R

1.000 -.013 
1 . 0 0 0

1.000 -.013
1 . 0 0 0 *

1.000 .409 
1 . 0 0 0

loglinear analysis significant effects
main effects 
interactions

-

Table 11.2-11: Characteristics of POISSON data

and X2

P2

0 . 0 0 0

0 . 0 0 0

0 . 0 0 0

0 . 0 0 0
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11.3 Summary

The real and artificial datasets illustrated in sections
11.1 and 11.2 exhibit a wide range of characteristics of 

predictors (dichotomous, nominal, ordinal), dependent 
population membership variable (2 populations, 3 and more 
populations, ordered populations), interactive effects in 
the predictor variables (none, some, all significant as in 
the case of the MA4353 series), prior structure (equal 
priors, unequal, populations with very small priors), 
number of discrete states (few, many) and sample size 
(small, medium, large). Together with the selection rule to 
be developed in chapter 12 and in conjunction with the 
analyses in chapters 13 to 15 this material provides a 
variety of typical examples that researchers may consult 
when seeking a solution to a particular problem. It must, 
however, be emphasised at this point that the discriminant 
ultimately chosen for a new discriminant problem will 
largely depend on the individual situation. The chances of 
hitting on a data set with identical characteristics to any 
of the ones in this chapter are of course remote. Instead 
the given examples are intended to illustrate the selection 
process and thus to suggest solutions to a particular 
problem. For this purpose the range of characteristics of 
discrete datasets is considered to be adequately 
representative.
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Chapter 12 - Construction of selection rules

In section 12.1 the 5 key factors that determine choice of 
procedure are identified: data, demands, constraints, model 
and skill or experience. These are discussed in detail and 
the section ends with a brief summary of the major 
considerations. Of the 5 factors 2 stand out: sample size 
and prior knowledge about the underlying distributions. 
These 2 factors lend themselves more readily to 
formalisation. They are discussed separately in section 
12.2. Frequently the technical requirements will allow 

execution of a discriminant procedure although there may be 
little theoretical justification for doing so. The near to 
ubiquitous use of the linear discriminant (chapter 4) for 
many non-normal situations is a case in point. In section
12.3 the implications of theoretical admissibility and 
technical admissibility are contrasted. A catalogue of 
procedures is developed in terms of either form of
admissibility. In section 12.4 the different performance 
criteria are summarised and placed in the context of the 
iterative process of procedure selection. Section 12.5 
addresses the important question of when it may be
advisable not to perform a discriminant analysis. Instead a 
compromise of selective discrimination is proposed. This is 
illustrated by means of a real data example. In section
12.6 the selection tree for choice of optimal discriminant 

procedures is developed. The suggested selection tree is 
contrasted with other formal, classical and economical 
approaches to procedure selection. The final tree also
includes subtrees for the choice of density estimation and 
crossvalidation techniques.

12.1 Determinants of procedure choice

The fact that while on one hand there is evidently an
abundance of procedures for discriminant analysis (see 
chapter 4) but on the other hand little comprehensive 
guidance about how to select any one in a particular
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situation (see chapter 3) begs the question as to what has 
so far guided choice. What are the key considerations that
lead eventually to selection of a procedure believed
optimal in some sense ?

Five major factors of particular relevance to discrete data
situations may be identified in figure 12.1-1.

m odel

data

constraints

demands skill/experience

Procedure
selection

Figure 12.1-1: Determinants of procedure choice

Figure 12.1-1 shows five factors influencing choice of 
discriminant procedure: (1) amount of data available, i.e., 
sample size and number of groups, (2) demands placed on the 
discriminant, i.e., precision, reliability and 
misallocation costs, (3) general constraints such as CPU 
time, ease of application and availability of procedure, 
(4) model information, i.e. prior information about the 
statistical distribution of the data and (5) individual 
skill and experience of the user in applying the procedure, 
e.g. setting of initial parameter values and ability of 
comprehension. These key determinants of procedure choice 
are discussed in the following.
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12.1.1 Data

The sample size available Is critical as generally the
requirements for crossvalidation vary inversely with the 
sample size. Larger samples will allow differentiation 
between more complex models as these typically have more 
parameters which need estimation. Also stability of
estimates is dependent on sample size. On the other hand 
the gains from a given sample size will be balanced by the 
number of populations among which discrimination is to be 
carried out.

There is no hard and fast rule as to how large a sample 
needs to be in order to support adequate estimation of 
model M, say, nor is there a simple rule of thumb for 
saying how large a sample must be such that a given
discriminant procedure P may be conducted.

Next the nature of variables themselves is important. Some 
discriminant procedures are specifically designed for
multivariate binary data such as the parametric Bahadur 
expansions (see chapter 4 section 1), others for discrete 
data with small cell frequencies such as the non- 
parametric procedure based on Hills' concept of optimal 
interpopulation distance measures (see chapter 6 section 
1). Specifically number of populations, type of variable 
(dichotomous, nominal, ordinal) and the number of 
categories per variable will be important indicators for 
the suitability of a given discriminant.

Other aspects of the data factor are missing observations 
and ease with which further observations may be obtained. A 
full treatment of missing data estimation has been excluded 
from the present thesis for reasons given in chapter 3. For 
completeness, however, it is mentioned at this point. The 
relevance of missing data on procedure selection is seen 
immediately from the fact that some newer procedures 
explicitly allow for missing data while others generally 
leave handling of missing data to the experience or skill
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of the user. The recursive partitioning procedures (chapter 
4) for instance enable the user to specify a missing 
observation for discrete data by simply treating it as if 
it were another value of the variable.

It is perhaps an inherent desire for perfection that will 
let any dataset ultimately appear insufficient, no matter 
how large. Thus a researcher or routine user of 
discriminant analysis will generally want larger samples. 
Some data may be cheap to obtain whilst other data may have 
involved much preparation such as the information gathered 
in the process of developing a new treatment for a 
particular disease. In such a situation it may well be 
reasonable to opt for a limited choice of procedures. This 
has the benefit of rapid and less costly results compared 
with obtaining possibly more reliable discriminants at 
higher costs and perhaps even at the price of not being of 
benefit any more to the patients because of delayed 
results.

12.1.2 Demands

The purpose of constructing a discriminant varies with the 
demands placed on it. One may require stable estimates of 
the misallocation error or alternatively minimum errors. 
Further one may wish costs of misallocation minimised. The 
resultant discriminant rule may also be required to be 
interpretable in the sense that classification trees allow 
for instance.

Choice of procedure will depend on the purpose for which it 
is to be used. Commonly (i) analysis of underlying 
structure among the variables and (ii) prediction for the 
purpose of allocation of future observations are 
distinguished. The former (i) concerns identification of 
the vital variables assumed to account mainly for 
differences between populations and is largely synonymous 
with selection of variables. Structural analysis also
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concerns interrelations among the predictor variables. When 
(ii) prediction, on the other hand, is the dominant aim, a 
demand for minimum misallocation errors, minimum variance 
of estimated misallocation errors or a maximum of
interpopulation distance measures suitably defined will 
have priority. A procedure optimally satisfying purpose (i) 
need not necessarily be optimally suited to satisfy purpose 
(ii).

12.1.3 Constraints

Sometimes there will be insufficient CPU time available or 
a lack of experience or skill in applying the procedures. 
Pragmatic considerations may require a quick yet easy to 
use and cheap procedure at the cost of perhaps poorer
performance. Some procedures, particularly the iterative 
ones, such as recursive partitioning and neural network
based discriminant analysis, but also, to a lesser extent,
kernel and nearest neighbour density estimation based 
procedures, can be extremely computer intensive. They 
require not only considerable CPU time but may also be 
demanding on the much slower machine dependent input-output 
processes. In addition when the focus is on crossvalidation 
for the sake of reliability in performance criteria, the 
computing costs rise for all procedures. This is especially 
noticeable when bootstrap methods (see chapter 7) are 
used40.

Another aspect of constraints limiting procedure choice is 
the ease with which a given procedure may be implemented. 
Classical procedures such as the linear discriminant or the 
logistic are commonly integrated into statistical packages

Some procedures such as kernel density estimation based 
discriminant analysis require certain parameters to be
already derived at the estimation stage using bootstrap
methods. In this case bootstrap induced computer time is
further increased.
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that frequently enable direct generation of results, 
including a variety of density estimation and 
crossvalidation options.

These built-in procedures have the advantage that, as they 
are part of the whole statistical package, the problem of 
data maintenance, i.e. adding, deleting and editing 
observations poses little difficulty. Packages use standard 
dataset formats and frequently offer a variety of 
transformations to and from other packages. They may also 
allow fixed and free formatted input of raw data. Regarding 
running the procedures, modern packages again prove 
superior because of their multiple window front ends. The 
user can edit procedure specifications in one window, 
monitor the progress in a log window, and - often 
simultaneously - inspect the results in a third one. Less 
common procedures such as the recursive partitioning ones 
like FACT or CART have not yet been routinely integrated 
into standard packages.

Other procedures such as Dillon and Goldstein's 
distributional distance (1978) or even the simple centroid 
procedure have been described in the literature making the 
algorithm clear. However, the implementation, as in this 
case, is frequently left to the user because these 
procedures are not integrated into standard statistical 
software packages. This poses two problems: either the
procedure is compiled using a high level language such as 
the PL/1 clone in SAS, which is a simple task but yields 
slow execution, or a lower level language such as FORTRAN 
is used thus giving much faster execution speed41.

As stand-alone programs they all have their individual file 
handling, data management and program execution 
peculiarities. In addition not all programs run under 
popular user front ends such as Microsoft Windows. PACT

This option was used to achieve faster execution for the 
extensive comparative analyses.
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(Shih, 1994), the sequel to FACT, even has Its own memory 
manager, a so called DOS Extender. The above clearly shows 
the considerable range of user-friendliness and is an 
indication of the relevance of the constraints factor for 
choice of procedure.

12.1.4 Model

Prior information about the statistical distribution 
underlying the observed data is vital. When such 
information is available choice of procedure can be 
considerably enhanced. Information about the data consists 
of such aspects as information about the prior 
probabilities of population membership and - in the 
parametric situation - information about the distribution 
of the independent variables and the actual model 
information. In the case of mixture sampling generally the 
priors, if unknown, may be estimated from the sample. In 
the case of separate sampling, independent information is 
required. Information about the statistical distributions 
concerns class of variables (discrete, ordinal or 
continuous), type of distribution (normal, Poisson, 
negative binomial, etc.) and, if known, information on any 
relevant distributional parameters. If the type of 
distribution is unknown a nonparametric procedure may be 
indicated.

12.1.5 Skill and experience

Last but not least important is the individual user's 
experience with a given procedure. Judicious selection of 
appropriate starting values for some of the iterative 
procedures such as artificial neural nets (see chapter 4) 
is needed. Skill and experience in application is also 
needed for detecting important features in the data, 
particularly interactions, and modelling them 
appropriately. The user's skill will depend on experience
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in the application of discriminant procedures and on 
professional background; i.e. on whether he/she is a 
frequent or an occasional user. In this context it is 
perhaps useful to point out one of the difficulties in 
conducting so called meta-analyses of published research 
reports. Assume that several reports containing results 
from discriminant analysis are to be summarised. A 
spontaneous response might be to average reported 
misallocation errors. A possible refinement might be to 
weight individual reported errors by sample size as in 
meta-analyses. The problem of prediction of premature
deliveries is a good example of this situation. The review 
of studies on prediction of premature deliveries conducted 
by Shino and Klebanoff (1993) reports positive predictive 
values ranging from 10% to 30%. Such a wide range may be 
partly due to differences in skill and experience between 
individual researchers and not entirely due to real
differences between samples.

12.1.6 Summary

Figure 12.1-2 summarises the above points. For each major 
factor influencing choice related aspects are shown. Their 
order of appearance indicates relative importance. Of 
course the boundaries between the above five key 
determinants of procedure selection (data, demands,
constraints, model, skill/experience) are not quite as 
sharp as may appear from figures 12.1-1 and 12.1-2. 
Consider a user who wishes to regularly extract only a few 
standard performance statistics. If presented with good 
information about the data such that he/she can be always 
sure that the observed feature data X± is distributed 
according to some known distribution F’i(X) with parameter 
vector and prior probabilities n± then such a user will 
be relieved of additional model selection tasks. 
Conversely, a skilled and experienced statistician may well 
be able to extract missing distributional information from
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a given sample and thus skill and experience make up for 
lack of model information.

sample size-----
of generation—  

nature of variables —  
missing data----

 ̂ demands

data

—  lov.' error* ^
•hnvbias 
■ high precision 
separatum 
stable errors 
prediction 
structural analysis 
selection of (vital) variables >

model

Procedure
selection

\

—  type oftuar
—  assessments interpretation 
of comparative studies in lit. 
(meta analyses)

skill/experience

-CPU tune/money 
— case of application of prog.

constraints

—information oboutpopn. priors 
— info about data type (discrete/cont.)
— nature of dirtrbn. (parametric/non-pora) 
— value of parameter*

Figure 12.1-2: Detailed selection factors

12.2 The "information - sample size" dimension

To a certain extent some of the factors mentioned above 
need to be balanced such as demands and constraints. Others 
may synergise such as skill/experience, data and model. To 
demonstrate the effects on scope of procedure choice 
consider first a not uncommon supposition of unconstrained 
resources, a high level of skill, experience and high 
demands. Next assume degree of prior model information and 
sample size to vary independently. This scenario is 
depicted in figure 12.2-1 which shows scope of procedure 
choice given prior information. The range of procedures one 
may wish to select from varies with sample size and prior 
knowledge about the distribution of the data. When neither
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data nor any information about its distribution are 
available no procedure can be selected. When on the other 
hand infinite data and maximum information is available the 
optimal procedure may be selected with certainty. Between 
these two (unrealistic) extremes a rich variety of 
selection options exists. Generally when sample size is 
large yet data information is scant one would opt for more 
robust procedures. If however, sample size is small yet 
considerable information about the underlying distribution 
is available more specific procedures may be chosen. In the 
ideal situation - remembering that skill, constraints and 
demand are held constant - sufficient data and 
comprehensive prior information would be available. Choice 
of procedure should be an easy task.

max

Wfy'many
ijIjWiwif**

distributional
information

specific /
, ^robust

Figure 12.2-1: Scope of procedure choice

In practical situations these conditions are rarely 
satisfied. Perfect information would allow immediate 
construction of the discriminant rule and infinite sample 
size would give maximum precision (Var (e) = 0). Commonly
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some prior model information is available as well as data 
of size n = Zn±. In discrete discriminant analysis 
frequently the feature variables -Xijk/ ( i=l,. . . , g; 
j=l,...,nL; k=lf...,q), are bounded i.e.,

2 , , lik] where lik is the number of discrete
levels of ^ik.

Thus often a multinomial data model may be assumed, yet
information is incomplete as the parameters of its marginal
distributions still require estimation. Further there will 
rarely be any useful prior information on the interactive 
structure of the data. If only few data points are 
available for the estimation process this will imply merely 
basic models while large sample sizes allow estimation of 
more complex models. The factors model and sample size are 
thus seen to interact: given sufficient sample size
additional model information may be gleaned by inspecting 
the data in support of various models. Obviously, the less 
data there is - in absence of complete model information - 
the fewer models there will be to choose from which leads 
ultimately to the degenerate case of "no data =* no model 
no discriminant" (figure 12.2-1).

It is important to realise that with few data samples and 
little information about data no useful discriminants may 
be reliably selected. An ideal situation would exist if 
perfect distributional information were available. In this 
case we have the exact population specific distribution 
functions, the exact values of their respective parameters 
and exact values for the prior probabilities of population 
membership. From these quantities the posteriors may be 
derived directly. Thus an optimal parametric discriminant 
rule may be found even in the absence of any training data. 
In practical situations however total information is not 
available. On the other hand assuming large sample sizes 
and no distributional information we have the classical 
scenario for nonparametric discriminant analysis. An 
optimal procedure must be searched for. This requires 
estimation of the density from the sample data by
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nonparametric methods and, because of large sample sizes 
these estimates will tend to be good.

Both these extreme situations are in practice never 
attained. Generally some data are at hand while information 
about underlying distributions may not always be available. 
Figure 12.2-1 shows examples of a few typical situations 
in an information by sample size plane. The upper left and 
lower right corners of the plane are never reached. 
Instead, depending on whether more information is available 
or whether more data samples are given the optimal 
procedure can be approached either by going from few to 
more predominantly specialised discriminant procedures 
(upper curve) or by going from few to more predominantly 
robust discriminant procedures (lower curve).

In figure 12.2-1 the joint effect of two of the five 
determinants of choice, theoretical and empirical 
information, are illustrated. Theoretical information 
pertaining to the distribution of the data comprises

12.3 Technical and theoretical admissibility

(1) a probability model for the distribution of Xif
i.e. Pr{X=x|n±}/

(2) (estimates of) prior probabilities ^i=Pr{Xeni}/
(3) specification of the cumulative distribution

x

(4) (estimates of) relevant parameters for P(x).
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Empirical information pertaining to the quality of the data 
comprises

(1) sample size in terms of number of available 
observations,

(2) presence of missing observations,
(3) availability of correctly labelled objects in the 

sense of supervised learning and
(4) type of sampling frame, i.e. separate versus 

mixture sampling.

The theoretical and empirical information listed above also 
applies to continuous discriminant analysis. For 
completeness the empirical information also includes 
missing data and labelling of objects. As pointed out in 
chapter 3 these aspects were deliberately excluded such 
that complete and correctly labelled data are assumed. 
Similarly separate sampling frames are assumed for reasons 
given in chapter 10. Theoretical and empirical 
considerations alone will generally point to a likely 
initial candidate for a suitable procedure. Crucial for the 
selection however is its performance. The relationship 
between these three determinants of choice is discussed 
further in section 12.6. Theoretical and empirical 
information are seen as initial inputs to the selection 
process while performance is secondary as it follows 
execution of a given procedure. Performance evaluation is 
vital as it modifies future selections and thus is seen as 
a central feature in the iterative process of procedure 
selection (see section 12.6).

The relevance of theoretical and technical admissibility 
for the selection process may be demonstrated by compiling 
a catalogue of procedures and mapping admissibility regions 
onto a plane defined by type of predictor and type of 
response. This plane is given in terms of the dimensions of 
order of independent variable (i.e. dichotomous through to 
continuous) and order of response (i.e. dichotomous through
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to ordinal). Essentially the same ordering is adopted as 
for tabulating the datasets in chapter 11. Figures 12.3-1 
and 12.3-2 show respective regions of admissibility for 
eight classes of discriminant procedure (linear/quadratic 
discriminant function, logistic, Bahadur, Lancaster, Hills 
distance, distributional distance, centroid, and 
CART/FACT). In all diagrams the response is plotted
vertically and the predictor is plotted horizontally.

Linear/quadratic disc. fctn. Logistic

Bahadur Lancaster

ordinal

nominal

dichot

Predictor y

I theoretically 
applicable

continnominal ordinaldichot

technically i-----1 *ot
applicable I___ I applicable

Figure 12.3-1: Catalogue of admissibility regions
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The linear and quadratic discriminants require multivariate 
normal distributions yet they have proved to be widely 
applicable due to their robustness to departures from the 
distributional assumptions. In standard applications 
ordinal responses are treated as nominal (Anderson, 1984). 
The logistic model - probably the most widely used 
discriminant procedure for discrete data - stands out 
because its theoretical admissibility region is coincident 
with its technical admissibility region. The ordinal 
response is modelled by using cumulative logits while the 
additional information contained in ordinal predictor 
variables is utilised by directly entering the variables 
into the design matrix. The Bahadur allows the joint 
representation of dichotomous data directly in terms of 
means of and correlations between independent variables. 
Thus it is ideally suited for situations in which the data 
exhibits interactive structure. There is no special 
modelling of ordinal responses. Lancaster models are 
equivalent to Bahadur expansions except that they are not 
restricted to dichotomous predictor variables but can also 
be applied to nominal data. As with the Bahadur models 
however there is no special modelling of ordinal responses.
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Hills distance DLstnDutioiial distance

Centroid CART/FACT

Predictor y
dichot nominal ordinal continordinal

nominal

dichot

theoretically
explicable

technically ■----> not
applicableapplicable

Figure 12.3-2: Catalogue of admissibility regions

The interpopulation distance measure suggested by Hills 
(1967) can be extended to more than 3 populations (see 
chapter 10) and is therefore applicable to nominal 
responses in general. The distance measure is specifically 
designed to be sensitive to small changes in individual 
state probabilities. There is no special modelling of 
ordinal responses. Goldstein and Dillon (1978) developed 
the generalised distance rule only for a dichotomous 
response. It is specifically designed for discrete data 
represented in state matrix notation. The centroid
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procedure is easy to apply to any type of predictor 
variable. Again there is no special modelling of ordinal 
responses. Recursive partitioning procedures are 
nonparametric and make no assumptions about the data 
distribution. It suffices to simply specify the class of 
variable. Therefore theoretical and technical admissibility 
regions coincide.

Because theoretical admissibility necessarily requires 
technical admissibility the region where a procedure "ought 
to be applied" is always a genuine subset of the region 
where it "could be applied". Looking through the figures
12.3-1 and 12.3-2 one may read table 12.3-1 directly off 

the graphs. Another way of jointly presenting the 
information in a single 3-dimensional diagram is shown in 
figure 12.3-3 for technical admissibility and figure
12.3-2 for theoretical admissibility. Comparison between 

those figures shows immediately the much larger domain for 
technical admissibility.
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max admissibility region
procedure variable technical theoretical

distributional
distance

response
predictor

dichotomous
ordinal

dichotomous
dichotomous

Bahadur response
predictor

ordinal
dichotomous

nominal
dichotomous

Lancaster response
predictor

ordinal
ordinal

nominal
nominal,

Hills
distance

response'
predictor

ordinal
ordinal

nominal
nominal

Centroid response
predictor

ordinal
continuous

nominal
continuous

recursive
partitioning

CART/FACT/CHAID
response
predictor

ordinal
continuous

ordinal
continuous

logistic response
predictor

ordinal
ordinal

ordinal
ordinal

linear/quadratic 
discriminant 

function
response
predictor

ordinal
continuous

nominal 
only continuous

Table 12.3-1. Summary of admissibility regions

Table 12.3-1 shows maximum technical and theoretical 
admissibility regions of discriminant procedures for 
response and predictor variable. The theoretical 
admissibility region necessarily is always a genuine subset 
of the technical admissibility region.
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G oldstein & Dillon

Bahadur 
L ancas te r ' 
H ills ;

Lin/Quad Disc Func 
Centroid 
CART/FACT 
Logistic

Figure 12.3-3: Technical admissibility

Figure 12.3-3 shows regions of technical admissibility 
presented jointly for 8  discriminant procedures. All except 
the Bahadur procedure may be used in situations where the 
response variable Y is ordinal. The Bahadur is also very 
stringent as it is further restricted to dichotomous 
independent variables.
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Goldstein & Dillon

Lin/Quad Disc Func 
Centroid 
CART/FACT 
Logistic

Figure 12.3-4: Theoretical admissibility

Figure 12.3-4 shows regions of theoretical admissibility 
presented jointly for 8  discriminant procedures. This is 
clearly a subset of the admissibility regions shown in 
figure 12.3-3. Only 2 procedures allow specific modelling 
of ordinal responses. The linear discriminant although 
widely applied is theoretically only admissible for 
continuous data.

Figures 12.3-3 and 12.3-4 show regions of technical and 
theoretical admissibility for all eight procedure classes 
jointly in one diagram. The comparison immediately reveals 
the drastic reduction in range when only theoretical 
admissibility is considered. The limited range of
theoretical admissibility for the classical
linear/quadratic procedure is due to the stipulation of 
normality and its implicit continuous data structure. This 
example shows how relative the demands for a purist
approach to the discriminant problem can be. Therefore when
dealing with selection of a suitable procedure the option
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of choosing technically applicable yet theoretically 
inappropriate procedures must be clear from the start.

12.4 Aspects of performance

As indicated in 12.3 performance follows initial selection 
on the basis of model information and information on the 
data. From chapter 7 on performance evaluation it was seen 
that four aspects may be distinguished: (1) error rates or
equivalently hit rates, (2) separation between the 
populations, (3) bias reduction and (4) reliability. These 
demands outlined in section 12.1.2 break down further as 
follows:

(1) misallocation errors or hit rates

the "classical" counting based estimates 
such as £countin9
posterior probability based estimates such 
as £ posterior (Hora and Wilcox, 198 2 )  and 
ALS or AQS (Titterington et al, 1981)

smoothed error rate estimates such as Glick 
(1976)

(2) separation measures

based on distances such as
"classical" Mahabanobis distance D2 
standard Euclidean metric 
interpopulation distance measure of 
Hills (1967) & modified by Lack in the 
context of the present research 
Goldstein and Dillon's (1984) 
generalised distributional distance 
based on Matusita's (1955) population 
distance
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based on functions of posterior 
heterogeneity such as

classical direct n criterion (Lack) 
indirect 17 criterion using pseudo 
posteriors (Lack)

(3) bias reduction or (cross)validation methods

hold-out, or separate training and test sets
leave-one-out (Lachenbruch, 1975)
resubstitution
hold-v-out, where 1 < v < n

conditional bootstrap
unconditional bootstrap

(4) reliability measures

receiver operating characteristics (ROC) eg 
Cole et al (1991)
DT score of Titterington (1981)
constant thresholding of posteriors as 
implemented for instance in PROC DISCRIM of 
SAS version 6.3
variable thresholding for 3 or more groups 
(Lack) as formulated in chapter 9

The above list demonstrates the breadth of tools available 
for performance assessment. Figure 12.4-1 shows the major 
role played by performance evaluation in the iterative 
phase of the selection process.
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theoretical
information

empirical
information

execution of 
procedure

performance
criteria

Figure 12.4-1: Iterative selection process

Figure 12.4-1 shows theoretical and empirical information 
guide choice initially. Subsequently a major role is played 
by performance evaluation. The feedback on the choice stage 
is seen as an iterative process.

Guides to selection of optimal rules, therefore, will have 
to not only prescribe the first phase in figure 12.4-1, 
i.e. choice on basis of empirical and theoretical 
information, but also indicate appropriate criteria for 
performance evaluation in the iterative second phase.

12.5 Selective discrimination

Before moving on to construction of the final tree
selection, the issue of when not to perform discriminant 
analysis needs addressing. It is not uncommon that 
discriminants urgently required for crucial problems show 
little promise of reasonably low misallocation rates. One
of the examples in chapter 2 illustrated the dilemma faced
when the distributions of different populations overlap to 
a considerable extent. A typical example of data with large 
overlap, and thus poor predictive power occurs in the
prediction of preterm delivery. Two classes of influencing 
factors may be distinguished: medical and psychosocial. The 
non-medical determinants of early birth onset are not all
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clearly defined and measurable. Medical factors believed 
associated are:

- previous preterm delivery
- previous history of abortions
- previous perinatal death
- past birth complications
- previous caesarean section
- past uterine surgery
- short interpregnancy interval
- bleeding in third trimester
- placental rupture
- placental insufficiency
- premature labour
- anaemia
- hypertension
- hypotension

Psychosocial factors believed associated with preterm 
delivery are:

- reported difficulty in coping with a job while 
pregnant

- living without a supporting spouse
- lower socioeconomic status
- consumption of more than 1 0  cigarettes per day
- stress and tension arising within the family
- stress and tension arising at work

The data presented is extracted from routinely gathered 
information in the Bavarian perinatal survey (Bayerische 
Perinatalerhebung, BPE)42. The items listed below are a

42 Preliminary 
predictors can
recently published
Perinatal Survey,

analyses 
be found

in the
BPE, by

investigating
for

annual
Lack

premature
report

whether 
deliveries 

on the

useful
were

Bavarian

relates to 112246 singleton
1993. The main findings indicate
ratios suggesting that prediction
is prone to errors.

(1994). The data analyzed
Bavarian deliveries during

comparatively small odds
of premature deliveries
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subset of the standard data form completed for every birth. 
The data presented in table 12.5-1 relates to singleton 
pregnancies with the dependent variable premature birth 
defined as gestational ages less than 37 completed weeks of 
pregnancy. In the analysis up to 17 different medical 
factors and 8  different psychosocial factors were 
considered. To reduce the number of cells to a useful 
amount two variables were derived: counts of number of
psychosocial factors and number of medical factors recorded 
at birth. These counts were further given ceilings of 2 and 
3 respectively. Inspection of the table shows that mature 
births dominate every one of the 12 possible cells. The 
proportion of premature births is always lower than that of 
mature deliveries in all cells. This is largely accounted 
for by the low prevalence of about 7 percent. This is a 
realistic example in as much as factors considered relevant 
reveal little predictive potential even when considered 
jointly. The predictors are however not completely useless 
as the last column shows. The probability of premature 
delivery increases with the number of reported factors.

no of 
psychosoc 
factors

no of 
medical 
factors

prem
births

mature
births

joint
density

probability 
of prem 
birth

0 0 186 5142 0.530 3.5
0 1 161 1183 0.134 1 2 . 0

0 2 48 198 0.024 19.5
0 3 2 2 52 0.007 29. 7
1 0 58 1815 0.186 3.1
1 1 6 6 449 0.051 1 2 . 8

1 2 24 81 0 . 0 1 0 22.9
1 3 6 15 0 . 0 0 2 28. 6

2 0 25 388 0.041 6 . 1

2 1 2 1 74 0.009 2 2 . 1

2 2 2 18 0 . 0 0 2 1 0 . 0

2 3 5 8 0 . 0 0 1 38.5i 624 9423 1 . 0 0 0

Table 12.5-1: Prediction of preterm delivery

Table 12.5-1 shows a contingency table of the number of 
premature and mature deliveries by number of medical and
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psychosocial factors believed causally related to premature 
delivery. The penultimate column shows joint density 
estimates for both populations43. The final column gives the 
probability of premature birth computed from the raw cell 
counts44. This increases with number of recorded factors 
from 3.5% for no factors present to 33.5% for the maximum 
number of factors present.

It would be of considerable value for the maternal and 
child health services if a reasonable predictor of 
premature delivery were available. With it health care 
resources could be more efficiently allocated while 
expenses required for the care of children with handicaps 
resulting from premature birth could be lowered. Perinatal 
traumas and postnatal defects could be reduced. But 
inspection of the data in table 12.5-1 reveals that for 
the majority of observations there is little to choose from 
among all possible discriminants. The probabilities of 
premature delivery increase to sizes that may be of use in 
practical settings only towards the tails of the joint 
distributions for groups ^  and n2. This relationship is 
illustrated in figure 12.5-1 where the last column of 
table 12.5-1 has been plotted against the last column but 
one.

43 E.g. {186 + 5142) / (624 + 9423) = 0.530
44 E.g. 186 / (186*5142) * 100 = 3.5 %.
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Figure 12.5-1: Probability of premature birth

The example illustrates the problem of deciding when 
discrimination analysis is sensible and when it should 
better not be performed. A natural answer would be to 
refrain from discriminant analysis when the performance is 
expected to be low. However such a criterion will not 
suffice for all selections as shown above. In these
situations it may prove useful to concentrate on only part 
of the data.

The idea behind such selective discrimination is 
essentially pragmatic and consists in restricting
prediction only to a selected subsample of the population 
where the feature vectors are extreme enough to support 
reasonable results. By doing this at least some of the more 
extreme cases of prematurity may be identified with 
acceptable specificity. Selective discrimination of course 
raises the question of where to segment off the data one
wishes to use and once it has been segmented off again the
question will be how to select the optimal procedure. This 
problem will not be pursued because the segmentation will 
always have to take into account issues particular to the
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problem. For Instance In the present example the costs 
Incurred by following up false positives will be of major 
concern leading to a reduced sample. On the other hand the 
gain to be expected from intervention in the true positive 
group will be an argument for increasing the sample size.

12.6 Choice using a selection tree

The requirement stated at the end of section 12.4 that 
guides to selection should also suggest appropriate 
performance criteria for evaluation, highlights the dilemma 
of choice: performance criteria are both crucial
determinants of the selection process and also a yardstick 
for procedure evaluation.

An example may illustrate this further. One may obtain 
higher hit rates with discriminant procedure P but this may 
be of little use if the demands (see figure 12.1-2) 
require a greater emphasis on reliability or low variance. 
To put it pointedly: "all desirable qualities may be
correlated to a certain extent but will rarely coincide". 
Once choice has fallen on a particular performance 
criterion, say, the selection process simplifies (figure
12.6-1).

theoretical
information

empirical
information

execution of 
procedure

Figure 12.6-1: Simplified selection process
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Figure 12.6-1 shows a simplified selection process with a 
fixed performance criterion say. The iterative second 
stage in the selection process still remains but is 
substantially simplified and therefore faster.

The difference between figures 12.4-1 and 12.6-1 is that 
the former gives an overview of all possible determinants 
of choice while the latter demonstrates a common paradigm 
used when the question about the type of performance 
criterion has been settled. This points to a crucial stage 
in the selection process, namely deciding, preferably at an 
early stage, on the yardstick by which performance should 
be assessed - and then sticking to it ideally. Consequently 
priority should be given to answering the question "What do 
I want the discriminant for ? What do I want it to do 
well ?" Clearly committing oneself to a simple performance 
criterion will lead to more narrowly defined situations.

To illustrate the joint effect of theoretical information, 
information about the data and calculated values of 
performance criteria consider the following hypothetical 
situation. Prior information suggests in advance that a 
given dataset is distributed according to a 3rd order 
Bahadur expansion, i.e. the sample consists of multivariate 
binary observations x whose distribution function F(x) is 
characterised by interactions between up to three variables 
at a time. However, if the sample size is small (eg n = 40 
observations) one will stand little chance of finding a 
reliable discriminant based on the third order Bahadur 
model. The sample is too small to provide stable estimates 
for the means and correlations. It is well known that in 
such situations the linear discriminant by requiring fewer 
parameters and by virtue of its general robustness, will 
provide quite adequate results (McLachlan, 1992). The third 
order Bahadur model is theoretically applicable given the 
prior distributional information. Considering the small 
sample size, however, it is advantageous in the example to 
use the .technically applicable linear discriminant. The 
fact that theoretically inappropriate procedures may lead
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to more favourable performance than the "proper" procedure 
has been lucidly shown two decades ago by Victor (1976) 
(see chapter 7).

Traditionally choice of discriminant procedure assumes 
distributional information is available and therefore 
begins with parameter estimation of the conditional 
distributions for a given model. This approach contrasts 
with a more formal and general approach where, in the 
absence of such information, the entire range of available 
procedures is inspected for technical admissibility. The 
next stage of the formal approach consists of narrowing the 
choice down on the basis of further data characteristics. 
In the last stage selection is made on the basis of 
performance of the discriminant rule. These different 
approaches are illustrated in figure 12.6-2.
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Figure 12.6-2: "Classical" versus formal selection

Figure 12.6-2 contrasts the classical and the formal 
procedure selection paradigm. The classical selection 
approach in which the data model is assumed to be known is 
based entirely on theoretical considerations. In the above 
hypothetical example assume that background information 
about a data sample and its underlying distribution suggest 
initially a Bahadur model (BAH in the diagram). Further 
information suggests a third order model (BH3). The formal 
approach by contrast initially admits all procedures, then 
narrows choice down to either a logistic or Bahadur model 
of order 2  and finally homes in on the logistic because of 
a lower error rate. Pragmatic considerations on the other 
hand may lead to an entirely different model, in this case 
the linear discriminant function which is robust and 
readily available in most statistical packages.
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Figure 12.6-3: Procedure selection tree

Figure 12.6-3 summarises the complete selection tree for 
choice of discriminant procedure for discrete data 
situations. Numbers in the figure are referred to in the 
text.

The tree begins at the top where a catalogue of procedures 
in terms of theoretical and technical admissibility is 
inspected like a checklist in an almost mechanical sense 
(1). Initial procedure selection is carried out in two 
stages. First technical applicability is checked, then
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theoretical and empirical considerations narrow choice down 
further. The latter is done by looking at four aspects in 
turn: theory and model information, sample size, inspection 
for possible interactions and metric of the data. In the 
case of initial choice of a direct procedure a technique 
for density estimation has to be selected (2). This is 
represented by the sub-tree shown in figure 12.6-4 
illustrating options for parametric and nonparametric 
density estimation techniques.

multinomialparam etric
techniques,

bootstrapkernel

non-parametric techniques

distributions known distributions unknown

distributional information

Figure 12.6-4: Density estimation decision tree

The allocation rule is next computed according to the 
algorithm for the chosen procedure. The demands placed on 
the discriminant procedure will point to suitable 
performance criteria. Choice will be among the the error 
rate estimators ĉounting ancj eposterior as well as the 
criterion, n. In addition the empirical distribution of 
relative differences, f{z), and the threshold related 
performance curves, Q{z), will play a central role here. 
Estimation of these performance criteria will in turn 
require a suitable crossvalidation technique (3). 
Considerations for choice are shown in figure 12.6-5. The 
technicalities of estimation of performance criteria as
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well as the estimation of direct and indirect discriminant 
procedures are outlined in chapter 10, section 5. If the 
performance criteria meet the demands a chosen discriminant 
procedure may be accepted after the assessment stage (4). 
Otherwise the initial choice of procedure may be modified
(5) and the iterative process of procedure selection enters 
a second cycle. If all chosen discriminant procedures are 
so deficient that even the minimum acceptable performance 
is not met the question of selective discrimination 
(section 12.5) might be considered.

boot
strap

leave
1-out

leave
v-out

resubstit hold-out

"large"

hold-outresubstit

"medium"'small"

sample size

high BIAS low

Figure 12.6-5: Crossvalidation decision tree

The above decision tree shows possible choices of 
crossvalidation techniques for different sample sizes. With 
smaller sample sizes more intricate crossvalidation 
techniques are required to achieve low absolute bias 4 5 in 
the estimated performance criteria. In figure 12.6-5 the 
terms "small", "medium" and "large" are deliberately put in 
quotes as it is not possible to quantify sample sizes in

45 the sign of the bias will depend on which crossvalidation 
technique is used, e.g. resubstitution will lead to a
negative bias on error rates as if it produces optimistic 
estimates.
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absolute numbers. The consequences of various 
crossvalidation techniques on bias properties of 
performance criteria will ultimately also depend on 
structural characteristics of individual datasets. The 
above crossvalidation decision tree has been included in 
order to illustrate the general relationship between sample 
size and crossvalidation technique.

12.7 Conclusions

Five distinct factors determine choice of a discriminant 
procedure for discrete data: amount of data and number of 
groups, demands placed on the discriminant, cost and 
execution time constraints, model information and skill of 
the user applying a procedure. The demands placed on a 
discriminant play a central role in the selection process 
because the purposes for which a discriminant is wanted may 
differ. Characteristics such as low bias, high reliability, 
low variance or low error rates will frequently be given 
different priorities. These in turn will bear on selection. 
Assuming that skill and constraints factors may be 
neglected the initial starting point for procedure 
selection will be the theoretical model information and the 
technical data information. The selection "tree" includes a 
feedback loop that may be used after inspection of the 
first set of performance statistics. These may cover the 
whole range from ecountinĝ  eposterior and q to the
distribution f(x) and the performance curves, (P(T) - 
Employment of suitable density estimation and 
crossvalidation techniques are used to obtain low bias and 
stable allocation rules and thus reliable performance 
statistics. Choice of an optimal discriminant procedure for 
discrete data is thus seen to consist of three different 
aspects: (1 ) initial choice largely on theoretical and
technical grounds using a selection tree, (2 ) execution of 
the given discriminant procedure including density 
estimation and crossvalidation routines and (3) appraisal 
of the performance statistics. These three aspects are
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shown symbolically as sides of a cube respectively in 
anticlockwise direction in figure 12.7-1.

Figure 12.7-1: Aspects of procedure selection
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Chapter 13 - Analysis of performance criteria

Results are reviewed in six sections. Section 13.1 gives 
baseline information on hold-out based levels of the three 
performance criteria ecounting^ ePosterior ancj j-7 . Section
13.2 analyses variability of performance criteria averaged 

over datasets and discriminant procedure. Analyses of 
precision of the estimators are given in section 13.3. 
Analyses of bias appear in section 13.4. Section 13.5 
gives results on performance as a function of discreteness 
of the dataset. Section 13.6 gives results for the 
modification4 6 carried out on Goldstein and Dillon's 
distributional distance procedure.

Results for varying classification thresholds are treated 
in chapter 14 and consequences for procedure selection - 
though related to performance criteria - are dealt with 
separately in chapter 15. Comprehensive results are listed 
separately in the appendices A to G. Chapters 13 and 14 
contain only selected extracts of the complete tables as 
well as summary statistics required for a general appraisal 
of the results.

13.1 Baseline hold-out performance

The tables in appendix A show comprehensive results for the 
misallocation errors, ecounting ancj £posterior a n < 3  the 
criterion, n, under 50 percent hold-out crossvalidation by 
dataset and discriminant procedure. The following tables
13.1-1, 13.1-2 and 13.1-3 are extracts of these tables

showing baseline hold-out performance. They show estimates 
of performance criteria for all of the real datasets as 
well as for some of the artificial datasets. These datasets 
are listed in chapter 1 1  and are available in full detail 
from the author. The datasets are further divided into real

ACL See chapter 10, section 2.
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and artificial data type and also classified by predominant 
level of predictor variable.

The artificial datasets with dichotomous predictors consist 
of the dataset given by Dillon and Goldstein (1978) for 
demonstrating the distributional distance procedure as well 
as the MA4353 series of 10 samples generated by using the 
Bahadur expansion (chapters 4 and 10). The artificial data 
with polytomous predictors consist of the BANANA dataset 
designed to illustrate the need for curvilinear separation 
lines, the INTERAC1 dataset designed to show the relevance 
of interactions for procedure selection and a sequence of 
datasets generated by discretising samples from the normal 
distribution (NORMAL11 to NORMAL17) designed to inspect the 
robustness of the linear discriminant function.

Discriminant procedures are grouped into direct and 
indirect classes. The hold-out crossvalidated performance 
criteria were calculated by averaging over 1 0 0  

replications. This was done by dividing the original 
dataset into equal sized training and test datasets 1 0 0  

times thus giving 1 0 0  estimates of hold-out performance. 
The Bahadur procedures were applied only to the dichotomous 
datasets due to technical admissibility. The logistic 
procedure was not calculated for the polytomous data 
response sets with 4 or more groups because it was 
programmed for analysis of data involving up to at most 3 
populations (chapter 10). An extension is straightforward 
(chapter 4). The distributional distance procedure DD2 with 
the modification suggested in chapter 10 was not applied to 
the sequence of artificial data with dichotomous 
predictors47.

47 Further results comparing the DD1 and the DD2 procedures 
are given in section 13.6.
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expectation of hold-out 
based estimates of 
errlcnunting)

procedure class
direct indirect

discrininant discrininant
bhl bhZ bh3 ker ldf igi nit cen ddl ddZ dhl

type pred data
real dichot. BREAST B.34B 0.341 8.340 0.343 0.341 0.354 0.344 0.353 0.344 8.343 0.360

CESAR4 0.123 0.124 0.123 0.135 0.134 0.146 0.127 0.136 0.140 0.139 0.140
GRADE 0.248 0.245 0.248 0.253 0.253 0.053 0.293 0.520 0.368 0.567 0.59?
LIZARD 0.111 0.113 0.114 0.126 0.111 0.140 0.113 0.141 0.109 - 0.169
UIRGIH 0.208 0.287 8.209 0.204 0.289 0.220 0.210 8.205 0.204 0.29? 0.284

polyton. CHD - - - 0.869 0.069 - 0.069 0.348 8.278 8.322 0.518
COLLEGE - - - 0.201 0.208 - 0.203 0.274 0.215 0.215 0.234
CREDIT - - - 0.280 8.252 0.257 0.292 0.302 0.206 0.200 0.410
EDUC - - - 0.311 0.311 - 0.311 0.713 0.617 0.61B 0.791
ESTEEfl - - - 0.383 0.303 8.303 0.303 0.4B1 0.432 0.427 8.578
IRIS - - - 0.144 0.128 0.377 0.178 0.168 0.234 0.3S1 0.176
KRETSCHM - - - 0.360 0.389 0.355 8.424 0.366 0.204 8.205 0.414
UOTIHG - - - 0.167 8.172 - 0.169 0.184 0.168 0.389 0.183

artif. dichot. DILLON B.084 B.B85 0.B85 B.086 B.89B 8.zbb 0.091 0.496 8.094 8.420 B.366
MA4353BB 0.448 0.443 0.443 0.378 8.428 0.584 8.369 0.451 8.381 - 0.366
HA435381 0.435 0.441 0.441 0.360 0.416 0.548 0.346 0.439 0.293 - 0.345
HA435382 0.399 0.400 0.403 0.383 0.407 8.472 0.374 0.399 0.313 - 8.373
HA435303 0.402 0.400 0.399 0.378 8.37? 0.468 0.356 0.408 0.302 - 0.363
MA435384 0.398 0.405 0.4B1 0.346 0.366 0.443 0.339 0.405 0.288 - 0.341
HA435385 0.432 0.427 0.428 0.357 0.419 0.497 0.350 0.427 0.282 - 0.346
HA435386 0.480 0.4B3 0.401 0.399 0.401 0.458 0.377 0.401 0.298 - 0.375
0A435387 0.433 0.425 0.432 0.359 0.393 0.495 0.352 0.438 0.294 0.349

Table 13.1-1: Estimates of err(counting)
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expectation of hold-out 
based estinates of 
err t poster i or_lJ

procedure class
direct indirect

discrininant discrininant
bhl bhZ bh3 her ldf Iffl nit cen ddl ddZ dhl

type pred data
real dichot. BREAST 0.ZB3 0.Z8Z 0.282 0.340 0.322 0.322 8.33Z 0.331 8.338 8.330 0.333

CESAM 0.119 0.120 0.120 0.110 0.072 0.315 0.118 0.124 0.115 0.119 0.126
GRADE 0.Z15 0.Z15 0.213 0.220 0.202 0.287 0.192 0.186 8.219 0.155 0.239
LIZARD 0.110 0.109 8.106 0.12? 0.103 8.110 0.109 0.119 8.094 - 0.106
UIRGIH 0.190 0.Z00 0.196 0.223 0.144 0.238 0.201 0.222 0.180 0.218 8.236

polyton. CHD - - - 0.069 0.069 - 0.069 0.868 8.871 8.069 0.068
COLLEGE - - - 0.207 0.186 - 0.197 B.198 0.199 0.200 8.192
CREDIT - - - 0.195 0.238 0.368 8.178 0.174 0.167 0.177 0.175
EDUC - - - 0.311 0.314 - 0.312 0.313 0.311 0.310 0.466
ESTEEfl - - - 0.304 8.303 0.278 0.303 0.304 8.304 0.301 0.301
IRIS - - - 0.113 0.052 0.379 0.132 0.125 0.083 0.100 8.896
KRETSCHM - - - 0.238 0.194 0.411 0.275 0.134 0.163 8.193 0.242
UOTIHG - - - 0.180 0.150 - 8.169 0.171 0.175 8.179 0.177

artif. dichot. DILLON 0.091 0.089 0.092 0.082 0.087 0.153 0.076 0.073 8.084 8.093 8.081
HA435300 8.32? 0.3Z7 0.321 0.332 0.371 0.365 0.280 0.384 0.Z68 - 0.266
HA435301 8.26? 0.256 0.258 0.309 0.359 8.376 0.265 0.225 0.283 - 0.240
MA43538Z 0.ZZ2 0.Z18 0.218 0.320 0.336 0.387 0.280 0.286 0.296 - 0.298
HA435303 0.Z50 0.251 0.252 0.386 0.321 0.389 0.280 0.228 8.274 - 0.288
HA435304 0.Z66 0.266 0.266 0.310 0.331 0.370 0.278 0.276 0.277 - 0.254
HA435305 0.Z69 0.270 0.278 0.313 0.349 0.376 0.255 0.258 0.239 - 0.280
HA435306 0.Z32 0.233 0.236 0.315 0.336 0.4% 0.280 0.265 8.282 - 0.265
HA435307 B.282 0.294 0.285 B.316 0.357 0.365 0.263 B.281 0.269 - 0.249

Table 13.1-2: Estimates of err(posterior)
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Expectation of ho Id-out 
based estinates of eta

procedure class
direct i nd i rect

discrininant discrininant
bhl bhZ bh3 ker ldf igi nit cen ddl ddZ dhl

type pred data
real dichot. BREAST 0.689 0.689 0.689 8.659 0.668 0.66Z 0.662 8.648 0.656 0.656 0.645

CESAR4 0.879 0.878 0.879 0.077 0.897 0.769 8.877 0.865 0.860 8.860 0.860
GRADE 0.774 0.775 0.775 0.770 0.778 0.493 0.765 0.518 0.656 0.401 8.479
LIZARD 0.890 0.890 8.890 0.874 0.893 0.875 0.889 0.861 0.891 - 0.839
VIRGIN 0.797 8.797 0.797 0.786 0.824 0.771 0.795 0.796 0.793 0.703 0.7%

polyton. CHD - - - 0.931 0.931 - 0.931 0,654 0.723 0.677 0.498
COLLEGE - - - 0.796 0.803 - B.8B0 0.727 0.785 0.785 8.768
CREDIT - - - 0.763 0.755 8.687 0.765 0.689 0.765 0.772 0.649
EDUC - - - 0.710 0.710 - 0.709 8.350 0.425 0.426 0.298
ESTEEfl - - - 0.697 0.697 0.718 0.697 0.519 8.569 0.573 8.435
IRIS - - - 0.872 0.910 0.665 0.852 0.829 0.756 8.639 8.853
KRETSCHM - - - 0.701 0.759 0.617 0.650 0.654 B.738 0.728 0.646
UOTIHG - - - 0.827 0.839 - 0.831 0.816 8.831 8.612 0.819

artif. dichot. DILLON 0.913 0.913 0.911 0.916 0.911 0.824 8.916 8.518 8.918 0.580 0.648
NA435300 0.613 0.615 0.618 0.645 0.605 8.566 0.676 0.558 0.695 - 0.677
HA435381 0.649 0.652 0.651 0.666 0.612 0.538 0.695 0.571 0.700 - 0.697
NA435302 0.690 8.691 0.690 0.649 0.629 0.571 8.673 0.611 0.687 - 0.673
KA135303 0.674 0.674 0.675 0.658 0.651 0.576 0.682 0.604 0.701 - 0.678
MA435304 0.668 0.665 0.667 0.672 0.652 0.594 0.692 0.604 0.709 - 0.692
MA435305 8.650 0.651 0.651 0.665 0.616 0.563 0.697 0.584 0.715 - 0.698
NA435306 0.684 0.682 0.682 0.643 0.632 0.568 0.672 0.607 0.693 - 0.673
HA43530? 0.64Z 0.641 0.641 0.663 0.625 0.570 0.693 0.571 0.707 - 0.691

Table 13.1-3: Estimates of eta

Inspection of tables 13.1-1 to 13.1-3 reveals that the 
actual observed values of all performance criteria 
generally lie within the expected ranges:
Q <, ecounting & 1/2, 0 ^ £Posterior <. ±/2 and 1/2 — fj ^ 1.

The performance criteria were deliberately constructed to 
have similar ranges thus making them more comparable with 
respect to their variances (chapter 10).
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Deviations from the expected ranges are seen by the 
performance of the indirect distance based procedures for 
the EDUC dataset when assessed by counting an(j 77 (tables
13.1-1 and 13.1-3). Reasons for this considerable 

exception are assumed related to the fact that the EDUC 
dataset is characterised by an ordinal response variable 
and also by a wider range of prior probabilities 
(n1 = 0.192, n2 = 0.066, n3 = 0.054, = 0.689). Similarly 
the performance of the first order logistic, LG1, is 
slightly worse than with chance allocation for the first 
two of the series of the artificially generated datasets 
MA435300 and MA435301 (table 13.1-1).

13.2 Variability of performance criteria

The tables in appendix B show comprehensive results for 
variability estimates of ecounting/ eposterior ancj 77 for 
the resubstitution, hold-out and leave-one-out 
crossvalidation options. The following tables 13.2-1 and
13.2-2 present results under hold-out crossvalidation 

conditions extracted from the tables in the appendix. 
Variability is computed in terms of standard deviations of 
the respective performance criteria computed either across 
datasets or across direct discriminant procedures48.

The criterion H depends on posteriors computed via pseudo 
likelihoods derived from the same multinomial model
(chapters 8 and 10). Standard deviations computed across
indirect procedures for H would therefore lead to
favourably underestimating variability of the eta
criterion. To avoid this therefore indirect procedures are
excluded from variability estimates.
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uar. of hoId-out based 
performance aueraged 
across direct procedures

err_c err_p eta count

cu(/.) std cuCx) std cu(x) std n

type data

real BREAST 1.4 0.005 8.3 0.026 2.1 0.014 7
CESAR4 6.7 0.809 57.2 0.080 5.0 8.043 7
CHD 0.4 0.000 0.3 0.000 0.0 0.000 3
COLLEGE 1.7 0.003 5.3 0.011 0.5 0.004 3
CREDIT 7.0 0.019 35.3 0.086 5.0 0.037 4
EDUC 0.0 0.000 0.4 0.001 0.1 0.000 3
ESTEEM 0.0 0.000 4.2 0.013 0.9 0.006 4
GRADE 66.Z 0.ZZ6 14.0 0.031 14.4 0.106 7

IRIS 55.8 0.115 85.5 0.144 13.2 0.109 4
KRETSCHM 13. Z 0.048 33.6 0.094 9.1 0.062 4
LIZARD 9.3 0.011 6.9 0.008 0.9 0.008 7
UIRGIN Z.4 0.005 14.7 0.0Z9 Z.0 0.016 7

UQTING 1.5 0.003 9.0 0.015 0.7 0.006
artif. BAHAMA 80.8 0.097 72.1 0.079 9.9 0.088 4

DILLON 41.4 0.043 27.0 0.026 3.8 0.034 7

INTERAC1 85.8 8.Z15 8Z.4 0.151 21.8 8.171

MA435300 10.7 0.046 9.1 0.030 5.5 0.034 7

MA435301 15.5 0.066 16.9 0.050 7.9 0.050 7
MA43530Z 7.7 0.031 23.9 0.068 6.8 0.045 7

MA435303 8.3 0.033 17.4 0.051 5.6 0.037 7

MA435304 9.5 0.037 13.7 0.041 4.7 0.831 7

MA435305 12.0 0.050 15.6 0.047 6.6 0.042 7

MA435306 6.1 0.025 22.5 0.065 6.5 0.042 7

MA43530? 1Z.0 0.049 12.6 0.039 5.9 0.037 7

Table 13.2-1: Variability of hold-out perf.
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uariability of hold-out 
based performance aueraged 
across data sets

errjc err_p eta count

cu(x.) std cu(x) std cu(x.) std n
procedure
class

discriminant

direct bhl 39.7 0.132 31.3 B.071 13.8 8.899 16
bh2 39.6 8.131 31.6 0.072 13.0 0.099 16
bh3 39.5 0.131 31.5 0.071 13.8 0.099 16
ker 66.0 0.139 54.5 0.108 15.0 0.119 37
ldf 64.9 0.147 68.9 B.133 17.5 8.139 37

igi 61.9 B.ZBB 31.0 0.B95 17.6 0.122 29
mlt 59.5 0.133 55.5 0.090 14.2 0.114 37

indirect cen 59.1 0.17Z 61.3 0.10Z ZZ.3 0.15B 37
ddl 68.4 0.139 61.1 0.102 16.3 0.129 36
ddZ 85.5 0.178 76.7 0.096 21.0 0.164 26

dhl 65.1 0.181 62.6 0.109 21.7 0.162 37

Table 13.2-2: Variability of hold-out perf.

The number of datasets or respectively the number of 
procedures used in computing averages appears in the final 
(count) column of each table.

The expected range for 0, {0.5,1.0), is of the same width 
as the range for the misallocation errors yet the expected 
value of n is higher. Therefore its standard deviation will 
be expected to be correspondingly higher. For this reason 
the scale independent coefficients of variation, cv, are 
also included. Comparing these cv's in tables 13.2-1 and
13.2-2 reveals that the variability of the suggested eta 

criterion is generally lower than that of the error rate 
estimators ecounting ancj eposterior^ This finding reflects 
the symmetric construction of n (chapter 8). The standard 
deviations, or equivalently, the coefficients of variation 
for the two error rate estimators are of a similar order of 
magnitude. These results hold independently of type of 
crossvalidation technique used and also irrespective of 
whether averages are computed across direct procedures
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(table 13.2-1) or across datasets (table 13.2-2). The 
above also applies for resubstitution and leaving-one-out 
based crossvalidation.

The generally lower variability of n, however, does not 
preclude its ability to show up differences in performance 
not detected by the customary error rate, ecountinge This 
is illustrated in table 13.2-3 which has been extracted 
from tables 13.1-1 and 13.1-3 as well as the 
corresponding second parts of tables A-l and A-3 from the 
appendix.

Expectation of 
hold-out based estimates

dataset procedure £counting n

BREAST BH2 .341 .689
LDF .341 .668

GRADE KER .253 . 770
LDF .253 . 778

LIZARD BH1 .111 .890
LDF .111 .893

LG1 .140 .875
CEN .141 .861

VIRGIN BH3 .209 . 797
LDF .209 .824

KER .204 . 786
DD1 .204 . 793

ESTEEM LG1 .303 . 710
MLT .303 . 697

MA435308 KER .326 .683
MLT . 325 . 714

BANANA KER .037 .959
DHL .037 .964

NORMAL15 KER .052 .946
LDF .051 . 957

Table 13.2-3: Err(counting) compared to eta

Table 13.2-3 gives expected hold-out based performance for 
all cases where differences for ecounting are very small
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but large by comparison for *7 . These results are to be 
expected from the hypothetical example of datasets A f B and 
C given in chapter 8.

13.3 Precision of performance criteria

The tables in appendix C show expected standard errors of 
conditional and unconditional estimates of the performance 
criteria for all combinations of dataset and discriminant 
procedure. In addition the estimates of standard errors 
have also been averaged over datasets, procedures and both 
as in section 13.2. A graphical comparison of 
unconditional estimates between the three performance 
criteria is given in figures 13.3-1, 13.3-2 and 13.3-3.
In all these plots estimates of standard errors are based 
on unconditional expectation*9. Standard errors have been 
computed from the series of T = 100 bootstrap trials. Each 
combination of direct discriminant procedure and real 
dataset is represented by a plus sign ( + ). The estimates 
are restricted to direct procedures for the same reasons as 
given in section 13.2. The estimates also refer only to 
real datasets in order to facilitate interpretation of the 
plots50.

49 For an
section 13.4.
50 The artificial data 
similar data sets, such as
Exclusion eliminates artefacts 
of these data.

explanation of unconditional expectation see

sets include several series of
the NORMAL 11-NORMAL 17 series.
due to the artificial nature
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Comparison over direct procedures
and real data sets
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Figure 13.3-1: Standard error of err-c and err-p
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Figure 13.3-2: Standard error of err-c and eta
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Comparison over direct procedures
and real data sets
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Figure 13.3-3: Standard error of err-p and eta

Figures 13.3-1 to 13.3-3 have uniformly scaled axes and a 
broken diagonal line drawn at 45 degrees for direct 
comparison. Inspection of the ranges for standard errors 
reveals that they are highest for ecounting {0.068), next 
highest for exterior (0.056) and smallest for n (0.047). 
Comparison between se( ecounting) ancj se( ̂posterior) shows 
that the common counting based error rate exhibits lower 
expected standard errors than eposterior as most 
observations lie beneath the diagonal line (see figure
13.3-1). This finding is surprising, in that it is 

contrary to what Hora and Wilcox (1982) suggested51. On 
these empirical grounds it must be therefore concluded that 
posterior probability based estimators need not always 
exhibit lower variance. The precision of ecounting in terms 
of standard errors is also better than that of n at the 
bottom end of the scale as well as in the upper range of 
standard errors beyond values of about 0.015 (see figure

See also chapters 7 and 8 where 
posterior based performance criteria are discussed.

the properties of
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13.3-2). The superiority of h above eposterior over the 
entire range is evident from figure 13.3-3.

In contrast to the variability discussion in 13.2 where 
averages were computed across datasets and procedures, the 
expected standard errors are derived by using the bootstrap 
method to obtain unconditional estimates. Estimates are 
thus averaged across bootstrap samples for each combination 
of dataset and procedures.

The interpretation of standard errors of performance 
criteria requires caution because a low standard error may 
mask differences in performance. Performance criteria with 
low standard errors may not distinguish where others with 
high standard errors do. On the other hand one would wish 
to have performance criteria that are sensitive to real 
differences yet reflect these with small bias and 
consistently, i.e. with small standard errors. As was 
pointed out in section 13.2 the empirical evidence 
reflected the designed properties of V. Thus interpreting 
the above low standard errors for n in conjunction with the 
ability of n to detect differences in performance where 
ecounting does not, is taken as evidence that the desirable 
properties expected of n in chapter 8 are empirically 
confirmed.

13.4 Bias of performance criteria

To assess the bias of ecounting^ eposterior and n two 
variants of the bootstrap were used to obtain initial 
estimates of "true" values, ĉonditional a n <3 
(̂ unconditional # Conditional performance (see chapter 7) was 
estimated by calculating the discriminant rule 5(x) once 
and testing it on a single trial of R = 100 bootstrap 
replications t* derived from the training sample t. 
Unconditional performance was estimated by calculating 
5 * ( x )  itself using T = 100 bootstrap trials and obtaining
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for each one of these, estimates of performance criteria 
from R = 100 replicates. This follows the methodology 
described in chapter 10. The relative conditional biases 
are then estimated as

E  [’’hold-out] -  <PC0nditlOnal
biasconditional = ----------------------  ( 13.4-1)hold-out ^conditional

for hold-out crossvalidation where <p 52 stands forhold-out
hold-out based estimates. Corresponding relative hold-out 
based unconditional biases are similarly given by

^  £^hold-outJ ” unconditional
biasunconditional =------------------------ . ( 13.4-2)hold-out ^unconditional

The analysis of bias characteristics of the performance 
criteria was deliberately conducted under hold-out 
crossvalidation conditions because this is a common 
crossvalidation technique (see section 1 of chapter 7). In 
expressions 13.4-1 and 13.4-2 above the values for 
(phoid-out correspond to the results presented in section 
13.1. Both biases are expressed as percentage deviations 

in the following tables. Tables 13.4-1 to 13.4-4 are 
again extracts from more comprehensive tables listed in 
appendices D and E53. Table 13.4-1 shows averages of 
conditional bias estimates computed across direct 
procedures54 for real and artificial datasets.

The greek letter <P designates performance criteria in
general.
53 Appendix D gives results for bias estimates based on the 
conditional performance of the discriminant procedure while
appendix E refers to unconditional performance.
54 The comparison is again restricted to the class of direct 
procedures for the same reason as given in section 13.1.
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bias of hold-out based 
conditional performance 
averaged across direct

err_c err _p eta count

Y Y Y. n

type pred data

real dichot. BREAST 0.892 0.056 -0.236 7

CESAR4 5.300 -0.54Z -0.384 7

GRADE 19.017 4.249 -2.882 7

LIZARD 4.4Z5 1.680 -0.363 7

UIRGIN Z.576 -1.119 -0.183 7

polytom. CHD -0.Z41 -0.Z90 0.018 3

COLLEGE 0.936 -0.345 -0.075 3

CREDIT 28.041 0.431 -3.728 4

EDUC -0.011 0.117 -0.014 3

ESTEEM -0.008 0.366 -0.070 4

IRIS 34.381 11.178 -2.828 4

KRETSCHM 76.010 11.195 -11.656 4

UOTING 0.634 0.271 -0.096 3

art if. dichot. DILLON -0.415 0.122 0.499 7

NA435300 13.666 2.062 -3.899 7

MA435301 6.224 0.808 -1.611 7

MA43530Z 5.085 -0.790 -0.252 7

MA435303 3.724 -2.109 0.946 7

MA435304 5.084 0.842 -0.998 7

MA435305 8.344 -1.571 -1.526 7

MA435306 8.437 -3.717 -0.752 7

MA435307 5.623 -1.170 -0.729 7

MA435300 5.942 -0.001 -1.186 7

I1A435309 7.141 -3.215 -0.469 7

Table 13.4-1: Relative bias of perf. criteria
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bias of hold-out based 
unconditional performance 
averaged across direct

err_c errjp eta count

Y X X n

type pred data

real dichot. BREAST 0.760 0.295 -0.257 7

CESAR* -0.804 0.299 0.076 7

GRADE 13.577 5.981 -2.650 7

LIZARD 1.039 1.702 -0.215 7

UIRGIN 1.938 0.296 -0.314 7

polytom. CHD -0.Z41 -0.528 0.0Z5 3

COLLEGE 0.780 -0.099 -0.083 3

CREDIT 16.824 5.339 -3.297 4

EDUC -0.021 0.117 -0.005 3

ESTEEM -0.008 -0.070 0.014 4

IRIS 18.682 10.732 -2.842 4

KRETSCHtt 42.661 18.892 -9.753 4

UOTING 0.195 0.376 -0.055 3

artif. dichot. DILLON 3.551 1,705 -0.338 7

MA435300 7.174 3.480 -2.792 7

NA435301 6.223 1.886 -2.089 7

NA43530Z 4.982 0.738 -1.410 7

NA435303 6.243 1.552 -1.987 7

MA435304 4.463 0.806 -1.231 7

MA435305 6.325 1.215 -1.903 7

NA435306 6.304 -0.242 -1.551 7

NA435307 5.024 1.873 -1.613 7

NA435308 6.755 0.913 -2.030 7

NA435309 6.988 0.730 -1.770 7

Table 13.4-2: Relative bias of perf. criteria
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bias of hold-out based 
conditional performance 
averaged across data sets

err_c err_p eta count

Y. Y. n

procedure
class

discriminant

2.813 0.150 -0.599 16direct bhl
bh2 1.929 0.065 -0.437 16
bh3 2.280 -0.079 -0.475 16
ker 36.076 127.396 -2.973 37
Idf 4.047 6.666 -0.083 37
lgl 18.663 15.480 -1.951 29
nit 104.784 77.155 -3.503 37

indirect cen 130.449 25.996 -14.883 37

ddl . 19.203 14.925 -4.751 36
ddZ 74.298 24.738 -11.369 26

dhl 150.521 34.402 -10.085 37

Table 13.4-3: Relative bias of perf. criteria

bias of hold-out based 
unconditional performance 
averaged across data sets

err_c err_p eta count

Y. Y. Y. n

procedure
class

discriminant

2 . 0 1 1 0.755 -0.594 16direct bhl
bh2 1.935 0.611 -0.518 16

bh3 2.353 -0.553 -0.343 16

ker 19.094 22.968 -2.508 37

Idf 4,751 -0.186 -0.715 37
lrr1 2.360 14.711 -2.691 29

nit 29.387 18.563 -3.082 37

indirect cen 89.588 2.437 -14.443 37

ddl 6.295 -0.986 -4.314 36

dd2 55.244 -4.147 -10.512 26

dhl 69.894 8.173 -9.682 37

Table 13.4-4: Relative bias of perf. criteria
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The number of datasets or respectively the number of 
procedures used in computing averages appears in the final 
(count) column of each table. All tables give bias 
estimates for the three performance criteria in adjacent 
columns. Inspection of tables 13.4-1 to 13.4-4 reveals 
that the hold-out based bias estimates biased-out 
generally show positive sign for the error rate estimates 
ĉounting ancj eposterior negative sign for rj. This
implies that error rates are overestimated while the eta 
criterion is underestimated which is exactly in line with 
what is to be expected on theoretical grounds (see chapter 
8). As was found in chapter 7 the expected hold-out based 
actual or conditional error is asymptotically at least as 
large as the optimum or true error. Table 13.4-2 shows 
corresponding results for biashold~out based on 
unconditional estimates of the performance criteria <P. Note 
that the difference in bias estimates between conditional 
and unconditional expectation (tables 13.4-1 and 13.4-2) 
is more marked for the error rate estimates than for 0. 
Overall n shows the smallest absolute bias. The results for 
the absolute values of bias estimates averaged across 
direct procedures from tables 13.4-1 and 13.4-2 may be 
summarised as shown in table 13.4-5.

type of data conditional unconditional
real b(£c) > b(£P) z b (n) b(ec) ^ b(£P) > b(n)
artificial 
art (NORMAL)55

b(ec) s b(£P) > b(n) b(£c) > b(£p) 3 b(n)
b(ec) ^ b(GP) > b(n)

Table 13.4-5: Absolute bias by dataset

In table 13.4-5 b(ec) is shorthand for the absolute size 
of bias( ecounting) ancj ^ stands for of approximately equal 
order of magnitude while ^ means neither is consistently 
larger than the other. The other symbols are to be 
interpreted in analogous fashion. Inspection of table

The artificial data series N0RMAL11 to N0RMAL17
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13.4-5 shows that throughout b(n) is either lowest or at 
most of the same order of magnitude as b( ̂ posterior) _

A similar picture emerges from the corresponding estimates 
of hiaŝ oid-out averaged over datasets (tables 13.4-3 and
13.4-4). Again the absolute size of bias for n is 

generally small. This holds particularly, with the 
exception of the Bahadur and kernel based procedures, when 
estimates are based on conditional performance (table
13.4-3) and b(£C) > h(eP) > b(h). In the case of 

unconditional performance (table 13.4-4) the bias 
estimates for the posterior based error estimator and for 
the eta criterion are of a similar order of magnitude: 
jfc>(ep) ^ Jb(l). These relationships have been summarised in a 
similar fashion in table 13.4-6.

procedure conditional unconditional
direct56
BAHADUR
KERNEL
direct57
LDF
LG1

b(ec) > b(ep) > b(n) 
b(£<=) > b(0) > b(ep) 
b(£p) > b (£c) > b(0)

b(ec) > b(£P) > b(n) 
b(ec) > b(r?) > b(EP) 
b(£P) > b(£c) £ b(r?)

indirect b(£c) > b(£p) > b(0) b(ec) > b(r?) > b(e?)

Table 13.4-6: Absolute bias of procedures

The emerging pattern is not quite as clear as for the 
conditional bias estimates, yet in summary it is evident 
that with the sole exception of the logistic procedure the 
absolute bias of n is always smaller than the absolute bias 
o f  ecounting# j f  fs further at a minimum for all the direct 
procedures apart from the linear discriminant and the 
logistic.

56 excluding the Bahadur and kernel based procedures
57 excluding the linear discriminant and logistic procedures
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13.5 Performance related to degree of discretisation

In order to inspect the behaviour of performance criteria 
for different discriminant procedures in relation to 
departures from normality in discrete datasets a specially 
designed series of artificial datasets (NORMAL11 to 
N0RMAL17) was constructed (chapter 11). Starting from the 
same continuous normal bivariate sample in each case the 
data are discretised by dividing the original continuous 
distribution for each independent variable into m  ̂ 2  

equidistant intervals and relabelling these with ordinal 
numbers. When the number m is large the modification in the 
resultant distribution is small. When m is small the 
modification is large. The degree of discreteness increases 
as m approaches 2 .

The dataset with highest index (N0RMAL17) has highest 
discretisation level with s=4 states while the dataset with 
the lowest index (N0RMAL11) has s-96 states and thus 
approximates closest to the - originally - normal 
distribution. Further details on these datasets are given 
in chapter 11. Figures 13.5-1, 13.5-2 and 13.5-3 show
comparisons between five direct and three indirect 
discriminant procedures for estimates of ecountinĝ  
e posterior a n d  q based on hold-out crossvalidation. 
Expected values are plotted against discretisation level 
with 1 = low and 7 = high.
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discretisation level (1 =low 7 = high)

*  cen ^  <*■<> ddl 
■ ker

dd2 <s»-0-*dhl 
■m ltIdf + - f -M g 1

Figure 13.5-1: Hold-out err(counting)

The plot for counting in figure 13.5-1 shows that at low 
discretisation levels (when m is small and the discrete 
datasets have many states) the spread among estimates for 
different procedures is large. As the number of states 
decreases with increasing discretisation level all 
estimates tend towards the same value. Note also that the 
error rates for the linear discriminant rise steadily as 
the data structure progressively departs from normality. A 
high degree of differentiation in the data, as given at low 
discretisation levels, does not necessarily imply good 
performance for all procedures. This is very clear for the 
MLT procedure where performance improves initially towards 
level 4 and then deteriorates again towards level 7. This 
is interpreted as due to the large number of cells, and 
thus parameters, requiring estimation for the multinomial.
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Figure 13.5-2: Hold-out err(posterior)

%

discretisation level (1=lew  7=high)

cen * < X > d d 1  — — dd2 *■<>■* dhl
ker ■■ ™ Idf "Mg 1 ■■■ "m lt

Figure 13.5-3: Hold-out rj

Inspection of figures 13.5-2 and 13.5-3 reveals a similar 
pattern, although not quite as pronounced as for ecounting#
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The above findings for the hold-out based estimates also 
hold generally under leave-l-out crossvalidation conditions 
as seen from appendix F. On theoretical grounds it is to be 
expected that initially (at low discretisation levels) the 
linear discriminant function based discriminant will 
perform satisfactorily due to its robustness (chapter 4) 
and also because these data are here still closest to 
normal. On the other hand the centroid and the first order 
logistic discriminant procedures perform poorly on all of 
these artificial datasets. The respective performance of 
different discriminant procedures for the NORMAL11 to 
NORMAL17 series comes out more clearly for the performance 
criteria based on posterior probabilities, p̂osterior and rj 
(figures 13.5-2 and 13.5-3). Here the poorer performance 
of the logistic procedure is clearly indicated58. The linear 
discriminant performs particularly well across all 
discretisation levels when assessed by 0. The dashed line 
for the LDF is generally highest in figure 13.5-3. It is 
especially noticeable that the eta criterion differentiates 
best between the eight discriminant procedures which is 
most evident at the higher discretisation levels.

The ability of the n criterion to "pick out" the linear 
discriminant procedure in applications to discretised 
originally continuous normal datasets is confirmed again by 
the results for the artificial series NORMALOl, NORMAL02 
and NORMAL03, Basic characteristics for these datasets are 
summarised from chapter 11 in table 13.5-1.

dataset N s Q
NORMALOl 2 0 0 76 3
NORMAL02 80 19 3
NORMAL03 2 0 0 0 137 2

Table 13.5-1: NORMALOl, NORMAL02, NORMAL03 data

58 The vertical scale has been deliberately scaled to 0.00 
to 0.20 thus causing only part of the estimates for the 
logistic to be shown.
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From appendix A expected hold-out based performance 
estimates were used to compile table 13.5-2 showing the
ranking of discriminant procedures. Procedures yielding 
optimal performance are listed first. The ranked lists stop 
as soon as the linear discriminant is reached.

cfataset ^counting eposterior n
NORMALOl DD2

DD1
CEN
LDF

DD2
DD1
KER
DHL
LDF

LDF

N0RMAL02 DD1
DD2
LDF

DHL
DD1
DD2
MLT
CEN
LDF

DD1
DD2
LDF

NORMAL03 DD1
DD2
LDF

LDF LDF

Table 13.5-2: Ranked hold-out performance

The above table shows that the linear discriminant is 
singled out fairly rapidly by the n criterion in terms of 
expected hold-out based conditional performance. Inspection 
of the appropriate tables from the appendix for estimates 
of conditional performance similarly shows that in terms of 
standard error and bias again the linear discriminant 
procedure is consistently favoured by the n criterion. The 
tables also show that the linear discriminant also performs 
well in terms of p̂osterior.

13.6 Modified distributional distance

The modification of the original distributional distance 
procedure (DD1) of Goldstein and Dillon (1978) leading to 
the DD2 procedure is described in chapter 10. By weighting 
the distance function
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with the average of the cell proportions p i 5 it was hoped 
to achieve greater stability in the performance of the DD2 
procedure.

To test this hypothesis estimates of unconditional 
performance were compared for the DD1 and the modified DD2 
procedure using equations 13.6-1 and 13.6-2 respectively. 
In the following plots estimates of bias and standard error 
o f  ecounting are shown for all datasets plotted against 
number of discrete states, sS9. It is expected that as s 
increases there will be an increasing number of cells with 
smaller cell probabilities. In such cases the DD2 procedure 
is expected to exhibit better performance. The first two 
figures 13.6-1 and 13.6-2 show expected bias and standard 
error of £c°u«ting against number of discrete states, s.

Two data sets with more than 100 states were excluded in
order to blow up the scale at the lower end. Exclusion does
not essentially distort the overall findings.
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From both plots a clear pattern of decreasing absolute bias 
and standard error with increasing s emerges. Thus,
generally, performance for both procedures DD1 and DD2 
increases with number of discrete states. Differences in 
performance between the two indirect distance based
procedures however are not readily apparent. To make these 
more clear the following plots in figures 13.6-3 and 
13.6-4 were constructed to show absolute differences in 

estimates of bias and standard error for ecounting against 
number of states, s. The delta(bias) values plotted
vertically are aDdi,dd2 = d̂di “ d̂d2 ' where ? stands for 
expected performance?0. Negative values of d̂di,dd2 thus
indicate better performance for the DD1 procedure.

difference in bias of err— c for the j 
d d l proc compared with the dd2 proc j 

for unconditional hold—out based estimates !
delta(bias)

120

SO

40

0

+

+

+
• A 0 4  + 4.

» I " i  i i f |  i i » »  f i T i  i |  i r  i  i i i i » i i i i i t ' M i i i j t t i i i r r ■!' i i
0 10 2D 30 40 50 60 70 80 90: 

number of discrete states !

Figure 13.6-3: Delta(bias) for DD1 and DD2 procs

In this case either bias or standard error.
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Figure 13.6-4: Delta(se) for DD1 and DD2 procs

Figure 13.6-3 shows that apart from three distinct
exceptions the original DD1 procedure has better bias
characteristics for datasets with small values of s. At
higher values of 5 the DD2 procedure tends to be slightly 
better. With respect to the standard error the differences 
between procedures are not quite as clear. With the
exception of three datasets with low values for s there is 
little difference between the DD1 procedure and the 
modified DD2 version in terms of standard errors.

13.7 conclusions

Hold-out based performance lies generally within the 
expected ranges for ecounting/ £posterior an(j rj. The 
variability of performance criteria across direct 
procedures and datasets shows comparable coefficients of 
variation, cv, for ecounting ancj £Posterior whereas the 
cv's for t) are generally lower. This is seen to be mainly
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the consequence of the symmetrical way in which n is
constructed61.

The fact that this does not, however, imply lower 
sensitivity of n as was seen in section 13.2 may be 
interpreted as empirical evidence of the expected
characteristics of this posterior probability based
performance criterion.

The results for the standard errors, se(<Pu), of 
unconditional estimates of performance criteria are not 
quite so clear. The 5e(ecountin9) is only rarely lower than 
se( eposterior) which appears to be contrary to the
expectations of Hora and Wilcox (1982). Direct 
comparability is however not possible for four reasons: 
Hora and Wilcox based their findings entirely on Monte 
Carlo simulation studies of artificial data, they 
exclusively used discrimination between 9 - 3  populations, 
they used continuous data and based their findings largely 
on comparisons with the apparent - or resubstitution - 
error. The se(n) is higher than se( ecountingj at low 
values, yet lower at higher values. The absolute bias of n 
is generally smaller than the bias of ccountinĝ  
irrespective of whether estimates are based on conditional 
or unconditional performance. The bias of n is also
generally at most of a similar order of magnitude as the
b i a s  O f  ^ P o s t e r i o r .

Inspection of the behaviour of the performance criteria 
ĉounting ̂ p̂osterior an(n[ j-/ for different degrees of
discretisation - here indicating departures from normality 

confirms the well known robustness of the linear 
discriminant function. Compared with the other two criteria 
H differentiates best between procedures across all
discretisation levels.

61 see chapter 8
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Although the estimated misallocation errors, ecountinĝ  are 
generally smallest for the distance procedures for the 
discretised series of datasets (NORMALOl, NORMAL02 and 
NORMAL03) it is found that especially the posterior based 0  

criterion consistently singles out the linear discriminant 
procedure as optimal in terms of expected value, standard 
error and bias for these originally normally distributed 
continuous datasets. The posterior based error rate 
estimator, eposterior/ also generally points to the linear
discriminant procedure. This feature is attributed directly 
to the fact that these two performance criteria are 
computed from the posterior probabilities. The fact that 
the 0  criterion is even more consistent in this respect is 
again seen to be a consequence that 0 is based on the 
entire distribution of posteriors across discrete states as 
opposed to £ posterior Which only depends on the posteriors
for correctly allocated objects.

The expectations of the modifications of the distributional 
distance procedure of Goldstein and Dillon (1978), DD1, 
leading to the DD2 procedure were not convincingly borne 
out by the results. It was expected that the DD2 procedure 
would perform better for datasets with larger number of
discrete states, s. The fact that this did not occur is 
assumed to be a consequence of the cumulative nature of the 
performance criteria. For the 0  criterion, for instance,
the relative weights of individual states enter via the 
conditional densities, f± (x), as may be seen from the 
respective definition which is reproduced below from 
chapter 8 for reference:

= J M * )  f(ntU) M * )  dx • ( 13.7-1)

The final n criterion is then a sum of individual 
contributions weighted by the prior probabilities, 7i±. 
Similar expressions (see chapter 8) ensure that the 
contributions to individual states are appropriately 
weighted by the joint densities.
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Chapter 14 - Use of classification thresholds

This chapter is divided into six sections. Section 14.1 
discusses the plots given in appendix G and outlines how 
choice of discriminant procedure can be aided using 
classification thresholds on the basis of the ideas 
presented in chapter 9. As classification thresholds are 
computed from posterior probabilities this technique can 
only be applied to direct procedures62. Sections^ 14.2 and 
14.3 demonstrate the concept for a real dataset, CESAR4, 

and for an artificial dataset, NORMAL16, respectively. Both 
these datasets have g = 2 populations. Performance 
characteristics for the real GRADE and IRIS datasets are 
included in sections 14.4 and 14.5 because these datasets 
relate to discrimination between g  ̂ 3 populations where 
the variable classification threshold is expected to be 
more suitable (see chapter 9). For all datasets the focus 
will be particularly on the behaviour of the performance 
criteria at low relative thresholds in order to keep 
performance at acceptable levels. The comprehensive 
detailed results referred to are all listed in appendix G. 
For clarity the major plots discussed in the text are 
repeated below. Section 14.6 summarises conclusions that 
may be drawn from use of classification threshold analysis 
particularly in comparison with the non-thresholded 
performance criteria reported in chapter 13 and 
applications of the selection in chapter 15.

14.1 Selection using classification thresholds

Looking through the plots in appendix G perhaps the first 
thing to notice is the reciprocal nature of plots for the 
errors ecounting a n c 3 eposterior ancj ^ g  r] criterion. This
is however inherent in the definition of these criteria

62 The lines referring to the indirect procedures DD1, DD2, 
DHL and CEN are the result of computing T from the pseudo 
posteriors (chapter 10) and are not discussed at this
stage.
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(chapter 8) which means that high values of ecounting ancj 
£ posterior correspond to low values of n and vice versa. 
Note that the leave-one-out crossvalidation technique tends 
to give smoother distributions than the other less 
computing intensive techniques. This is marked especially 
for the N0RMAL16 dataset where the curves are more easily 
distinguished from one another. Comparing plots for 
different crossvalidation techniques for the same datasets 
it is apparent that beyond that there is little difference 
between crossvalidation techniques. The curves for the 
three performance criteria are also highly correlated.

The plots included in appendix G come in four series, one 
for each of the CESAR4, NORMAL16, GRADE and IRIS datasets. 
Each series begins with three plots of the estimated 
distribution of relative posterior differences f(T). The 
first of these plots shows the distribution across the 
entire range while the two following ones respectively 
enlarge selected regions from the first plot in order to 
highlight differences between procedures. A reliable and 
thus effective discriminant procedure will exhibit f(z) 
distributions with a predominance of large relative 
differences, t. Thus f(r) distributions with positive skew 
will point to procedures with good discriminatory ability. 
The distributions of f(*) are derived using the bootstrap 
techniques outlined in chapter 9.

Procedure selection is carried out in two stages. First the 
estimated distributions of f(t) are inspected for degree of 
positive skew thus allowing initial procedure choice. Next 
the individual performance curves are judged for both 
crossvalidation techniques. Absolute level and rate of 
change of performance criteria in the first half of the t 
range are used as further guidelines to narrow down choice. 
The results of these inspections are summarised in tabular 
form at the end of sections 14.2 to 14.5 to enable 
comparison. From these tables conclusions may be drawn 
about which procedures promise good performance. The steps
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followed here are thus similar to those to be used in 
chapter 15: initial choice followed by later modification.

14.2 Threshold selection for the CESAR4 data

The distribution of j?(̂ ) for the CESAR4 dataset is shown in 
figure 14.2-1. The plot reveals generally right skewed 
distributions for all discriminant procedures63.

threshold dependent performance of CE5AR4 data 
TWEIGHT !

0.0 G.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0:
TAU !

© G O b h l  © *© •© bh2 ©-©-Gbh3 
^•C"*Odd1 — "■ dd2 * —C»,<s*dhl " " “ ker 
—  — Idf —  -m lt

Figure 14.2-1: Distribution of f{r)

Looking at the upper right corner of the figure one can 
discern that the Bahadur procedures as well as the distance 
based procedures, respectively identifiable by the circle 
and diamond symbols, have the majority of their relative 
differences in posteriors at the upper end of the x range. 
This in itself suggests good performance especially at 
higher thresholds. A strongly positively skewed 
distribution of f{*) implies that most allocations will be 
made with a high degree of confidence. By contrast the

The variable plotted vertically and labelled TWEIGHT
stands for the estimated density f(T ).

316



logistic procedure identifiable by the broken line and the 
plus symbols shows comparatively high frequencies of 
moderate to low relative posterior differences with a 
sudden dip down to zero for relative differences beyond 
t = 0.95. Figure 14.2-2 shows an exploded section of
figure 14.2-1 to highlight differences at the top end of 
the t range64.

threshold dependent performance of CESAR4 data
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Figure 14.2-2: Blow up of figure 14.2-1

Figure 14.2-2 reveals that the centroid procedure has 
highest density for t > 0.95 followed by the DHL and DD2 
procedures, then the BH2 and DD1 and finally the BH3 and 
jBH1 procedures. In terms of skewness, thus, choice of 
discriminant procedure would fall on these distance based 
procedures and on the family of Bahadur procedures for the 
CESAR4 dataset.

64 Note the changes in scaling of respective axes.

317



threshold dependent performance of CESAR4 datq'

TWEIGHT CU6

0.04

t f r,_rI . ( I ’ i * . , . , . .
0 0 0 D 0 0 0 0 0 0 1

5 r»& 6 7 7 8 8 9 9 6
0 5 D 5 0 5

TAU
0 5 0 5 0

6 0 9  bh 1 0-e-Q bh2 ©-©-0 bh3
^<^Odd1 — -  dd2 

Iq1
'dhl
'm lt

cen
ker

Figure 14.2-3: Blow up of figure 14.2-1

The next plot in figure 14.2-3 shows an exploded region of 
figure 14.2-1 for values of x in the range 
0.50 & x < 1.00. It confirms again that the Bahadur 
procedures show considerable positive skew65. The curves for 
the distance based procedures are seen to lie below those 
for the Bahadur procedures but rise even more sharply for 
higher x values. The expected prognosis of different 
procedures as inferred from the above analysis of the f(x) 
distributions may be checked by inspecting figure 14.2-4 
which displays the threshold dependent performance of 
ecounting under leaving-one-out crossvalidation conditions.
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ERR12 I
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Figure 14.2-4: Leave-l-out based e(count.) perf.

Ignoring the upper curves for the indirect procedures {DD1 
and DHL) because of poor performance, the marked continuous 
increase of ĉounting for the logistic procedure 
immediately stands out. The lower curves on the other hand 
indicate comparatively good performance across a wide range 
of x for the centroid, kernel, multinomial, linear 
discriminant and Bahadur procedures. Close inspection shows 
that the Bahadur procedures perform slightly better than 
the centroid procedure. Performance judged by ecounting 
thus to some extent66 confirms possible candidates for 
initial choice on the basis of inspection of the f(x) 
distributions.

In chapter 9, section 4, several formalised approaches to 
procedure selection based on threshold dependent 
performance curves were suggested. One of these was the 
concept of error doubling points. Starting with x = 0.00 
the point Trouble js determined for a given discriminant 
procedure as the point t on the x axis where the error rate 
doubles such that e(xdoubie) = 2c{x=.0.00). The procedure

66 namely the Bahadur and centroid procedures
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with the largest error doubling point, Trouble/ performs 
best. Applying this logic to figure 14.2-4 shows however 
that it is difficult to discern between the slow rising 
curves for the Bahadur and centroid procedures. This formal 
approach also offers no obvious additional information 
beyond what can be directly extracted by visual inspection 
of the performance curves.

Detailed comprehensive graphs of performance plotted 
against classification threshold as in figure 14.2-4 have 
been included in appendix G. These were inspected in a 
similar fashion as adopted for figure 14.2-4 for 
ecountinĝ  p̂osterior an(̂  jj under leaving-one-out and hold
out crossvalidation conditions. The results of these 
graphical analyses are summarised in table 14.2-1.

Table 14.2-1 shows for each of three performance criteria 
the procedures selected on the basis of an analysis of the 
remaining performance curves plotted against relative 
posterior difference t in appendix G. The curves are judged 
in terms of skew of the £(?) distributions, absolute level 
of the performance criteria and by rate of change in the 
first half of the t range. Two crossvalidation techniques 
are compared. Inspection of respective plots of threshold 
dependent performance for the CESAR4 data in appendix G 
yields the conclusions summarised in table 14.2-1.
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£Counting £posterior n
skew67 - BAH CEN DD1 DD2 DHL
leave-
one-
out

level KER LDF CEN 
MLT

LDF LDF

change KER LDF CEN 
MLT

KER LDF CEN 
MLT

KER LDF CEN 
MLT

hold
out

level LDF KER LDF *68 LDF *
change KER LDF CEN 

MLT
KER LDF CEN 

MLT
KER LDF CEN 

MLT

Table 14.2-1: Threshold analysis for CESAR4 data

For the CESAR4 data the kernel, linear discriminant and 
centroid procedure perform well. The indirect distance 
based procedures are poor while the logistic procedure 
exhibits intermediary performance. It is recommended to use 
threshold dependent performance when stability of estimates 
and reliability of a discriminant are important. The 
conclusions reached under leaving-one-out crossvalidation 
agree well with hold-out crossvalidation conditions.

Sections 14.3, 14.4 and 14.5 next describe procedure
selection based on graphical threshold dependent 
performance analysis for the N0RMAL16, GRADE and IRIS 
datasets following the same system as above.

14.3 Threshold selection for the N0RMAL16 data

Figure 14.3-1 shows the distributions of f(r) for all 
discriminant procedures69. The distributions are very 
similar in the case of the N0RMAL16 dataset when compared 
with the corresponding plot for the CESAR4 data. To ease

In terms of skew the listed procedures are expected to
perform well for all performance criteria.
68 The asterisk indicates that the linear discriminant is 
clearly superior to the rest.
69 The variable plotted vertically and labelled TWEIGHT
stands for the estimated density f (T ).
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interpretation again the two regions marked in figure 
14.3-1 have been exploded in figures 14.3-2 and 14.3-3 

respectively.

Figure 14.3-1: Distribution of f{z)

Figure 14.3-2 shows the upper region for z z 0.80. The 
plot reveals a high density of large posterior differences 
for the distance based procedures centroid, DD1 and DHL. 
Figure 14.3-3 highlights differences for lower densities 
at z z 0.60. From this only the logistic stands out with 
substantial positive skew. Consequently the above 
procedures promise better performance judged by the f(z) 
distributions.

threshold dependent performance of NORMAL! 6 data’

TW EIGHT

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0:
TAU !

cen ^  <*■<> dd1 
■■■■■■ ker ■■ ■" Idf

dd1 -  — dd2 * -0 -* d h l  
Idf ■ mlt
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threshold dependent performance of NORMAL 16 data
TWEIGHT0,80

0.75

0.70

TAU

#< X > d d 1  “■ ■“  dd2 ^"O ^dhl
er ■■ ■■ Idf ■** "m lt

Figure 14.3-2: Blow up of figure 14.3-1

threshold dependent performance of NORMAL! 6 data!

TWEIGHT I0,201 i

Figure 14.3-3: Blow up of figure 14.3-1

It may surprise that the LDF does not clearly outperform 
the other procedures considering that the NORMAL16 dataset
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is derived from a bivariate continuous normal 
distribution70. To understand this it is important to be 
aware of the "very" discrete nature of this dataset 
consisting of only s = 10 states. To illustrate this the 
data has been plotted in figure 14.3-4.

The plot of the data shown in figure 14.3-4 highlights the 
strongly discretised bivariate nature of originally 
normally distributed data (chapter 11).

f*6 l freq

0.450
0.226
0.000 K 48.10 \

Figure 14.3-4: Plot of the NORMAL16 data

70 see chapter 11
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threshold dependent performance of NORMAL 16 data!

ERR! 2

Figure 1 4 . 3 - 5 :  Leave-l-out based £(count.) perf.

Inspection of the leave-l-out crossvalidated behaviour of 
ecounting (figure 1 4 . 3 - 5 )  confirms that the centroid 
discriminant performs well over the t range. The continuous 
line with the diamond symbols for this procedure (CEN) is 
among the group of lines at the bottom of the plot all 
sharing similar low error rates of about 5 percent for 
values of  ̂ £ 0.50 after which it rises slightly. The plot, 
however, also shows that the indirect DD1, DD2 and DHL 
procedures perform worst. Their performance curves, 
conversely, rise sharply to reach almost maximum 
misallocation error rates for low values of r ^ 0.20. A 
close look at the lowest curve in this sense reveals a 
consistently good performance of the linear discriminant, 
which is what would have been expected from the 
construction of this artificial dataset. The other relevant 
plots of appendix G confirm this finding under leaving-one- 
out crossvalidation conditions. Under hold-out 
crossvalidation the linear discriminant shares its top 
position with the kernel, centroid and multinomial. These 
results are summarised in table 1 4 . 3 - 1 .
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^counting ^posterior n
skew71 - CEN DD1 DHL LG1

leave-
one-
out

level LDF *72 LDF LDF

change KER CEN LDF 
MLT LG1

KER CEN LDF 
MLT LG1

KER CEN LDF 
MLT LG1

hold
out

level KER CEN LDF 
MLT

KER CEN LDF 
MLT

KER CEN LDF 
MLT

change KER CEN LDF 
MLT LG1

KER CEN LDF 
MLT LG1

KER CEN LDF 
MLT LG1

Table 14.3-1: Threshold analysis for N0RMAL16

For the N0RMAL16 data the linear discriminant function, but 
also the centroid and multinomial procedures perform well. 
The logistic and the indirect distance based procedures are 
ruled out. The centroid perhaps does well because of the 
"centroid" nature of the artificial data derived from the 
normal distribution.

14.4 Threshold selection for the GRADE data

Figure 14.4-1 shows the distributions of f(t) for all 
discriminant procedures73 applied to the GRADE dataset.

In terms of skew the listed procedures are expected to
perform well for all performance criteria.
72 The asterisk indicates that the linear discriminant is 
clearly superior to the rest.
73 The variable plotted vertically and labelled TWEIGHT
stands for the estimated density f (T ).
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threshold dependent performance of GRADE data! 
TWEIGHT

0 .0  0.1 0 .2  0.3 0 .4  0 ,5  0 ,6  0 .7  0.S 0 .9  1.0!
TAU |

O G-9 bh1 © -© -0 bh2 © -© -0bh3 I
^<*-Odd1 ™ ■■ dd2 ^ "O ^dhl "■■■■■ ker j
■■ " I d f  +»fH »lg1 "m lt I

F i g u r e  1 4 . 4 - 1 :  D i s t r i b u t i o n  o f  f ( ^ )

A g a i n  t w o  r e g i o n s  h a v e  b e e n  s i n g l e d  o u t  i n  f i g u r e  1 4 . 4 - 1  

t h a t  a r e  n e x t  m a g n i f i e d  i n  f i g u r e s  1 4 . 4 - 2  a n d  1 4 . 4 - 3  i n  

o r d e r  t o  r e v e a l  t h e  d e t a i l e d  n a t u r e  o f  s k e w n e s s  f o r  

d i f f e r e n t  p r o c e d u r e s .  F i g u r e  1 4 . 4 - 2  s h o w s  t h a t  t h e  DHL, 
DD1 a n d  CEN p r o c e d u r e s  e x h i b i t  g r e a t e s t  d e g r e e  o f  p o s i t i v e  

s k e w .
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threshold dependent performance of GRADE data
TWEIGHT

0 ,5 0

0 ,4 8

0 .4 6

0 .4 4

0 .4 2

0 .4 0 i i l l  I I I I I- I '  f  

0 .8 0  0 .8
I I I I 1 i i i i I I i I I  I 

0.00 
TAU

T I ITTI
0 .0 5

I I I I I 1
f.QQ;

G O O bh1 G -0 -0 b h 2  0 -© 43b h 3  cen
3*<j>Odd1 "■ *  dd2 " " " " k e r
— « l d f  +■+■*» Ia1 ™  "m lt

F i g u r e  1 4 . 4 - 2 :  B l o w  u p  o f  f i g u r e  1 4 . 4 - 1

F i g u r e  1 4 . 4 - 3  s h o w s  t h a t  t h e  k e r n e l  a n d  l i n e a r  

d i s c r i m i n a n t  s t a n d  o u t  s l i g h t l y  a m o n g  t h e  p r o c e d u r e s  w i t h  

l e s s  p o s i t i v e  s k e w .

threshold dependent perform ance of GRADE data
TWEIGHT !

0,20

0 . 1 5

0.10

0.00

G.Ooik-i '

i i i i  i i i  i i  i i i  i ~i  i i "  r ' i i ' m  i i " t — i i r  i ' i i i i i i i i i

0.6G 0 .6 5  0 .7 0  0 .7 5  0 .8 0  0 .8 5  0 .9 0  0 .9 5  1.00,'
TAU

8 0 - 9  bh1 G -G -0 bh2 0 -G -0 b h 3  
<^0 dd 1 — — dd2 * - > * d h l  

"■ " I d f  «W -"tlg1 ™  m r n It

* c e n
ker

Figure 14.4-3: Blow up of figure 14.4-1
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T h e  v i s u a l  i n s p e c t i o n  o f  p e r f o r m a n c e  c u r v e s  f o r  t h e  GRADE 

d a t a  i n  f i g u r e  1 4 . 4 - 4  c l e a r l y  e n a b l e s  i d e n t i f i c a t i o n  o f  

t w o  g r o u p s  o f  d i s c r i m i n a n t  p r o c e d u r e .  O f  t h e s e  t h e  r a n g e  o f  

B a h a d u r  p r o c e d u r e s ,  t h e  m u l t i n o m i a l ,  k e r n e l  a n d  l i n e a r  

d i s c r i m i n a n t  s h o w  b e t t e r  p e r f o r m a n c e .  F o r  t h r e s h o l d  v a l u e s  

u p  t o  a b o u t  z  = 0 . 7 0  t h e  B a h a d u r  p r o c e d u r e s  a r e  b e s t  i n  

t h i s  g r o u p .

threshold dependent performance of GRADE datd 
ERR!2 i

0 .0  0.1 0 .2  0 .3  0 .4  0 .5  0 .6  0 .7  0 .8  0 .9  1.0|
TAU

6-G O bh1 G-e-Qbh2 ©-©-©bh3 cen
*̂<j*»Odd1 ■" ■■ dd2 >"^dhl ■■■■"'ker

"  " I d f  4"+"+lg1 "m lt

F i g u r e  1 4 . 4 - 4 :  L e a v e - l - o u t  b a s e d  c ( c o u n t . )  p e r f .

T a b l e  1 4 . 4 - 1  s h o w s  f o r  e a c h  o f  t h e  t h r e e  p e r f o r m a n c e  

c r i t e r i a  t h e  p r o c e d u r e s  s e l e c t e d  o n  t h e  b a s i s  o f  a n  

a n a l y s i s  o f  t h e  r e m a i n i n g  p e r f o r m a n c e  c u r v e s  p l o t t e d  

a g a i n s t  r e l a t i v e  p o s t e r i o r  d i f f e r e n c e  z  i n  a p p e n d i x  G .  T h e  

c u r v e s  a r e  j u d g e d  i n  t e r m s  o f  s k e w n e s s  o f  t h e  f { z ) 
d i s t r i b u t i o n s ,  a b s o l u t e  l e v e l  o f  t h e  p e r f o r m a n c e  c r i t e r i a  

(pf a n d  b y  r a t e  o f  c h a n g e  i n  t h e  f i r s t  h a l f  o f  t h e  r  r a n g e .  

T w o  c r o s s v a l i d a t i o n  t e c h n i q u e s  a r e  c o m p a r e d .  I n s p e c t i o n  o f  

r e s p e c t i v e  p l o t s  o f  t h r e s h o l d  d e p e n d e n t  p e r f o r m a n c e  f o r  t h e  

GRADE d a t a  i n  a p p e n d i x  G y i e l d s  t h e  c o n c l u s i o n s  s u m m a r i s e d  

i n  t a b l e  1 4 . 4 - 1 .
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£Counting ^posterior n
s k e w 7 4 - DHL DD1 CEN, & t h e n  KER LDF

l e a v e -
o n e -
o u t

l e v e l BAH MLT KER 
LDF

BAH MLT KER 
LDF

BAH MLT KER 
LDF

c h a n g e BAH MLT KER 
LDF

BAH MLT KER 
LDF

BAH MLT KER 
LDF

h o l d 
o u t

l e v e l BAH MLT KER 
LDF

BAH MLT KER 
LDF

BAH MLT KER 
LDF

c h a n g e BAH LDF BAH LDF BAH LDF

T a b l e  1 4 . 4 - 1 :  T h r e s h o l d  a n a l y s i s  f o r  GRADE d a t a

1 4 . 5  T h r e s h o l d  s e l e c t i o n  f o r  t h e  I R I S  d a t a

F i g u r e  1 4 . 5 - 1  s h o w s  a  r i g h t  s k e w e d  d i s t r i b u t i o n  o f  f ( x ) 
f o r  a l l  d i s c r i m i n a n t  p r o c e d u r e s 7 5  f o r  t h e  I R I S  d a t a s e t .

threshold dependent  performance of IRIS data;
i

TW EIGHT 
0 , 7

.0  0.1 0 .2  0.3 0 .4  0 .5  0 .6  0 .7  0 .8  0 .9
TAU

* c e n  ^-C^Oddl “■ "■ dd2 ^ O ^ d h l  
■ k er  ■■ ■■ Idf 1 ■ mlt

F i g u r e  1 4 . 5 - 1 :  D i s t r i b u t i o n  o f  f (

74 In terms of skew the listed procedures are expected to 
perform well for all performance criteria.
75 The variable plotted vertically and labelled TWEIGHT

stands for the estimated density f(^).
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C o r r e s p o n d i n g  e n l a r g e d  r e g i o n s  o f  f i g u r e  1 4 . 5 - 1  a r e  

d i s p l a y e d  i n  f i g u r e s  1 4 . 5 - 2  a n d  1 4 . 5 - 3  r e s p e c t i v e l y .

F i g u r e

F i g u r e  

t h e  CENt

threshold dependent  performance of IRIS data,'
TW EIGHT I

O J O i  I
I j

o .ssj ^  |

Q.enj |

0 .55] I

O.5 0 J |

0 .45 j j

o a q {   .........., ...........................      |
0 .8 0  0 .8 5  0 .0 0  0 .0 5  1.00;

TAU j

cen *?*<!*Odd1 ™ ■" dd2 ^s^O^dhl I
" ■ ■ " k e r  ■■ " I d f  ■ "  "m lt

1 4 . 5 - 2 :  B l o w  u p  o f  f i g u r e  1 4 . 5 - 1

1 4 . 5 - 2  h i g h l i g h t s  t h e  s t r o n g e s t  p o s i t i v e  s k e w  f o r  

DD1 a n d  DHL p r o c e d u r e s .
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threshold dependent performance of IRIS data
TW EIGHT 

0,30

4
U.UL^C

0 0
■ ■

0
-r-T-r-j-T-r-.-v

0
1 J 1 
0

-ri-i-'j rrri'i'riT 
0 0

i , :f 1TT* 
0 0 0 1

5 5 6 6 7 7 a 8 9 Q 0
0 5 0 5 0 5 Q 5 0 5 0 .

TAU

cen *<>-Odd1 -  — dd2 * -0 -* d h I
ker — — Idf — ■m lt

F i g u r e  1 4 . 5 - 3 :  B l o w  u p  o f  f i g u r e  1 4 . 5 - 1

F i g u r e  1 4 . 5 - 3  s h o w s  t h a t  t h e  l i n e a r  d i s c r i m i n a n t  p r o c e d u r e  

a n d  t h e  k e r n e l  p r o c e d u r e  a l s o  h a v e  c o n s i d e r a b l e  d e n s i t i e s  

o f  r e l a t i v e  p o s t e r i o r  d i f f e r e n c e s  a t  t h e  u p p e r  e n d  o f  t h e  

t  r a n g e .
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threshold dependent  performance of IRIS data: 
ERI

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 O.S 1.0
TAU

» ■■> «> cen *< " O d d 1  — — dd2 ^ -0 -* d h l  
" — •ker "■ — Idf ■— "m lt

F i g u r e  1 4 . 5 - 4 :  L e a v e - l - o u t  b a s e d  £ ( c o u n t . )  p e r f .

T h e  a n a l y s i s  o f  t h r e s h o l d  d e p e n d e n t  p e r f o r m a n c e  f o r  

^count ing  i n  f i g u r e  1 4 . 5 - 4  r e v e a l s  a  c o n s i s t e n t l y  s u p e r i o r  

p e r f o r m a n c e  f o r  t h e  l i n e a r  d i s c r i m i n a n t  a c r o s s  95  p e r c e n t  

o f  t h e  x r a n g e .

T a b l e  1 4 . 5 - 1  s h o w s  f o r  e a c h  o f  t h r e e  p e r f o r m a n c e  c r i t e r i a  

t h e  p r o c e d u r e s  s e l e c t e d  o n  t h e  b a s i s  o f  a n  a n a l y s i s  o f  t h e  

p e r f o r m a n c e  c u r v e s  p l o t t e d  a g a i n s t  r e l a t i v e  p o s t e r i o r  

d i f f e r e n c e  x i n  a p p e n d i x  G .  T h e  c u r v e s  a r e  j u d g e d  i n  t e r m s  

o f  t h e  s k e w n e s s  o f  t h e  f { x )  d i s t r i b u t i o n s ,  a b s o l u t e  l e v e l  

o f  p e r f o r m a n c e  c r i t e r i a  <p , a n d  b y  r a t e  o f  c h a n g e  i n  t h e  

f i r s t  h a l f  o f  t h e  x r a n g e .  T w o  c r o s s v a l i d a t i o n  t e c h n i q u e s  

a r e  c o m p a r e d .  I n s p e c t i o n  o f  r e s p e c t i v e  p l o t s  o f  t h r e s h o l d  

d e p e n d e n t  p e r f o r m a n c e  f o r  t h e  I R I S  d a t a  i n  a p p e n d i x  G 

y i e l d s  t h e  c o n c l u s i o n s  s u m m a r i s e d  i n  t a b l e  1 4 . 5 - 1 .
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£counting £posterior n

s k e w 7 6 - CEN DD1 DHL, & t h e n  LDF KER
l e a v e -

o n e -
o u t

l e v e l LDF LDF LDF

c h a n g e LDF KER MLT LDF KER MLT LDF KER MLT
h o l d 

o u t
l e v e l LDF KER LDF LDF

c h a n g e LDF KER LDF LDF

T a b l e  1 4 . 5 - 1 :  T h r e s h o l d  a n a l y s i s  f o r  I R I S  d a t a

T a b l e  1 4 . 5 - 1  r e v e a l s  w i t h  r e s p e c t  t o  t h r e s h o l d  d e p e n d e n t  

b e h a v i o u r  o f  p e r f o r m a n c e  c r i t e r i a  t h a t  t h e  l i n e a r  

d i s c r i m i n a n t  g e n e r a l l y  i s  t h e  b e s t  d i s c r i m i n a n t  f o r  t h i s  

d a t a s e t .  C o n s i d e r i n g  t h e  o r i g i n a l  s h a p e  o f  t h i s  d a t a s e t  

t h i s  m i g h t  h a v e  b e e n  e x p e c t e d .  T h e  a n a l y s i s  o f  s k e w  o f  t h e  

f ( z ) d i s t r i b u t i o n s  b y  c o n t r a s t  d o e s  n o t  i n i t i a l l y  l e a d  t o  

t h e  s a m e  c h o i c e .

1 4 . 6  C o n c l u s i o n s

A s s e s s m e n t  o f  p e r f o r m a n c e  o f  d i s c r i m i n a n t  p r o c e d u r e s  u s i n g  

a n a l y s i s  o f  c l a s s i f i c a t i o n  t h r e s h o l d s  i s  b a s e d  o n  

i n s p e c t i o n  o f  t h e  d i s t r i b u t i o n s 7 7  o f  r e l a t i v e  d i f f e r e n c e s  i n  

p o s t e r i o r s ,  f { z ) ,  a n d  o n  i n s p e c t i o n  o f  t h e  v a l u e s  o f  

p e r f o r m a n c e  c r i t e r i a  a t  d i f f e r e n t  c l a s s i f i c a t i o n  

t h r e s h o l d s .  W i t h  r e s p e c t  t o  t h e  l a t t e r  t h e  a b s o l u t e  l e v e l  

o f  v a l u e s  o f  p e r f o r m a n c e  c r i t e r i a  a s  w e l l  a s  t h e  r a t e  o f  

c h a n g e  a r e  t h e  m a j o r  c h a r a c t e r i s t i c s  o n  w h i c h  j u d g e m e n t  

s h o u l d  b e  m a d e .  U s i n g  t h i s  a p p r o a c h  s e l e c t i o n s  o f  o p t i m a l  

d i s c r i m i n a n t  p r o c e d u r e s  i s  p o s s i b l e  f o r  t h e  t h r e e  r e a l  

d a t a s e t s  ( CESAR4 ,  GRADE a n d  I R I S ) a n d  t h e  o n e  a r t i f i c i a l  

( N0RMAL16) d a t a s e t  c o n s i d e r e d  i n  t h e  e x a m p l e s .  T h e r e  i s

In terms of skew the listed procedures are expected to
perform well for all performance criteria.
77 see chapters 9 and 10 for information on the way in which 
the f { z ) distributions are estimated
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a l s o  g e n e r a l l y  l i t t l e  d i f f e r e n c e  i n  s e l e c t i o n s  b e t w e e n  t h e  

l e a v i n g - o n e - o u t  a n d  t h e  h o l d - o u t  c r o s s v a l i d a t i o n  t e c h n i q u e .

I n  t e r m s  o f  t h e  f ( ^ )  d i s t r i b u t i o n  f o r  t h e  CESAR4 d a t a  

c h o i c e  f a l l s  o n  t h e  B a h a d u r . ,  c e n t r o i d  a n d  o n  t h e  

n o n p a r a m e t r i c  d i s t a n c e  b a s e d  p r o c e d u r e s .  I n  t e r m s  o f  a c t u a l  

e s t i m a t e s  o f  p e r f o r m a n c e  c r i t e r i a  t h e  k e r n e l ,  t h e  l i n e a r  

d i s c r i m i n a n t  a n d  t h e  c e n t r o i d  p r o c e d u r e  a r e  s u p e r i o r .  W i t h  

r e s p e c t  t o  e p o s t e r i o r  a n c j  q t h e  l i n e a r  d i s c r i m i n a n t  

f u n c t i o n  p e r f o r m s  p a r t i c u l a r l y  w e l l .

I n  t e r m s  o f  t h e  f ( * )  d i s t r i b u t i o n  f o r  t h e  GRADE d a t a  c h o i c e  

f a l l s  o n  t h e  n o n p a r a m e t r i c  d i s t a n c e  b a s e d  p r o c e d u r e s  a n d ,  

t o  a  l e s s e r  e x t e n t ,  o n  t h e  k e r n e l  a n d  l i n e a r  d i s c r i m i n a n t  

p r o c e d u r e s .  I n  t e r m s  o f  a c t u a l  v a l u e s  o f  p e r f o r m a n c e  

c r i t e r i a  t h e  B a h a d u r ,  m u l t i n o m i a l ,  k e r n e l  a n d  l i n e a r  

d i s c r i m i n a n t  p r o c e d u r e s  a r e  s u p e r i o r .

A s  i l l u s t r a t e d  i n  c h a p t e r  9  v a r i a b l e  t h r e s h o l d s  a r e  

e q u i v a l e n t  t o  f i x e d  t h r e s h o l d s  w h e n  d i s c r i m i n a t i o n  i s  

b e t w e e n  g  =  2  p o p u l a t i o n s .  W h e n  t h e r e  a r e  g  ^  3  p o p u l a t i o n s  

i t  w a s  s h o w n  t h a t  t h e r e  a r e  a d v a n t a g e s  i n  u s i n g  v a r i a b l e  

c l a s s i f i c a t i o n  t h r e s h o l d s  a s  o p p o s e d  t o  f i x e d  t h r e s h o l d s .  

A l t h o u g h  n o t  d e m o n s t r a t e d  h e r e  e x p l i c i t l y  t h i s  w i l l  i n  t h e  

c a s e  o f  t h e  GRADE d a t a  h a v e  l e a d  t o  m o r e  s t a b l e  a l l o c a t i o n s  

b e c a u s e  h e r e  d i s c r i m i n a t i o n  i s  b e t w e e n  g  =  3  p o p u l a t i o n s .

I n  t e r m s  o f  t h e  f ( t )  d i s t r i b u t i o n  f o r  t h e  I R I S  d a t a  c h o i c e  

f a l l s  m a i n l y  o n  t h e  l i n e a r  d i s c r i m i n a n t  a n d  n e x t  o n  t h e  

k e r n e l  a n d  n o n p a r a m e t r i c  d i s t a n c e  b a s e d  p r o c e d u r e s .  I n  

t e r m s  o f  t h r e s h o l d e d  p e r f o r m a n c e  t h e  l i n e a r  d i s c r i m i n a n t  i s  

c l e a r l y  s i n g l e d  o u t  b y  a l l  p e r f o r m a n c e  c r i t e r i a .

I n  t e r m s  o f  t h e  . f ( ^ )  d i s t r i b u t i o n  f o r  t h e  NORMAL16 d a t a  

c h o i c e  f a l l s  o n  a l l  b u t  t h e  f i r s t  o r d e r  l o g i s t i c  a n d  t h e  

m u l t i n o m i a l  p r o c e d u r e s .  I n  t e r m s  o f  a c t u a l  v a l u e s  o f  

p e r f o r m a n c e  c r i t e r i a  t h e  l i n e a r  d i s c r i m i n a n t  b u t  a l s o  t h e  

k e r n e l ,  c e n t r o i d  a n d  m u l t i n o m i a l  p r o c e d u r e s  p e r f o r m  

c o m p a r a t i v e l y  w e l l .  T h e  s u p e r i o r  p e r f o r m a n c e  o f  t h e  l i n e a r
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d i s c r i m i n a n t  f u n c t i o n  i s  p a r t i c u l a r l y  m a r k e d  u n d e r  l e a v i n g -  

o n e - o u t  c r o s s v a l i d a t i o n  c o n d i t i o n s .

G e n e r a l l y  s u f f i c i e n t  i n f o r m a t i o n  m a y  b e  g l e a n e d  f r o m  v i s u a l  

i n s p e c t i o n  o f  t h e  e s t i m a t e d  d e n s i t i e s  o f  £ ( ? )  a n d  t h e  p l o t s  

o f  t h r e s h o l d  d e p e n d e n t  p e r f o r m a n c e  f o r  a  g i v e n  

c r o s s v a l i d a t i o n  t e c h n i q u e .  I t  m u s t  b e  e m p h a s i s e d  t h a t  

g r a p h i c a l  a n a l y s i s  o f  t h e s e  t h r e s h o l d  d e p e n d e n t  p e r f o r m a n c e  

c u r v e s  v e r y  r a p i d l y  a l l o w s  t h e  r e j e c t i o n  o f  u n a c c e p t a b l e  

d i s c r i m i n a n t  p r o c e d u r e s .  I n  a l l  o f  t h e  e x a m p l e s  t h e  

d i f f e r e n t i a t i o n  o f  p r o c e d u r e s  i n  t e r m s  o f  n o n - t h r e s h o l d e d  

p e r f o r m a n c e  i s  c o n s i d e r a b l y  m o r e  d i f f i c u l t  t h a n  e v e n  a t  

o n l y  s l i g h t l y  r a i s e d  t h r e s h o l d s .

F o r  t h i s  r e a s o n  i t  i s  r e c o m m e n d e d  t h a t  i t  i s  s u f f i c i e n t  t o  

c o n c e n t r a t e  o n  t h e  l o w e r  e n d  o f  t h e  ^ - r a n g e  b e l o w  v a l u e s ,  

o f  a p p r o x i m a t e l y  0 . 3 0  w h e n  u s i n g  c l a s s i f i c a t i o n  t h r e s h o l d s .  

T h i s  i s  i m p o r t a n t ,  b e c a u s e  i t  c a n  r e d u c e  t h e  c o m p u t i n g  

e f f o r t  b y  f o r  i n s t a n c e  c h o o s i n g  a  r o u g h e r  m e t r i c  f o r  t h e  

u p p e r  e n d  o f  t h e  / c - r a n g e .

I f  p o s s i b l e ,  l e a v i n g - o n e - o u t  c r o s s v a l i d a t i o n  s h o u l d  b e  u s e d  

t o  a l l o w  b e t t e r  r e s o l u t i o n  o f  t h e  c u r v e s  w h e n  h o l d - o u t  

t e c h n i q u e s  l e a d  t o  s i m i l a r  c u r v e s .

B e y o n d  v i s u a l  i n s p e c t i o n  t h e r e  a p p e a r s  t o  b e  n o  f u r t h e r  

n e e d  f o r  f o r m a l i s i n g  t h e  a n a l y s i s  o f  p e r f o r m a n c e  c u r v e s  b y  

i n t r o d u c t i o n  o f  c o n c e p t s  s u c h  a s  e r r o r  d o u b l i n g  p o i n t s  a s  

d i s c u s s e d  i n  c h a p t e r  9 .
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Chapter 15 - Application of selection rules

T h e  a i m s  o f  t h i s  c h a p t e r  a r e  t w o f o l d :  ( 1 )  d e m o n s t r a t i o n  o f

h o w  t o  a p p l y  t h e  s e l e c t i o n  t r e e  d e v e l o p e d  i n  c h a p t e r  1 2 ,  

a n d  ( 2 ) d e m o n s t r a t i o n  o f  t h e  v a l i d i t y  o f  u s i n g  a  s e l e c t i o n  

t r e e .  T h e  g e n e r a l  s t r a t e g y  f o r  a p p l i c a t i o n  o f  s e l e c t i o n  

t r e e s  i s  o u t l i n e d  i n  s e c t i o n  1 5 . 1  w h i l e  a c t u a l  

a p p l i c a t i o n s  t o  t h e  d a t a s e t s  a r e  g i v e n  i n  s e c t i o n s  1 5 . 2  t o  

1 5 . 9 .

1 5 . 1  S t r a t e g y  o f  p r o c e d u r e  s e l e c t i o n

I n  o r d e r  t o  s h o w  t h e  u s e f u l n e s s  o f  a  s e l e c t i o n  t r e e  i t  i s  

a p p l i e d  t o  a  s e l e c t i o n  o f  r e a l  a n d  a r t i f i c i a l  d a t a s e t s .  T h e  

q u e s t i o n  o f  w h e t h e r  i n i t i a l  p r o c e d u r e  c h o i c e  i s  m a t c h e d  b y  

c o r r e s p o n d i n g l y  g o o d  p e r f o r m a n c e  a s  m e a s u r e d  b y  v a r i o u s  

c r i t e r i a  o f  p e r f o r m a n c e  w i l l  b e  o f  p a r t i c u l a r  i n t e r e s t .  T h e  

p e r f o r m a n c e  e s t i m a t e s  p r e s e n t e d  i n  c h a p t e r  1 3  w i l l  b e  u s e d  

t o  t e s t  t h e  v a l i d i t y  o f  i n i t i a l  p r o c e d u r e  c h o i c e .  R e s u l t s  

a r e  s u m m a r i s e d  i n  t a b l e s  g i v i n g  t h e  p r o c e d u r e s  f o r  w h i c h  

f a v o u r a b l e  v a l u e s  o f  p e r f o r m a n c e  c r i t e r i a  a r e  c o m p u t e d .  

T h e s e  s u m m a r i e s  a r e  c o n d e n s e d  f r o m  i n d i v i d u a l  r e s u l t s  

t a b u l a t e d  b y  d a t a s e t  a n d  d i s c r i m i n a n t  p r o c e d u r e  i n  a p p e n d i x  

A ,  B a n d  C .

T o  a l l o w  a s s e s s m e n t  o f  g e n e r a l i s a b i l i t y 7 8  o f  t h e  s e l e c t i o n  

t r e e  t o  f u t u r e  a p p l i c a t i o n s ,  d a t a s e t s  e x h i b i t i n g  a  v a r i e t y  

o f  d i f f e r e n t  d a t a  s t r u c t u r e s  h a v e  b e e n  c h o s e n .  T h e  p a r a d i g m  

f o r  p r o c e d u r e  s e l e c t i o n  a s  d e v e l o p e d  i n  s e c t i o n  1 2 . 1  o f  

c h a p t e r  1 2  i s  t h e  s t a r t i n g  p o i n t  o f  t h e  p r o c e d u r e  s e l e c t i o n  

p r o c e s s .  W i t h  r e f e r e n c e  t o  t h e  f i g u r e  1 2 . 1 - 2  t h e  

s k i l l / e x p e r i e n c e  a n d  c o n s t r a i n t s  f a c t o r s  a r e  c o n s i d e r e d  o f  

s e c o n d a r y  i m p o r t a n c e  w h i l e  t h e  e m p h a s i s  i s  i n i t i a l l y  o n  t h e  

d a t a  a n d  m o d e l ,  a n d  l a t e r  o n  t h e  demand  f a c t o r s .  T h e  

s e l e c t i o n  t r e e  o f  f i g u r e  1 2 . 6 - 3  i n  c h a p t e r  1 2  i s  u s e d  i n  

t h e  f o l l o w i n g  d e m o n s t r a t i o n s  f o r  r e a l  a n d  a r t i f i c i a l

78 but see also caveat at end of chapter 11

338



d a t a s e t s  i n  s e c t i o n s  1 5 . 2  t o  1 5 . 9 .  T h e  d i s c u s s i o n  f o r  t h e  

CESAR4 d a t a s e t  i n  s e c t i o n  1 5 . 2  a n d  f o r  t h e  I R I S  d a t a s e t  i n  

1 5 . 8  a l s o  i n c l u d e s  a  c o m p a r i s o n  b e t w e e n  t h r e s h o l d e d  a n d  

n o n - t h r e s h o l d e d  p e r f o r m a n c e  a n a l y s i s .  F o r  r e f e r e n c e  t h e  

s e l e c t i o n  t r e e  f r o m  c h a p t e r  1 2  i s  r e p e a t e d  b e l o w  i n  f i g u r e

1 5 . 1 - 1 .  T h e  t h r e e  p r i m a r y  f a c t o r s  i n f l u e n c i n g  c h o i c e  

m o d e l ,  d a t a  a n d  dem a n d s  h a v e  b e e n  p o s i t i o n e d  ( w i t h i n  

b r a c k e t s . )  i n  f i g u r e  1 5 . 1 - 1 .

(.1) Inspect

direct indirect

[2) branch to 
estimation 
subtree

branch to
crossralidaiion
subtree

performance
criteria
(demands)

A C C E P T

d )  repeat 
cycle

F i g u r e  1 5 . 1 - 1 :  P r o c e d u r e  s e l e c t i o n  t r e e
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P e r f o r m a n c e  i s  j u d g e d  o n  t h r e e  k e y  f e a t u r e s :  ( 1 )  h o l d - o u t

b a s e d  e x p e c t a t i o n s , ,  ( 2 )  e x p e c t e d  s t a n d a r d  e r r o r s  a n d  ( 3 )  

b i a s  b a s e d  o n  u n c o n d i t i o n a l  e s t i m a t e s 7 9 . W h e n  c o n s i d e r i n g  

t h e  m o d e l  a n d  d a t a  f a c t o r s  f r e q u e n t  r e f e r e n c e  w i l l  b e  m a d e  

t o  t h e  c o r r e s p o n d i n g  t a b l e s  o f  c h a r a c t e r i s t i c s  o f  

r e s p e c t i v e  d a t a s e t s  i n  c h a p t e r  1 1 .  T h e s e  t a b l e s  i n c l u d e  

d e s c r i p t i v e  s t a t i s t i c s  o f  g r o u p  s p e c i f i c  m e a n s ,  s t a n d a r d  

d e v i a t i o n s  a n d  c o r r e l a t i o n  m a t r i c e s  a s  w e l l  a s  i n  s o m e  

c a s e s  c o n d e n s e d  r e s u l t s  f r o m  l o g l i n e a r  a n a l y s e s  c a r r i e d  o u t  

o n  t h e  d a t a s e t s  p r i o r  t o  r u n n i n g  t h e  d i s c r i m i n a n t  a n a l y s e s .

1 5 . 2  P r o c e d u r e  c h o i c e  f o r  t h e  CESAR4 d a t a

T h e  CESAR4 d a t a  i s  a  m e d i u m  s i z e d  s a m p l e  o f  r e a l  d a t a  w i t h  

d i c h o t o m o u s  p r e d i c t o r s  a n d  a  d i c h o t o m o u s  r e s p o n s e .

T e c h n i c a l  a n d  t h e o r e t i c a l  a d m i s s i b i l i t y : B e g i n n i n g  w i t h

t e c h n i c a l  a d m i s s i b i l i t y  ( t h e  r i g h t  h a n d  d a t a  b r a n c h  o f  

n u m b e r  1  i n  f i g u r e  1 5 . 1 - 1 )  t h e  f e a t u r e s  o f  t h i s  d a t a s e t  

( c h a p t e r  1 1 ) d o  n o t  p r e c l u d e  a n y  o f  t h e  e l e v e n  d i s c r i m i n a n t  

p r o c e d u r e s  { B H l f BH2,  BH3f CEN,  DD1, DD2,  DHL,  KERf MLT, 

LDF1 LG1)  h e n c e  g e n e r a l  a d m i s s i b i l i t y  i s  g i v e n .  A 

r e s t r i c t i o n  w o u l d  a p p l y  i f  s o m e  o f  t h e  p r e d i c t o r s  Xi w e r e  

n o t  d i c h o t o m o u s  s u c h  t h a t  t h e  B a h a d u r  p r o c e d u r e s  c o u l d  n o t  

b e  c o m p u t e d  ( c h a p t e r  4 ) .  O n  t h e o r e t i c a l  g r o u n d s  ( l e f t  h a n d  

m o d e l  b r a n c h  o f  n u m b e r  1 ) t h e  m u l t i v a r i a t e  d i c h o t o m o u s  

n a t u r e  o f  t h e  d a t a  w o u l d  i m p l y  a n y  o f  t h e  B a h a d u r  m o d e l s  a s  

t h e s e  a r e  s p e c i f i c a l l y  d e s i g n e d  f o r  s u c h  d i s t r i b u t i o n s .  T h e  

m u l t i n o m i a l  m o d e l  m u s t  a l s o  b e  c o n s i d e r e d  b e c a u s e  i t  m a k e s  

n o  a s s u m p t i o n s  a b o u t  t h e  i n d i v i d u a l  v a r i a b l e s  a n d  t h e i r  

i n t e r a c t i o n s .  D u e  t o  n o n - n o r m a l i t y  o f  t h e  m u l t i v a r i a t e  

d i c h o t o m o u s  d i s t r i b u t i o n s  t h e  l i n e a r  d i s c r i m i n a n t  f u n c t i o n  

m i g h t  b e  r u l e d  o u t  o n  t h e o r e t i c a l  g r o u n d s .  T h e  r o b u s t n e s s  

o f  t h e  l i n e a r  d i s c r i m i n a n t  h o w e v e r  i s  a n  a r g u m e n t  i n  f a v o u r

79 It was seen in chapter 13 that estimates of bias of the 
performance criteria depended on whether baseline values of
performance criteria were computed using conditional or
unconditional estimates. For this reason the conditional
estimates are not used.
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o f  t h e  LDF. I t  w a s  s e e n  i n  s e c t i o n  5 o f  c h a p t e r  1 3  t h a t  

p e r f o r m a n c e  o f  t h e  LDF b r o k e  d o w n  n o t i c e a b l y  o n l y  w h e n  t h e  

n u m b e r  o f  d i s c r e t e  s t a t e s  d r o p p e d  t o  v e r y  l o w  l e v e l s .  T h e  

CESAR4 d a t a  h a s  s  -  1 2  s t a t e s  w h i c h  m i g h t  t h e r e f o r e  b e  

e n o u g h  t o  s u p p o r t  r e a s o n a b l e  p e r f o r m a n c e  o f  t h e  LDF m o d e l .

T h e  q u e s t i o n  a s  t o  w h a t  m e d i c a l  f a c t o r s  a r e  l i k e l y  t o  

i n f l u e n c e  t h e  r a t e  o f  c a e s a r e a n  s e c t i o n s  a r o s e  b e c a u s e  o f  a  

g r o w i n g  c o n c e r n  a b o u t  t h e  c o n t i n u o u s l y  i n c r e a s i n g  t r e n d  

t h a t  h a d  b e e n  o b s e r v e d  b y  p e r i n a t a l  s u r v e y s  s i n c e  t h e  

m i d d l e  1 9 7 0 ' s .  T h e  p r i o r  p r o b a b i l i t y  o f  n  =  0 . 1 4 6 80 r e f l e c t s  

t h e  c a e s a r e a n  s e c t i o n  r a t e  i n  a  s a m p l e  o f  t h e  G e r m a n 8 1  

p o p u l a t i o n  i n  1 9 8 6 .  T h e  CESAR4 d a t a  s h o w s  t h e  c a e s a r e a n  

s e c t i o n  r a t e  a s  a  f u n c t i o n  o f  t h e  d i c h o t o m o u s  v a r i a b l e s  

" p o s i t i o n  o f  f e t u s  i n  w o m b " ,  " t w i n  p r e g n a n c y " ,  " p r e v i o u s  

c a e s a r e a n  s e c t i o n "  a n d  " p l a c e n t a l  i n s u f f i c i e n c y " .  I n  

a b s e n c e  o f  k n o w l e d g e  a b o u t  a  s t a t i s t i c a l  m o d e l  t h a t  

u n d e r l i e s  t h e  CESAR4 d a t a ,  i n s p e c t i o n  o f  t h e  v a r i a b l e s  a n d  

t h e i r  l i k e l y  i n t e r r e l a t i o n  o n  m e d i c a l  g r o u n d s  i s  c a r r i e d  

o u t  ( s t i l l  n u m b e r  1  i n  f i g u r e  1 5 . 1 - 1 ) .  F r o m  t h e  s u m m a r y  

t a b l e  1 1 . 1 - 3  i n  c h a p t e r  1 1  i t  m a y  b e  s e e n  t h a t  t h e  r e l a t i v e  

d i f f e r e n c e s  i n  t h e  m e a n s  f o r  t h e  f o u r  p r e d i c t o r  v a r i a b l e s  

l i e  b e t w e e n  a b o u t  80  a n d  1 0 0  p e r  c e n t .  T h e  s t a n d a r d  

d e v i a t i o n s  o n  t h e  o t h e r  h a n d  a r e  c l o s e r ,  e s p e c i a l l y  w h e n  

c o n s i d e r i n g  t h e  d i f f e r e n t  s a m p l e  s i z e s .  S t i l l  t h e s e  

f e a t u r e s  s u g g e s t  t h a t  a  r e a s o n a b l e  s e p a r a t i o n  o f  t h e  t w o  

p o p u l a t i o n s  s h o u l d  b e  p o s s i b l e .  O n  m e d i c a l  g r o u n d s  o n e  

m i g h t  e x p e c t  a  c o r r e l a t i o n  b e t w e e n  p o s i t i o n  o f  f e t u s  i n  t h e  

w o m b  a n d  t w i n  p r e g n a n c y  a n d  a l s o  a  s m a l l e r  o n e  b e t w e e n  t w i n  

p r e g n a n c i e s  a n d  p l a c e n t a l  i n s u f f i c i e n c y  a n d  f i n a l l y  p e r h a p s  

a n  e v e n  s m a l l e r  o n e  b e t w e e n  p r e v i o u s  c a e s a r e a n  o r  u t e r u s  

s u r g e r y  a n d  p l a c e n t a l  i n s u f f i c i e n c y .  T h e  c o r r e l a t i o n  

m a t r i c e s  a n d  R2 i n  c h a p t e r  1 3 ,  h o w e v e r ,  r e v e a l  o n l y  o n e  

s m a l l ,  y e t  s t a t i s t i c a l l y  s i g n i f i c a n t ,  c o r r e l a t i o n  o f  0 . 1 4 7  

a n d  0 . 1 1 5  r e s p e c t i v e l y  b e t w e e n  t w i n  p r e g n a n c y  a n d  p r e v i o u s  

c a e s a r e a n  s e c t i o n  o r  u t e r u s  s u r g e r y .  T h i s  c o n t r a d i c t s  

t h e o r e t i c a l  e x p e c t a t i o n s .  T h e  e x p e c t e d  c o r r e l a t i o n  b e t w e e n

80 see summary table 11.1-3 in chapter 11.
81 in the state of Lower Saxony (Niedersachsen).
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p o s i t i o n  a n d  t w i n  p r e g n a n c y  i s  s i g n i f i c a n t  o n l y  i n  t h e  

p o o l e d  s a m p l e .  T h e  l o g l i n e a r  a n a l y s i s  y i e l d s  4 s i g n i f i c a n t  

m a i n  e f f e c t s  q u i t e  i n  k e e p i n g  w i t h  t h e  r e l a t i v e l y  l a r g e  

u n i v a r i a t e  d i f f e r e n c e s  i n  t h e  m e a n s  ( s e e  a b o v e ) .

I n i t i a l  c h o i c e  o f  p r o c e d u r e : T h e  a b o v e  i m p l i e s  a  h i g h e r

o r d e r  m o d e l ,  s u c h  a s  a  BH2 o r  e v e n  t h e  BBS.  T h e  LDF m i g h t  

a l s o  b e  e x p e c t e d  t o  p e r f o r m  r e a s o n a b l y  w e l l .

D e n s i t y  e s t i m a t i o n : T h i s  f o l l o w s  t h e  p a r a m e t r i c  t e c h n i q u e s  

a s  o u t l i n e d  i n  c h a p t e r  4 .

C r o s s v a l i d a t i o n  o f  p e r f o r m a n c e  c r i t e r i a : T h e  s a m p l e  s i z e

n  =  1 5 4 4  i s  c o m p a r a t i v e l y  l a r g e  a n d  s o  t h e  m o r e  i n t e n s i v e  

c r o s s v a l i d a t i o n  t e c h n i q u e s  s u c h  a s  l e a v i n g - v - o u t  o r  e v e n  

l e a v i n g - o n e - o u t  a r e  n o t  u s e d  i n  f a v o u r  o f  h o l d - o u t  

c r o s s v a l i d a t i o n .

A s s e s s m e n t : T a b l e  1 5 . 2 - 1  h a s  t w o  p a r t s .  T h e  u p p e r  s e c t i o n  

a b o v e  t h e  d o u b l e  h o r i z o n t a l  l i n e s  s h o w s  p r o c e d u r e  c h o i c e s  

o n  t h e  b a s i s  o f  u s i n g  h o l d - o u t  b a s e d  n o n - t h r e s h o l d e d  

e s t i m a t e s  o f  p e r f o r m a n c e  ( f r o m  a p p e n d i x  A ,  C a n d  E . )  f o r  

£count ing^ e p o s t e r i o r  a n c j  77 t e r m s  o f  e x p e c t a t i o n  E [ (P' ] ,

s t a n d a r d  e r r o r  s e ( < P )  a n d  u n c o n d i t i o n a l  b i a s  ub(<P)82. T h e  

l o w e r  s e c t i o n  i s  a  r e p e t i t i o n  o f  t h e  c o r r e s p o n d i n g  s u m m a r y  

t a b l e  f r o m  c h a p t e r  1 4  g i v i n g  d e t a i l s  o f  p r o c e d u r e  c h o i c e  

b a s e d  o n  t h r e s h o l d  d e p e n d e n t  p e r f o r m a n c e  c u r v e s  f o r  

a s s e s s m e n t s  o f  p r o c e d u r e  r e l i a b i l i t y .

F o r  t h e  CESAR4 d a t a ,  t a b l e  A - l  f r o m  a p p e n d i x  A g i v e s  n o n -  

t h r e s h o l d e d  h o l d - o u t  e s t i m a t e s  f o r  ecount ing  Qf  0 . 1 2 3  f o r  

b o t h  t h e  BH1 a n d  t h e  BH3 d i s c r i m i n a n t  p r o c e d u r e s . A l l  

t a b l e s  i n  t h e  a p p e n d i x  h a v e  b e e n  r o u n d e d  t o  3  s i g n i f i c a n t  

p o s t  d e c i m a l  d i g i t s .  I n  t h e  a b o v e  c a s e  t h e  a c t u a l  v a l u e s  o f  

ecount ing  f o r  t h e  b h I  a n d  BH3 p r o c e d u r e s  a r e  i n  f a c t  0 . 1 2 3 4  

a n d  0 . 1 2 2 9  r e s p e c t i v e l y .  H e n c e  o n l y  t h e  BH3 p r o c e d u r e  i s  

e n t e r e d  i n  t h e  u p p e r  l e f t  c e l l  o f  t a b l e  1 5 . 2 - 1 .  I n  a l l

The symbol <SP
is short for £«umting( eposterior and ^
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s u b s e q u e n t  t a b l e s  s u m m a r i s i n g  p r o c e d u r e  c h o i c e  t h e  a c t u a l  

d a t a 8 3  h a v e  t h e r e f o r e  b e e n  c o n s u l t e d  i n  c a s e s  o f  d o u b t .  T h e  

c o r r e s p o n d i n g  b e s t  -  a n d  u n a m b i g u o u s  -  e s t i m a t e  f r o m  t a b l e  

A - 2  f o r  £ posterior i s  0 . 0 7 2  f o r  t h e  L D F .  A s  t h i s  

p e r f o r m a n c e  i s  d i s t i n c t l y  b e t t e r  t h a n  f o r  t h e  o t h e r  

p r o c e d u r e s  t h i s  e n t r y  i n  t h e  u p p e r  m i d d l e  c e l l  o f  t a b l e

1 5 . 2 - 1  i s  a d d i t i o n a l l y  m a r k e d  w i t h  a n  a s t e r i s k .  T h e  b e s t  n 

v a l u e  { 0 . 8 9 7 )  i s  a g a i n  e x h i b i t e d  f o r  t h e  L D F  p r o c e d u r e  

y i e l d i n g  t h e  e n t r y  i n  t h e  u p p e r  r i g h t  c e l l .  T h e  s e c o n d  l i n e  

o f  t a b l e  1 5 . 2 - 1  s h o w s  t h e  p r o c e d u r e  f o r  w h i c h  t h e  e s t i m a t e  

o f  t h e  u n c o n d i t i o n a l  s t a n d a r d  e r r o r  i s  a t  a  m i n i m u m  f o r  t h e  

t h r e e  p e r f o r m a n c e  c r i t e r i a .  T h e  a c t u a l  v a l u e s  a r e  0 . 0 0 1 5 ,  

0 . 0 0 3 6  a n d  0 . 0 0 2 1 ,  r e s p e c t i v e l y .  I n  e a c h  c a s e  t h e  B H 3  

p r o c e d u r e  h a s  t h e  s m a l l e s t  v a l u e .  T h e  t h i r d  l i n e  s h o w s  

p r o c e d u r e s  f o r  w h i c h  e s t i m a t e s  o f  t h e  a b s o l u t e  v a l u e  o f  t h e  

u n c o n d i t i o n a l  b i a s  a r e  a  m i n i m u m .  A c t u a l  v a l u e s  a c c u r a t e  t o  

4  s i g n i f i c a n t  p o s t  d e c i m a l  d i g i t s  a r e  0 . 5 7 2 8 ,  0 . 0 0 0 0  a n d

0 . 0 5 6 9 , r e s p e c t i v e l y .

s t a t i s t i c £Counting £posterior n

e x p e c t a t i o n  
u n c o n d  s . e . 
u n c o n d  b i a s

B H 3

B H 3

B H 3

L D F * 8 5

B H 3

B H 1

L D F *

B H 3

B H 1

s k e w 8 4 - B A H  C E N  D D 1  D D 2  D H L

l e a v e -
o n e -
o u t

l e v e l K E R  L D F  C E N  
M L T

L D F L D F

c h a n g e K E R  L D F  C E N  
M L T

K E R  L D F  C E N  
M L T

K E R  L D F  C E N  
M L T

h o l d -
/ - \ n  f
V / U  b

l e v e l L D F  K E R L D F * 86 L D F *

c h a n g e K E R  L D F  C E N  
M L T

K E R  L D F  C E N  
M L T

K E R  L D F  C E N  
M L T

T a b l e  1 5 . 2 - 1 :  P r o c e d u r e  c h o i c e  f o r  C E S A R 4  d a t a

83 available from the author
84 In terms of skew the listed procedures are expected to
perform well for all performance criteria.
85 The asterisk indicates clearly superior performance for
the given procedure.
8 6 The asterisk indicates that the linear discriminant is 
clearly superior to the rest.
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I n s p e c t i o n  o f  t a b l e  1 5 . 2 - 1  s h o w s  t h a t  c h o i c e  o f  p r o c e d u r e  

w i l l  i n i t i a l l y  d e p e n d  o n  w h e t h e r  n o n - t h r e s h o l d e d  

p e r f o r m a n c e  =  0 . 0 0 )  o r  t h r e s h o l d e d  p e r f o r m a n c e

{ 0 . 0 0  < t  ^  1 . 0 0 )  i s  u s e d  a s  a  y a r d s t i c k .  T h i s  d i f f e r e n c e  

i s  p a r t i c u l a r l y  n o t i c e a b l e  f o r  t h e  m i s a l l o c a t i o n  e r r o r ,  

ecount ing^  w h i l e  t h e  u p p e r  p a r t  o f  t a b l e  1 5 . 2 - 1  p o i n t s  t o  

t h e  B a h a d u r  p r o c e d u r e s  o n  t h e  b a s i s  o f  n o n - t h r e s h o l d e d  

p e r f o r m a n c e ,  t h e  l o w e r  p a r t  l i s t s  t h e  k e r n e l ,  l i n e a r  

d i s c r i m i n a n t ,  c e n t r o i d  a n d  m u l t i n o m i a l  p r o c e d u r e s .  T o  a  

l e s s e r  e x t e n t  d i f f e r e n c e s  a r e  a l s o  s e e n  f o r  e p o s t e r i o r  a n c j  

ri. T h e  r e a s o n s  f o r  t h e s e  d i f f e r e n c e s  i n  c h o i c e  r e s u l t  f r o m  

t h e  f a c t  t h a t  i n  o n e  c a s e  p e r f o r m a n c e  i s  j u d g e d  s o l e l y  f o r  

t  =  0 . 0 0  w h i l e  i n  t h e  o t h e r  t h e  r e s p o n s e  o f  p e r f o r m a n c e  

o v e r  a  r a n g e  o f  v a l u e s  f o r  ^  i s  c o n s i d e r e d .

R e c o m m e n d a t i o n s  f o r  f i n a l  c h o i c e :  T h e  a b o v e  h i g h l i g h t s  t h e  

c o n s e q u e n c e s  t h a t  t h e  c h o i c e  o f  p e r f o r m a n c e  c r i t e r i a  i n  

t u r n  c a n  h a v e  o n  s u b s e q u e n t  c h o i c e  o f  d i s c r i m i n a n t  

p r o c e d u r e .  I t  a l s o  i l l u s t r a t e s  t h e  p o i n t  m a d e  i n  c h a p t e r  1 2  

t h a t  t h e  d e m a n d s  e x p e c t e d  o f  a  d i s c r i m i n a n t  p r o c e d u r e  h a v e  

t o  b e  s p e c i f i e d  i n  a d v a n c e .  T a b l e  1 5 . 2 - 1  a l s o  c o n f i r m s  t h e  

i n i t i a l  c h o i c e  o f  t h e  l i n e a r  d i s c r i m i n a n t  p r o c e d u r e  a s  a  

p o t e n t i a l  c a n d i d a t e  f o r  t h e  CESAR4 d a t a .  T h i s  i s  t h e  c a s e  

w h e n  p e r f o r m a n c e  i s  j u d g e d  i n  t e r m s  o f  n o n - t h r e s h o l d e d  

v a l u e s  o f  e p o s t e r i o r  o r  r j . N o t e  t h a t  h e r e  t h i s  a l s o  h o l d s  

f o r  t h r e s h o l d e d  p e r f o r m a n c e  f o r  t h e s e  p o s t e r i o r  p r o b a b i l i t y  

b a s e d  p e r f o r m a n c e  c r i t e r i a  i n  t e r m s  o f  l e v e l .

T h e  a b o v e  r e s u l t  i s  a  t y p i c a l  i l l u s t r a t i o n  o f  t h e  c a s e  

w h e r e  a  t h e o r e t i c a l l y  i n a d m i s s i b l e  p r o c e d u r e  ( t h e  l i n e a r  

d i s c r i m i n a n t )  m a y  l e a d  t o  b e t t e r  p e r f o r m a n c e  t h a n  a  

p r o c e d u r e  b a s e d  o n  t h e  c o r r e c t  m o d e l .  I n  t h e  t e r m i n o l o g y  

d e v e l o p e d  i n  c h a p t e r  7 t h i s  i s  e q u i v a l e n t  t o  s t a t i n g  t h a t  

p e r f o r m a n c e  j u d g e d  b y  <P( 8 , f ,  ( 0  ) )  i s  s u p e r i o r  t o  p e r f o r m a n c e  

j u d g e d  b y  <P{ S , f, ( e  ) ) .  T h e  d i f f e r e n c e  b e t w e e n  t h e  f i r s t  

e x p r e s s i o n  a n d  t h e  l a s t  o n e  i s  t h a t  t h e  i n a d m i s s i b l e  

( w r o n g ,  b e c a u s e  l i n e a r  d i s c r i m i n a n t )  m o d e l  a s s u m p t i o n  i n  

t h e  f o r m e r  i s  i n d i c a t e d  b y  t h e  e s t i m a t e d  u n d e r l y i n g
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d i s t r i b u t i o n  f  w h i l e  i n  t h e  l a t t e r  t h e  p r e s u m e d  a d m i s s i b l e  

( i . e .  t h e  t h i r d  o r d e r  B a h a d u r )  i s  i n d i c a t e d  b y  f 8 7 .

I f  g o o d  n o n - t h r e s h o l d e d  p e r f o r m a n c e  i n  t e r m s  o f  l o w

ecounting o n  t h e  b a s i s  o f  t h e  p r e s e n t  s a m p l e  i s  c o n s i d e r e d  

m o r e  i m p o r t a n t  t h a n  r e l i a b i l i t y  o f  t h e  d i s c r i m i n a n t  i n  

t e r m s  o f  l o w  £ P ° s t e r i o r  o r  h i g h  n  t h e n  c h o i c e  w o u l d  f a l l  o n  

t h e  t h i r d  o r d e r  B a h a d u r  p r o c e d u r e .  I f  p r i o r i t i e s  a r e  

c o n v e r s e  t h e n  c h o i c e  w o u l d  f a l l  o n  t h e  l i n e a r  d i s c r i m i n a n t  

p r o c e d u r e .

F o r  p r a c t i c a l  p u r p o s e s  t w o  s i t u a t i o n s  m a y  b e  d i s t i n g u i s h e d  

( a )  a c t i o n  o n  t h e  b a s i s  o f  t h e  g i v e n  d a t a  a n d  ( b )

c o l l e c t i o n  o f  f u r t h e r  d a t a  w i t h  t h e  i n t e n t i o n  o f  n a r r o w i n g  

d o w n  c h o i c e  o f  d a t a  m o d e l .  C o n s i d e r i n g  t h e  f o r m e r  c l e a r l y  

( s e e  c h a p t e r  4 )  t h e  l i n e a r  d i s c r i m i n a n t  i s  a n  e a s i e r  

p r o c e d u r e  t o  u s e  u n d e r  r e a l i s t i c  c o n d i t i o n s  ( e . g .  a n t e n a t a l  

c l i n i c )  b e c a u s e  t h e  l i n e a r  p r e d i c t o r  m a y  b e  c o m p u t e d  o n  

m o s t  p o c k e t  c a l c u l a t o r s .  B y  c o n t r a s t  t h e  3 r d  o r d e r  B a h a d u r  

i n v o l v e s  c o n s i d e r a b l y  m o r e  p a r a m e t e r s  a n d  i s  m o r e  c o m p l e x  

t o  h a n d l e  f o r  n o n - s p e c i a l i s t  s t a f f .  I n  a d d i t i o n  t h e

o b s e r v e d  c o r r e l a t i o n s ,  t h o u g h  s i g n i f i c a n t ,  a r e  

c o m p a r a t i v e l y  l o w ,  t h u s  c a s t i n g  d o u b t  o n  t h e  s t a b i l i t y  o f  

s u c h  a  h i g h  o r d e r  i n t e r a c t i o n  p r o c e d u r e .  T h i s  p o t e n t i a l

s u s c e p t i b i l i t y  t o  s a m p l i n g  v a r i a t i o n  i s  a l s o  b o r n e  o u t  b y  

t h e  t h r e s h o l d  d e p e n d e n t  p e r f o r m a n c e  a n a l y s i s  t h a t  e n t i r e l y  

e x c l u d e s  a l l  B a h a d u r  p r o c e d u r e s  a s  g o o d  c a n d i d a t e s ,  

i r r e s p e c t i v e  o f  c r o s s v a l i d a t i o n  t e c h n i q u e  a n d  p e r f o r m a n c e  

c r i t e r i o n .  A s  r e l i a b i l i t y  o f  a  d i s c r i m i n a n t  p r o c e d u r e

r o u t i n e l y  i m p l e m e n t e d  f o r  p r e d i c t i o n  o f  t h e  r i s k  o f

c a e s a r e a n  s e c t i o n  d e l i v e r y  i s  p r e s u m a b l y  m o r e  i m p o r t a n t

t h a n  l o w  e r r o r  r a t e s ,  c p o s t e r i o r  a n c j  r) a r e  t h e  c r u c i a l  

p e r f o r m a n c e  c r i t e r i a .  O n  t h e  b a s i s  o f  t h e s e  t h e  l i n e a r  

d i s c r i m i n a n t  i s  a g a i n  s u g g e s t e d  a s  o p t i m a l ,  e s p e c i a l l y  i n  

t e r m s  o f  l e v e l .  W i t h  r e f e r e n c e  t o  s i t u a t i o n  ( b )  a b o v e  i t  

m a y  b e  n o t e d  t h a t  t h e  i n f o r m a t i o n  c o n t a i n e d  i n  t h e

With respect to figure 7.6-2 in chapter 7 one may 
conclude that the current sample si2e must lie to the left
of the r e v e r s a l  p o i n t . n*.
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v a r i a b l e s  X1 t o  X4 i s  r o u t i n e l y  r e c o r d e d  i n  a n t e n a t a l  

c l i n i c s .  T h u s  i n c r e a s i n g  t h e  s a m p l e  s i z e  f o r  f u t u r e  f i n e r  

c a l i b r a t i o n  o f  t h e  u n d e r l y i n g  d a t a  m o d e l  o f f e r s  a  f u r t h e r  

a f f o r d a b l e  m e a n s  f o r  i m p r o v i n g  p r o c e d u r e  c h o i c e .

1 5 . 3  P r o c e d u r e  c h o i c e  f o r  t h e  CREDIT d a t a

T h e  CREDIT d a t a  w e r e  c h o s e n  f o r  i l l u s t r a t i o n  o f  t h e  

s e l e c t i o n  p r o c e s s  b e c a u s e  a g a i n  i t  i s  a  m e d i u m  s i z e d  

d i c h o t o m o u s  r e s p o n s e  s a m p l e  s i m i l a r  t o  t h e  CESAR4 d a t a s e t  

o f  t h e  p r e v i o u s  s e c t i o n ,  y e t  i t s  p a r t i c u l a r  f e a t u r e  i s  t h e  

s e t  o f  i n t e r r e l a t e d  d e m o g r a p h i c  n o m i n a l  a n d  o r d i n a l  

p r e d i c t o r s .

T e c h n i c a l  a n d  t h e o r e t i c a l  a d m i s s i b i l i t y : T h e  o r d i n a l  n a t u r e  

o f  4 (Xl f  X2, X5, X6 ) o f  t h e  6  t h e  p r e d i c t o r s  p r e c l u d e s  t h e  

r a n g e  o f  B a h a d u r  m o d e l s  i n  t e r m s  o f  t e c h n i c a l

a d m i s s i b i l i t y .  A l l  o t h e r  p r o c e d u r e s  m a y  b e  a p p l i e d .  O n  d a t a  

t h e o r e t i c  g r o u n d s  a l l  e x c e p t  t h e  l i n e a r  a n d  q u a d r a t i c

d i s c r i m i n a n t  f u n c t i o n s  a r e  a d m i s s i b l e .  T h e  o r d i n a l  s c a l i n g  

o f  t h e  m a j o r i t y  o f  p r e d i c t o r s  m i g h t  s u g g e s t  t h e  d i r e c t  

e n t r y  o f  i n d e p e n d e n t  e f f e c t s  i n  t h e  l o g i s t i c  m o d e l 8 8 . T h i s  

v a r i a n t  o f  t h e  l o g i s t i c  m o d e l  i s  p r o v i d e d  b y  s o m e  

s t a t i s t i c a l  p a c k a g e s  a n d  a l l o w s  t h e  m o d e l l i n g  o f  o r d i n a l  

p r e d i c t o r s .

T h e  CREDIT d a t a  h a s  2 3 6  d i f f e r e n t  s t a t e s  w h i c h  m e a n s  t h a t  

m a n y  o f  t h e  c e l l s  h a v e  l e s s  t h a n  1 0  o r  e v e n  z e r o

o b s e r v a t i o n s .  T h i s  r u l e s  o u t  t h e  m u l t i n o m i a l  m o d e l  d u e  t o  

p a r a m e t e r  a b u n d a n c e .  O t h e r  n o n p a r a m e t r i c  p r o c e d u r e s  s u c h  a s  

t h e  DHL a n d  DD2 m i g h t  b e  e x p e c t e d  t o  d o  f a i r l y  w e l l .  D u e  t o  

t h e  o r d i n a l  n a t u r e  o f  m o s t  o t h e r  p r e d i c t o r s  t h e  l i n e a r  

d i s c r i m i n a n t  f u n c t i o n  o r  t h e  QDF s h o u l d  a l s o  d o  w e l l

e s p e c i a l l y  a s  a  c o n s e q u e n c e  o f  r o b u s t n e s s  o f  t h e  LDF.  T h e  

s a m e  h o l d s  f o r  t h e  k e r n e l  p r o c e d u r e  KER a n d  p o s s i b l y  n o t  s o  

m u c h  f o r  t h e  c e n t r o i d  b e c a u s e  o f  i n t e r a c t i o n  e f f e c t s

OQ see chapter 4.
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l e a d i n g  t o  p a t t e r n s  i n  t h e  d a t a .  T h e  p r e d i c t o r s  o f  

c r e d i t w o r t h i n e s s  o f  b a n k  c u s t o m e r s  {X1 c u r r e n t l y  h e l d  

a c c o u n t ,  X2 p a s t  p a y i n g  m o r a l e ,  X3 s a v i n g s ,  X4 p u r p o s e  o f  

c r e d i t ,  X5 a s s e t s  a n d  X6 e m p l o y m e n t )  l e a d  o n e  t o  e x p e c t  

c o n s i d e r a b l e  i n t e r a c t i o n  b e t w e e n  t h e m .  D u r a t i o n  o f  

e m p l o y m e n t  w i l l  b e  r e l a t e d  t o  c a p i t a l  a n d  t h i s  t o  p a s t  

p a y m e n t  m o r a l e  a n d  p r e s e n c e  o f  o t h e r  s a v i n g s  e t c .  S o  h i g h e r  

o r d e r  l o g i s t i c  m o d e l s  w o u l d  b e  e x p e c t e d  t o  p e r f o r m  w e l l  

t o o .

U n i v a r i a t e  a n a l y s i s  o f  t h e  r e l a t i v e  d i f f e r e n c e s  i n  m e a n s  -  

a n a l o g o u s  t o  t h e  a n a l y s i s  c a r r i e d  o u t  f o r  t h e  CESAR4 

e x a m p l e  -  r e v e a l s  t h a t  t h e  d i f f e r e n c e s  r a n g e  f r o m  a b o u t  10  

t o  3 0  p e r  c e n t  f o r  a l l  v a r i a b l e s  e x c e p t  f o r  X3 ( p r e s e n c e  o f  

s a v i n g s ) . H e r e  t h e  u n i v a r i a t e  r e l a t i v e  d i f f e r e n c e  i s  1 3 0  

p e r  c e n t .  T h e  l o g l i n e a r  a n a l y s i s  c o n f i r m s  t h e  r e l e v a n c e  o f  

X2 b u t  a l s o  l i s t s  Xl f  X3 a n d  X4 a s  f u r t h e r  s i g n i f i c a n t  m a i n  

e f f e c t s .  M a j o r  s i g n i f i c a n t ,  y e t  l o w  c o r r e l a t i o n s  a r e  s e e n  

b e t w e e n  p a s t  p a y i n g  m o r a l e  a n d  a s s e t s  ( 0 . 1 9 9  a n d  0 . 1 9 3  i n  

n x a n d  n 2  r e s p e c t i v e l y ) ,  c u r r e n t  b a l a n c e  a n d  e m p l o y m e n t  

( 0 . 1 5 6  a n d  0 . 1 3 7 ) ,  c u r r e n t  b a l a n c e  a n d  s a v i n g s  ( 0 . 1 1 8  a n d  

0 . 1 2 3 ) a n d  p a s t  p a y i n g  m o r a l e  a n d  p u r p o s e  o f  c r e d i t  { - 0 . 1 1 2  

a n d  - 0 . 1 0 0 ) .  T h e s e  c o r r e l a t i o n s  s i n g l e  o u t  c u r r e n t  b a l a n c e  

a n d  p a s t  p a y i n g  m o r a l e  a s  t h e  c h i e f  p o t e n t i a l  p r e d i c t o r s .

I n i t i a l  c h o i c e  o f  p r o c e d u r e : T h e  d i s t a n c e  b a s e d  DHL o r  DD2 

p r o c e d u r e s .

D e n s i t y  e s t i m a t i o n :  N o t  r e q u i r e d  f o r  i n d i r e c t  p r o c e d u r e s .

C r o s s v a l i d a t i o n  o f  p e r f o r m a n c e  c r i t e r i a : M e d i u m  t o  l a r g e

s a m p l e  s i z e  i m p l i e s  t h a t  h o l d - o u t  c r o s s v a l i d a t e d  e s t i m a t e s  

s h o u l d  g i v e  s a t i s f a c t o r y  r e s u l t s .

A s s e s s m e n t : T h e  r e s u l t s  f o r  n o n - t h r e s h o l d e d  p e r f o r m a n c e

f r o m  c o r r e s p o n d i n g  t a b l e s  i n  t h e  a p p e n d i x  a r e  s u m m a r i s e d  i n  

t a b l e  1 5 . 3 - 1 .  T h e  b e s t  p e r f o r m a n c e  e s t i m a t e s  f r o m  a p p e n d i x  

A a r e  0 . 2 0 0 , 0 . 1 6 7  a n d  0 . 7 7 2  r e s p e c t i v e l y  f o r  ccoun t in g^

e p o s t e r i r o  a n c j  r ] . T h e  f i r s t  l i n e  o f  t h e  t a b l e  c o n f i r m s
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i n i t i a l  c h o i c e  w i t h  r e s p e c t  t o  n o n - t h r e s h o l d e d  e x p e c t a t i o n  

o f  a l l  p e r f o r m a n c e  c r i t e r i a .  I n  e a c h  c a s e  a  d i s t r i b u t i o n a l  

d i s t a n c e  p r o c e d u r e  p e r f o r m s  b e s t .  T h e  f a c t  t h a t  o n  t h e  

o t h e r  h a n d  t h e  l i n e a r  d i s c r i m i n a n t  a n d  t h e  l o g i s t i c  

p r o c e d u r e s  p e r f o r m  b e t t e r  i n  t e r m s  o f  p r e c i s i o n  a n d  b i a s  

s u g g e s t s  t h a t  t h e  d i s t a n c e  b a s e d  p r o c e d u r e s  m i g h t  b e  

o v e r f i t t e d .

s t a t i s t i c £C ounting c p o s t e r io r n
e x p e c t a t i o n  
u n c o n d  s . e .  
u n c o n d  b i a s

DD2
LDF
LG1

DD1
LDF
LDF

DD2
LDF
LDF

T a b l e  1 5 . 3 - 1 :  P r o c e d u r e  c h o i c e  f o r  CREDIT d a t a

R e c o m m e n d a t i o n s  f o r  f i n a l  c h o i c e : I n  t h e  b a n k i n g  b u s i n e s s

e r r o r s  o f  m i s a l l o c a t i o n  n a t u r a l l y  h a v e  d i r e c t  m o n e t a r y  

c o n s e q u e n c e s .  F a l s e l y  a s s u m i n g  c r e d i t w o r t h i n e s s  i s  

d i s a d v a n t a g e o u s  b e c a u s e  i t  w i l l  i n c u r  e x t r a  c o s t s  i n  

r e t r i e v i n g  c a p i t a l  l a i d  o u t .  O n  t h e  o t h e r  h a n d  f a l s e l y  

a s s u m i n g  a  c u s t o m e r  t o  b e  n o t  w o r t h y  o f  c r e d i t  s i m i l a r l y  

m e a n s  a  l o s s  o f  p o t e n t i a l  i n t e r e s t .  T h e  l o s s e s  c a u s e d  b y  

i n c o r r e c t  d e c i s i o n s  n e e d  n o t  b e  t h e  s a m e  i n  b o t h  t h e s e  

c a s e s .  I n  a  s e n s e  t h e r e f o r e  t h i s  i s  a  t y p i c a l  e x a m p l e  f o r  

c o n s i d e r i n g  d i f f e r e n t i a l  m i s a l l o c a t i o n  c o s t s 8 9 .

D e c i s i o n s  i n  b a n k i n g  m u s t  b e  t a k e n  q u i c k l y ,  o t h e r w i s e  

c u s t o m e r s  m a y  g o  e l s e w h e r e .  T h e r e f o r e ,  a l t h o u g h  i t  m a y  b e  

c o m p a r a t i v e l y  i n e x p e n s i v e  t o  o b t a i n  f u r t h e r  d a t a  t h e  

u p d a t e d  d i s c r i m i n a n t  p r o c e d u r e  m a y  a r r i v e  t o o  l a t e .  H e n c e ,  

r e s a m p l i n g  i s  r u l e d  o u t .  T h u s  t h e  c h o i c e  n a r r o w s  d o w n  t o  a  

c h o i c e  b e t w e e n  t h e  DD1 o r  DD2 a n d  t h e  LDF p r o c e d u r e  o n  t h e  

b a s i s  o f  n o n - t h r e s h o l d e d  p e r f o r m a n c e .  I n  p a r t i c u l a r  a  b a n k  

m a n a g e r  p r e p a r e d  t o  t a k e  a  c e r t a i n  r i s k  f o r  t h e  s a k e  o f  a  

h i g h e r  y i e l d  w o u l d  b e  r e c o m m e n d e d  t o  c h o o s e  t h e  m o d i f i e d  

d i s t r i b u t i o n a l  d i s t a n c e  p r o c e d u r e  DD2 w h i l e  a  m o r e  

c o n s e r v a t i v e  m a n a g e r  s h o u l d  u s e  t h e  l i n e a r  d i s c r i m i n a n t .

og but see also chapter 7
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15.4 Procedure choice for the CHD data

T h e  CHD d a t a s e t  w a s  s e l e c t e d  b e c a u s e  i t  f e a t u r e s  a

c o m p a r a t i v e l y  l o w  p r i o r  w i t h  ^  =  0 . 0 6 9  f o r  p r e s e n c e  o f

c o r o n a r y  h e a r t  d i s e a s e .  T h e  o t h e r  c h a r a c t e r i s t i c  f e a t u r e  i s  

t h e  o r d i n a l  n a t u r e  o f  t h e  t w o  p r e d i c t o r s :  b l o o d  p r e s s u r e

m e a s u r e d  a t  4 l e v e l s  a n d  s e r u m  c h o l e s t e r o l  c o n t e n t  a l s o  

m e a s u r e d  a t  4 l e v e l s .

T e c h n i c a l  a n d  t h e o r e t i c a l  a d m i s s i b i l i t y : O n  t h e o r e t i c a l

g r o u n d s  t h e  l i n e a r  a n d  q u a d r a t i c  d i s c r i m i n a n t  f u n c t i o n s  a r e  

n o t  a d m i s s i b l e  i n  t h e  s t r i c t  s e n s e  f o r  a l l  d i s c r e t e

d a t a s e t s .  Y e t  a s  h e r e  t w o  o r i g i n a l l y  c o n t i n u o u s  a n d

p r o b a b l y  a l s o  n o r m a l l y  d i s t r i b u t e d  v a r i a b l e s  ( s y s t o l i c  

b l o o d  p r e s s u r e  a n d  c h o l e s t e r o l  l e v e l )  a r e  r e p r e s e n t e d  a t  4 

o r d i n a l  l e v e l s  o n e  m a y  n e v e r t h e l e s s  e x p e c t  a  s l i g h t l y

b e t t e r  p e r f o r m a n c e  f o r  t h e  l i n e a r  d i s c r i m i n a n t .  O n  m e d i c a l  

g r o u n d s  o n e  w o u l d  e x p e c t  a n  i n t e r a c t i o n  e f f e c t ,  a l t h o u g h

t h e  c o r r e l a t i o n  s h o u l d  b e  h i g h e r  f o r  d i a s t o l i c  b l o o d

p r e s s u r e .  T h e  c o r r e s p o n d i n g  c o r r e l a t i o n  m a t r i x  f r o m  c h a p t e r  

1 1 ,  h o w e v e r ,  d o e s  n o t  s h o w  u p  t h e s e  e f f e c t s  ( P 1 2  =  0 . 0 9 5 ) .  

T h e  a b s e n c e  o f  a  s u b s t a n t i a l  i n t e r a c t i o n 9 0  s u g g e s t s  u s i n g  a  

p a r s i m o n i o u s  p r o c e d u r e  s u c h  a s  t h e  m u l t i n o m i a l  o r  t h e  

i n d e p e n d e n t  BH1 m o d e l .  W h e n  c o n s i d e r i n g  t h e  l o w  c o r r e l a t i o n  

b e t w e e n  t h e  p r e d i c t o r  v a r i a b l e s  j o i n t l y  w i t h  t h e  r e l a t i v e  

d i f f e r e n c e s  i n  m e a n s  ( o n l y  a b o u t  2 0  p e r  c e n t )  i t  b e c o m e s  

c l e a r  t h a t  s e p a r a t i o n  o f  t h e  p o p u l a t i o n s  w i l l  n o t  b e  g o o d .  

A s  o r d i n a l  p r e d i c t o r s  b e g i n  t o  a p p r o a c h  c o n t i n u o u s

d i s t r i b u t i o n s  o n e  c a n  e x p e c t  o t h e r  p r o c e d u r e s  a p a r t  f r o m  

t h e  l i n e a r  d i s c r i m i n a n t  f u n c t i o n  t o  i m p r o v e .  T h i s  i m p l i e s  

t h e  k e r n e l  d e n s i t y  b a s e d  d i s c r i m i n a n t  p r o c e d u r e  a n d  a l s o

t h e  i n d i r e c t  c e n t r o i d  p r o c e d u r e .

I n i t i a l  c h o i c e  o f  p r o c e d u r e : T h e  m u l t i n o m i a l  o r  BH1
d i s c r i m i n a n t  p r o c e d u r e .

D e n s i t y  e s t i m a t i o n :  A s  s p e c i f i e d  i n  c h a p t e r  4 .

90 although significant at the 5 per cent level a Kendall's
taub of 0 . 0 9 5  must be considered small.
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C r o s s v a l i d a t i o n  o f  p e r f o r m a n c e  c r i t e r i a : T h e  s a m p l e  s i z e  i s  

c o m p a r a t i v e l y  s m a l l  c o n s i d e r i n g  t h e  n u m b e r  o f  d i s c r e t e  

s t a t e s .  T h i s  t h e r e f o r e  s u g g e s t s  u s i n g  a  m o r e  e l a b o r a t e  f o r m  

o f  c r o s s v a l i d a t i o n  s u c h  a s  l e a v i n g - o n e - o u t  t o  r e d u c e  b i a s .

A s s e s s m e n t : N o n - t h r e s h o l d e d  p e r f o r m a n c e  i s  g i v e n  i n  t a b l e

1 5 . 4 - 1 .  C o r r e s p o n d i n g  e s t i m a t e s  o f  e x p e c t e d  v a l u e s  f o r  t h e  

MLTt DHL a n d  KER p r o c e d u r e s  f r o m  a p p e n d i x  A a r e  0 . 0 6 9 ,  

0 . 0 6 8  a n d  0 . 9 3 1  r e s p e c t i v e l y .  A l t h o u g h  t h e s e  v a l u e s  a r e  

g o o d  i n  a b s o l u t e  t e r m s  i t  t u r n e d  o u t  t h a t  t h e  m i s a l l o c a t i o n  

r a t e  i s  o f  t h e  s a m e  m a g n i t u d e  a s  t h e  p r i o r  p r o b a b i l i t y  f o r  

n1 . I n  f a c t  ^  w a s  e n t i r e l y  c l a s s i f i e d  a s  n2 k y  t h e  

d i s c r i m i n a n t  p r o c e d u r e  w i t h  t h e  s m a l l e s t  e r r o r  r a t e ,  

e c o u n t i n g t r p h e  CHD d a t a  a r e  a  g o o d  e x a m p l e  f o r  u s i n g  

d i f f e r e n t i a l  m i s a l l o c a t i o n  c o s t s ,  e s p e c i a l l y  a s  s e n s i t i v i t y  

f o r  t h e  m e d i c a l  c o n d i t i o n  m u s t  b e  g i v e n  a  h i g h  p r i o r i t y .

s t a t i s t i c £counting £Posterior n

e x p e c t a t i o n MLT DHL KER
u n c o n d  s . e . a l l  p r o c s * 9 1 LDF LDFJ KER
u n c o n d  b i a s KERfLDF MLT KER

T a b l e  1 5 . 4 - 1 :  P r o c e d u r e  c h o i c e  f o r  CHD d a t a

R e c o m m e n d a t i o n s  f o r  f i n a l  c h o i c e : T h e  a m b i g u o u s  r e s u l t s

s u g g e s t  a d j u s t i n g  f o r  d i f f e r e n t  m i s a l l o c a t i o n  c o s t s  a n d  

p e r h a p s  a d o p t i n g  a  s e l e c t i v e  d i s c r i m i n a t i o n  a p p r o a c h  ( s e e  

c h a p t e r  1 2 ) .

1 5 . 5  P r o c e d u r e  c h o i c e  f o r  t h e  BANANA d a t a

T h e  a r t i f i c i a l  BANANA d a t a s e t  w a s  c o n s t r u c t e d  t o  

d e m o n s t r a t e  t h a t  a  d i s c r i m i n a n t  p r o c e d u r e  b a s e d  o n  a  

s t r a i g h t  s e p a r a t i o n  l i n e  w o u l d  n o t  p e r f o r m  w e l l .  T h e

91 The estimates for the unconditional standard 
virtually equal for all admissible procedures,
single one stands out among the rest with 
precision.

errors are
Thus no

respect to
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d i s t i n c t  s t r u c t u r e  o f  t h e  d a t a  i s  a l s o  e x p e c t e d  t o  e x c l u d e  

o t h e r  p r o c e d u r e s .  T h e  d a t a  c o n s i s t s  o f  s e p a r a t e l y  s a m p l e d  

a r t i f i c i a l  b i v a r i a t e  d a t a  w i t h  p r i o r s  = 0 . 5 0 0  a n d  t w o  

u n c o r r e l a t e d  o r d i n a l  p r e d i c t o r s  w i t h  6  l e v e l s  e a c h .  T h e  

d a t a  i s  p l o t t e d  i n  3  d i m e n s i o n s  i n  f i g u r e  1 5 . 5 - 1 .

rd freq 
0.270 
0.135
o.ooa-

F i g u r e  1 5 . 5 - 1 :  3 - d i m e n s i o n a l  p l o t  o f  BANANA d a t a

T e c h n i c a l  a n d  t h e o r e t i c a l  a d m i s s i b i l i t y :  D u e  t o  t h e  o r d i n a l  

n a t u r e  o f  t h e  p r e d i c t o r s  t h e  B a h a d u r  m o d e l s  a r e  

i n a d m i s s i b l e .  V i s u a l  i n s p e c t i o n  s h o w s  t h a t  c u r v i l i n e a r  

s e p a r a t i o n  l i n e s  a r e  r e q u i r e d  f o r  o p t i m a l  d i s c r i m i n a t i o n .  

T h e  BANANA d a t a s e t  c o n s i s t s  o f  " c l o s e  t o  c o n t i n u o u s "  d a t a  

w i t h  c l e a r l y  d i f f e r e n t  c o v a r i a n c e  m a t r i c e s .  T h i s  i s  t h e  

c l a s s i c a l  " t e x t  b o o k "  s i t u a t i o n  f o r  t h e  q u a d r a t i c  

d i s c r i m i n a n t  f u n c t i o n .  O n e  m i g h t  a l s o  e x p e c t  t h e  l i n e a r  

d i s c r i m i n a n t  t o  d o  m o d e r a t e l y  w e l l  i n  t e r m s  o f  p r e c i s i o n  

a n d  b i a s .  T h e  d i s t a n c e  b a s e d  p r o c e d u r e  b y  c o n t r a s t  w o u l d  

n o t  b e  e x p e c t e d  t o  p e r f o r m  w e l l  b e c a u s e  n o  c l e a r  c e n t r o i d s  

c a n  b e  e s t a b l i s h e d .

D u e  t o  t h e  o b v i o u s  p a t t e r n e d  s t r u c t u r e  o f  t h e  d a t a  t h e r e  i s  

a  g o o d  c a s e  f o r  a p p l y i n g  t h e  i n d i r e c t  r e c u r s i v e  

p a r t i t i o n i n g  o r  t h e  n e u r a l  n e t w o r k  a p p r o a c h e s .  A s  t h e r e  a r e  

n o  s y m m e t r i c  d i s p e r s i o n s  o f  t h e  d a t a  f o r  b o t h  p o p u l a t i o n s  

t h e  e u c l i d e a n  d i s t a n c e  b a s e d  c e n t r o i d  p r o c e d u r e  i s  r u l e d
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o u t .  T h e  c l o s e  t o  c o n t i n u o u s  m e t r i c  i m p l i e s  t h a t  k e r n e l  

d e n s i t y  e s t i m a t i o n  b a s e d  p r o c e d u r e s  s h o u l d  d o  w e l l  a s  t h e y  

a t t e m p t  t o  o b t a i n  l o c a l  e s t i m a t e s  o f  t h e  u n d e r l y i n g  

d e n s i t y .  T h e  d a t a  f i n a l l y  s h o w  c o n s i d e r a b l e  s e p a r a t i o n  o f  

t h e  p o p u l a t i o n s  a n d  m o d e r a t e l y  f e w  c e l l s  c o n s i d e r i n g  t h e  

s a m p l e  s i z e  w h i c h  s u g g e s t s  t h a t  t h e  m u l t i n o m i a l  m o d e l  

s i m i l a r l y  s h o u l d  p e r f o r m  w e l l .

I n i t i a l  c h o i c e  o f  p r o c e d u r e : Q u a d r a t i c  d i s c r i m i n a n t

p r o c e d u r e  o r  r e c u r s i v e  p a r t i t i o n i n g  p r o c e d u r e .

D e n s i t y  e s t i m a t i o n :  A s  s p e c i f i e d  b y  t h e  QDF.

C r o s s v a l i d a t i o n  o f  p e r f o r m a n c e  c r i t e r i a : T h e  m e d i u m  t o

l a r g e  s a m p l e  s i z e  p o i n t s  t o  t h e  h o l d - o u t  c r o s s v a l i d a t i o n  

t e c h n i q u e .

A s s e s s m e n t : T h e  r e s u l t s  o f  t a b l e  1 5 . 5 - 1  s u m m a r i s e d  f r o m

t h e  a p p e n d i x  c o n f i r m  t h e  e x p e c t a t i o n  t h a t  t h e  l i n e a r  

d i s c r i m i n a n t  i s  n o t  s u i t a b l e  f o r  d a t a  w i t h  s u c h  s t r o n g l y  

m a r k e d  p a t t e r n s .  W i t h i n  t h e  s e t  o f  a v a i l a b l e  p r o c e d u r e s 9 2  

t h e  p i c t u r e  i s  h e t e r o g e n e o u s .  T h i s  m a y  s u g g e s t  t h a t  n e i t h e r  

p r o c e d u r e  i s  o p t i m a l l y  s u i t e d .

I n s p e c t i o n  o f  t h e  n o n - t h r e s h o l d e d  p e r f o r m a n c e  v a l u e s ,  

h o w e v e r ,  r e v e a l s  t h a t  w i t h  c o u n t i n g  =  0 . 0 3 6  f o r  t h e  MLT,
eposterior =  0 . 0 3 3  f o r  t h e  DD2 a n d  rj =  0 . 9 6 4  f o r  t h e  DHL

p r o c e d u r e ,  r e s p e c t a b l e  s e p a r a t i o n  m a y  b e  a c h i e v e d  u s i n g  

d i s c r i m i n a n t  p r o c e d u r e s  n o t  i n i t i a l l y  s e l e c t e d .

s t a t i s t i c £counting £posterior n

e x p e c t a t i o n MLT DD2 DHL
u n c o n d  s . e . MLT/DD2/DHL KER KER/DHL
u n c o n d  b i a s KER/MLT KER DHL

T a b l e  1 5 . 5 - 1 :  P r o c e d u r e  c h o i c e  f o r  BANANA d a t a

the quadratic discriminant function as well as CART and 
FACT were not programmed.
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R e c o m m e n d a t i o n s  f o r  f i n a l  c h o i c e : C o n s i d e r i n g  t h e  a b o v e

g o o d  p e r f o r m a n c e  o f  p r o c e d u r e s  n o t  i n i t i a l l y  c h o s e n  o n  

t h e o r e t i c a l  a n d  e m p i r i c a l  g r o u n d s  o n e  m i g h t  s e t t l e  f o r  o n e  

o f  t h e s e .  H o w e v e r ,  c h o i c e  o f  t h e  r e c u r s i v e  p a r t i t i o n i n g  

p r o c e d u r e  o r  t h e  q u a d r a t i c  d i s c r i m i n a n t  w o u l d  b e  e x p e c t e d  

t o  p r o d u c e  o p t i m a l  r e s u l t s .

1 5 . 6  P r o c e d u r e  c h o i c e  f o r  t h e  M A4353 . .  d a t a s e t s

T h e  MA435300  t o  MA435309  s e r i e s  o f  a r t i f i c i a l  d a t a s e t s  w a s  

c o n s t r u c t e d  i n  o r d e r  t o  i n s p e c t  t h e  b e h a v i o u r  o f  

i n t e r a c t i o n  m o d e l s  f o r  d i c h o t o m o u s  d a t a .  I t  c o n s i s t s  o f  10  

s a m p l e s  ( MA435300  t o  MA435309)  w i t h  4  d i c h o t o m o u s  

p r e d i c t o r s  a n d  e q u a l  p r i o r s  =  0 . 5 0 0 .  T h e  d a t a  w e r e  

g e n e r a t e d  a c c o r d i n g  t o  t h e  B a h a d u r  m o d e l  s u c h  t h a t  t h e  d a t a  

e x h i b i t  i n t e r a c t i o n s  b e t w e e n  2  v a r i a b l e s  a n d  a l s o  b e t w e e n  3 

v a r i a b l e s  t a k e n  a t  a  t i m e .  T h u s  h i g h e r  o r d e r  i n t e r a c t i o n s  

a r e  d e l i b e r a t e l y  b u i l t  i n t o  t h e  d a t a .

T e c h n i c a l  a n d  t h e o r e t i c a l  a d m i s s i b i l i t y :  O n  t h e o r e t i c a l

g r o u n d s  t h e  c o r r e s p o n d i n g  2nd  o r d e r  a n d  3 r d  o r d e r  B a h a d u r  

a r e  o b v i o u s  c a n d i d a t e s .  T e c h n i c a l l y  a l l  p r o c e d u r e s  a r e  

a d m i s s i b l e  d u e  t o  t h e  d i c h o t o m o u s  p r e d i c t o r s .  A s  w i t h  t h e  

CESAR4 d a t a  t h e r e  i s  a  p o s s i b l e  c a s e  f o r  t h e  c e n t r o i d  

p r o c e d u r e  a n d  a l s o  p o s s i b l y  f o r  t h e  l i n e a r  d i s c r i m i n a n t .  

H o w e v e r ,  t o  t h e  e x t e n t  t h a t  t h e  m o d e l l e d  i n t e r a c t i o n s  a r e  

s t r o n g  e n o u g h  t h i s  w o u l d  c o u n t  a g a i n s t  t h e s e  t w o  

p r o c e d u r e s .  E m p i r i c a l  a n a l y s i s  o f  t h e  d a t a  c h a r a c t e r i s t i c s  

i n  c h a p t e r  1 1  s h o w s  t h a t  t h e  a r t i f i c i a l  d a t a  e x h i b i t  t h e  

f e a t u r e s  o f  t h e  3 rd o r d e r  B a h a d u r  m o d e l  w i t h  s t r o n g  a n d  

s i g n i f i c a n t  c o r r e l a t i o n s  b e t w e e n  a l l  p a i r s  o f  v a r i a b l e s .  A s  

s p e c i f i e d  t h e  c o r r e l a t i o n s  a r e  a l l  h i g h e r  i n  n 2  t h a n  i n  n 2 . 

T h e  r e l a t i v e  d i f f e r e n c e s  b e t w e e n  t h e  m e a n  v e c t o r s  a r e  a l s o  

e v i d e n t .  T h i s  i s  c o n f i r m e d  b y  t h e  s i g n i f i c a n t  m a i n  e f f e c t s  

f o r  Xx t o  X4 f r o m  t h e  l o g l i n e a r  a n a l y s i s .  T h e  a b s e n c e  o f  

s i g n i f i c a n t  i n t e r a c t i v e  e f f e c t s ,  h o w e v e r ,  i s  s u r p r i s i n g .

I n i t i a l  c h o i c e  o f  p r o c e d u r e : O n e  o f  t h e  B a h a d u r  m o d e l s .
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D e n s i t y  e s t i m a t i o n : T h i s  f o l l o w s  d i r e c t l y  f r o m  t h e

s p e c i f i c a t i o n s  o f  t h e  r e s p e c t i v e  d i r e c t  p r o c e d u r e s .

C r o s s v a l i d a t i o n  o f  p e r f o r m a n c e  c r i t e r i a : T h e  d a t a s e t s  a r e

s m a l l ,  s o  l e a v i n g - o n e - o u t  c r o s s v a l i d a t i o n  i s  r e c o m m e n d e d .

A s s e s s m e n t : I n  o r d e r  t o  a s s e s s  t h e  o p t i m a l  p r o c e d u r e  f r o m

t h e  r e s u l t s  f o r  t h e  d a t a s e t s  M A435300 , . . . ,  MA435309
i n d i v i d u a l  v a l u e s  o f  p e r f o r m a n c e  c r i t e r i a  h a d  t o  b e  

a v e r a g e d  o v e r  t h e  10  s a m p l e s .  T h e  f o l l o w i n g  t a b l e  g i v e s  

a v e r a g e s  o f  p e r f o r m a n c e  e s t i m a t e s  f o r  d i f f e r e n t  p r o c e d u r e s  

e x t r a c t e d  f r o m  a p p e n d i x  A .

m e a n  v a l u e s  o f

p r o c e 

d u r e Ecounting £posterior T)

BH1 . 4 1 9 . 2 6 1 . 6 6 0
BH2 . 4 1 8 . 2 6 2 . 6 6 0
BH3 . 4 1 9 . 2 6 1 . 6 6 0
KER . 3 6 3 . 3 1 1 . 6 6 3
LDF . 4 0 2 . 3 4 2 . 6 2 8
LG1 . 4 8 7 . 3 7 9 . 5 6 7
MLT . 3 5 3 . 2 6 6 . 6 9 0
CEN . 4 2 1 . 2 6 2 . 5 8 9
DD1 . 2 9 2 . 2 6 6 . 706
DHL . 3 5 2 . 2 6 4 . 6 9 1

1 :  A v e r a g e e x p e c t e d p e r f o r m a n c e

T h e  r e s u l t s  f r o m  t h e  a b o v e  t a b l e  f o r  e x p e c t e d  c o n d i t i o n a l  

h o l d - o u t  b a s e d  e s t i m a t e s  a s  w e l l  a s  c o r r e s p o n d i n g  e s t i m a t e s  

o f  u n c o n d i t i o n a l  s t a n d a r d  e r r o r  a n d  a b s o l u t e  u n c o n d i t i o n a l  

b i a s  f r o m  a p p e n d i c e s  C a n d  E ,  r e s p e c t i v e l y ,  w e r e  c o n d e n s e d .  

I n  a l l  c a s e s  a v e r a g e s  w e r e  c o m p u t e d  a c r o s s  t h e  s e r i e s  o f  1 0  

d a t a s e t s  f r o m  c o r r e s p o n d i n g  v a l u e s  t a b u l a t e d  i n  t h e  

a p p e n d i x .  T h e  p r o c e d u r e  ( o r  s e t  o f  p r o c e d u r e s )  y i e l d i n g  

b e s t  v a l u e s  w a s  t h e n  e n t e r e d  i n t o  t a b l e  1 5  . 6  -  2 9 3 . T h e  p o o r  

r e s u l t s  f o r  a l l  B a h a d u r  p r o c e d u r e s  i n  t e r m s  o f  n o n -

93
for instance the DD1 procedure had the lowest ^counting 
value of 0 . 2 9 2  in the previous table. N.B.: the conditions
for entry are optimal values taken at an accuracy well 
beyond 3  significant post decimal digits.
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t h r e s h o l d e d  p e r f o r m a n c e  a s  m e a s u r e d  b y  £count ing a n c j  n w a s  

n o t  e x p e c t e d  o n  t h e o r e t i c a l  g r o u n d s .  O n l y  t h e  l o g i s t i c  a n d  

t h e  c e n t r o i d  p r o c e d u r e  y i e l d  w o r s e  p e r f o r m a n c e .  B y  c o n t r a s t  

t h e  p o s t e r i o r  b a s e d  e r r o r  r a t e s ,  e p o s t e r i o r / a r e  s m a l l e s t  

f o r  t h e  B a h a d u r  p r o c e d u r e s . T h e  BH2 a n d  BH3 p r o c e d u r e s  a l s o  

s h o w  l e a s t  a b s o l u t e  b i a s  f o r  £ c ° u n t in g  a n c j r\m T h e  f a c t  t h a t  

t h e  p e r f o r m a n c e  e s t i m a t e s  f o r  t h e  B a h a d u r  p r o c e d u r e s  i n  

t a b l e  1 5 . 6 - 1  a r e  a l l  f a i r l y  s i m i l a r ,  w h e n  c o m p a r e d  w i t h  

t h o s e  f o r  o t h e r  p r o c e d u r e s ,  i s  s e e n  t o  i n d i c a t e  t h a t  t h e  

d a t a  m a y  r e v e a l  a n  e v e n  m o r e  c o m p l e x  i n t e r a c t i v e  s t r u c t u r e .

s t a t i s t i c £Counting ^posterior n

e x p e c t a t i o n  
u n c o n d  s . e .  
u n c o n d  b i a s

DD1
BH1
BH2

BH1/BH3
KER
LDF

DDl
KER
BH3

T a b l e  1 5 . 6 - 2 :  P r o c e d u r e  c h o i c e  f o r  MA4353  d a t a

R e c o m m e n d a t i o n s  f o r  f i n a l  c h o i c e : D e p e n d i n g  o n  p a r t i c u l a r  

d e m a n d s  p l a c e d  o n  t h e  p r o c e d u r e  a  r e p e t i t i o n  o f  t h e  c y c l e  

m a y  b e  i n d i c a t e d  b e c a u s e  o f  t h e  h e t e r o g e n e o u s  r e s u l t s  

a b o v e .  T h e y  m u s t  b e  t a k e n  a s  e v i d e n c e  t h a t  c a u t i o n  i s  

r e q u i r e d  w h e n  u s i n g  t h e  c l a s s  o f  B a h a d u r  p r o c e d u r e s .  I t  i s  

p o s s i b l e  t h a t  t h e  d a t a  c o n t a i n  a  4 t h  o r d e r  e f f e c t  t h a t  

h a s n ' t  b e e n  m o d e l l e d .  U s e  o f  a  c o r r e s p o n d i n g  BH4 p r o c e d u r e ,  

h o w e v e r ,  b e a r s  t h e  d a n g e r  o f  a  h i g h  n u m b e r  o f  p a r a m e t e r s .  

L o o k i n g  a g a i n  a t  t a b l e  1 5 . 6 - 1  t h e  r e s u l t s  o f  n o n -  

t h r e s h o l d e d  p e r f o r m a n c e  i n  t e r m s  o f  £counting  a n d  r/ f o r  t h e  

DD1 p r o c e d u r e  a r e  c o n v i n c i n g  s o  t h a t  t h i s  n o n p a r a m e t r i c  

i n d i r e c t  m e t h o d  i s  r e c o m m e n d e d  a s  a  u s e f u l  a l t e r n a t i v e  

p r o c e d u r e  w h e n  f a c e d  w i t h  d a t a  e x h i b i t i n g  s t r o n g  

i n t e r a c t i o n s  s u c h  a s  t h e  MA4353  s e r i e s .

1 5 . 7  P r o c e d u r e  c h o i c e  f o r  t h e  INTERAC1 d a t a s e t

T h e  a r t i f i c i a l  INTERAC1 d a t a s e t  w a s  c o n s t r u c t e d  t o  i n s p e c t  

p e r f o r m a n c e  o f  a  d i s c r i m i n a n t  r u l e  f o r  d a t a s e t s  s h o w i n g  

s t r o n g  i n t e r a c t i v e  e f f e c t s .
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T e c h n i c a l  a n d  t h e o r e t i c a l  a d m i s s i b i l i t y : V i s u a l  i n s p e c t i o n  

r e v e a l s  t h a t  o b j e c t s  b e l o n g i n g  t o  b o t h  p o p u l a t i o n s  a r e  

c o n c e n t r a t e d  a t  t w o  c e n t r o i d s .  O p t i m a l  d i s c r i m i n a t i o n  w i t h  

s i n g l e  s e p a r a t i o n  l i n e s  i s  t h e r e f o r e  n o t  p o s s i b l e .  T h i s  i s  

a  c l a s s i c a l  c a s e  f o r  r e c u r s i v e  p a r t i t i o n i n g .  I n  r e c u r s i v e  

p a r t i t i o n i n g  s u c h  a s  CART a n d  FACT t h e  s a m p l e  i s  s p l i t  

r e p e a t e d l y ,  y i e l d i n g  a  s e t  o f  s u b s a m p l e s  t h a t  a r e  t h e n  

a l l o c a t e d  t o  t h e  m o s t  l i k e l y  p a r e n t  p o p u l a t i o n  c o m m o n l y  

a s s e s s e d  o n  a  m a j o r i t y  p r i n c i p l e .  T h e  b a s i c  a s s u m p t i o n s  

r u l e  o u t  t h e  l i n e a r  d i s c r i m i n a n t .  T h e  e v i d e n t  i n t e r a c t i o n  

m a y  b e  m o d e l l e d  b y  a  s e c o n d  o r d e r  l o g i s t i c .  B o t h  v a r i a b l e s  

Xx a n d  X2 a r e  o r d i n a l  -  X1 e  { 1 , 2 , 3 , 4 } ,  X2 e  { 2 , 3 ,  4 ,  5 ,  6, 7} 

-  a n d  s o  l e a d  t o  c o m p a r a t i v e l y  s m o o t h  d i s t r i b u t i o n s .  T h u s  

a g a i n  t e c h n i c a l l y  t h e r e  i s  a  c a s e  f o r  t h e  LDF, QDF a n d  

k e r n e l  p r o c e d u r e s .  B u t  a s  s e e n  a b o v e  t h e  s h a p e  o f  t h e  d a t a  

c o m p l e t e l y  r u l e s  o u t  t h e  p r o c e d u r e s  b a s e d  o n  s i n g l e

s e p a r a t i o n  l i n e s .  T h e  c e n t r o i d  i s  a l s o  r u l e d  o u t  b e c a u s e

d a t a  d i s t r i b u t i o n s  f o r  b o t h  p o p u l a t i o n s  a r e  m u l t i m o d a l .  T h e  

d i s t r i b u t i o n a l  d i s t a n c e  a n d  DHL p r o c e d u r e s  o p e r a t e  d i r e c t l y  

o n  t h e  v e c t o r  o f  s t a t e  p r o b a b i l i t i e s  a n d  s h o u l d  n o t  b e  

a f f e c t e d  b y  t h i s  f e a t u r e  o f  t h e  d a t a .  C o n s i d e r i n g  t h e  t o t a l

s a m p l e  s i z e  t h e  n u m b e r  o f  c e l l s  i s  m o d e r a t e ,  w h i c h  a l s o

s p e a k s  f o r  t h e  m u l t i n o m i a l  m o d e l  w h e r e  u n d e r  t h e s e  

c o n d i t i o n s  t h e  i n d i v i d u a l  c e l l  e s t i m a t e s  w i l l  b e  f a i r l y  

s t a b l e .

I n i t i a l  c h o i c e  o f  p r o c e d u r e : A r e c u r s i v e  p a r t i t i o n i n g

p r o c e d u r e  a n d  n e x t  a n y  d i s t a n c e  b a s e d  p r o c e d u r e s  o t h e r  t h a n  

t h e  c e n t r o i d .

D e n s i t y  e s t i m a t i o n : N o t  r e q u i r e d  f o r  i n d i r e c t  p r o c e d u r e s .

C r o s s v a l i d a t i o n  o f  p e r f o r m a n c e  c r i t e r i a : T h e  d a t a s e t  i s

v e r y  l a r g e ,  s o  o n e  c o u l d  p o s s i b l y  e v e n  a c c e p t  

r e s u b s t i t u t i o n  e s t i m a t e s  a s  s a t i s f a c t o r y .

A s s e s s m e n t : T a b l e  1 5 . 7 - 1  s h o w s  r e s u l t s  f o r  n o n - t h r e s h o l d

p e r f o r m a n c e  s u m m a r i s e d  f r o m  t h e  a p p e n d i x .  I n s p e c t i o n  o f  a l l  

n o n - t h r e s h o l d e d  p e r f o r m a n c e  c r i t e r i a  f r o m  t a b l e s  A - l ,  A - 2
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and A-3 in the appendix confirms expectations on 
theoretical and empirical grounds in that certain 
procedures do extremely well while others fail completely. 
The comparatively good performance for the DD1 
(^counting _ 0.069), CEN (£P°sterior = 0.066) and the DD1,

DD2 and MLT (H = 0.932) procedures suggest these as useful 
alternatives.

statistic ^counting eposterior n
expectation 
uncond s .e . 
uncond bias

DD1
-94
DD2

CEN 
DD1 

MLT/ KER

DD1/DD2/MLT
DD1/MLT

DD2

Table 15.7-1: Procedure choice for INTERAC1 data

Recommendations for final choice: As was the case with the 
BANANA data on theoretical and empirical grounds optimal 
performance is to be expected from recursive partitioning 
based procedures. However, the above distance based 
procedures show acceptable performance and could be used as 
efficient alternatives. Considering the dangers inherent in 
overfitting of CART or FACT procedures (see chapter 6 ) it 
might well be advisable to use a DD1 procedure for datasets 
exhibiting strong interactions and patterns. If low error 
rates are not quite as important as reliable predictors 
then the high value of 0.932 for 1  also suggests the MLT 
procedure which is far easier to apply.

15.8 Procedure choice for the IRIS dataset

A modified version of the IRIS real dataset (Fisher's 
(1936) classical iris flower data) was chosen to inspect 
how the linear discriminant copes with discretised, 
originally normally distributed data. The data consists of 
separately sampled petal and sepal leaves of irises
94 Estimates for the unconditional standard errors and
unconditional biases are so similar that no clear
preference for any one procedure is evident.
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measured in terms of width and length for 3 populations 
(virginica, setosa and versicol or with equal priors n±.

Technical and theoretical admissibility: In a sense the
original data may be thought of as "designed" for 
applications of the linear discriminant function. It is 
reasonable to assume that even after the extreme 
transformation of chopping the distributions at 
interquartile percentage points, thus producing 5-level 
ordinal variables, some of the former suitability should 
have remained. Therefore the linear discriminant will still 
be expected to produce satisfactory results. Separation of 
the populations should be fairly good as inspection of 
univariate relative differences in means shows (chapter 
11). The original data exhibited quite strong correlations 
between dimensions of width and length of leaves. Even 
after discretisation this is still present as may be seen 
from inspecting the correlation matrices in chapter 1 1 . 
This is also emphasised by the significant interactive 
effect for Xx and X2 after conducting a loglinear analysis 
of the data. The reduction to comparatively few discrete 
cells due to the interquartile range splits leads to stable 
estimates and thus the multinomial model is a further 
option. As the underlying densities are normal there is 
also a good case for the kernel procedure.

Initial choice of procedure: The linear discriminant
function.

Density estimation: As specified in chapter 4.

Crossvalidation of performance criteria: Medium to small
such that leaving-v-out or leaving-one-out crossvalidation 
is required.

Assessment: Table 15.8-1 shows results of non-thresholded 
performance summarised from appendix A, C and E. The 
observed estimates generally confirm expectations. The LDF
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yielded expected performances of 0.128, 0.052 and 0.910 for 
£ counting ̂ eposterior and r), respectively.

The corresponding analysis of thresholded performance 
curves from chapter 14 is also in good agreement with 
choice of the linear discriminant procedure.

statistic £Counting £posterior n
expectation LDF LDF LDF
uncond s .e . LDF KER KER
uncond bias LDF KER LDF

Table 15.8-1: Procedure choice for IRIS data

Recommendations for final choice: The linear discriminant
procedure because of the unequivocal results. However, if 
precision is more important than a low error rate then the 
kernel density estimation based procedure ought to be 
considered as a second option.

15.9 Procedure choice for the EDUC dataset

The EDUC real dataset was chosen because of its multi-level 
ordinal response and ordinal predictors. It is a 
comparatively large dataset with priors = 0.192,
n2 = 0.066, tt3 = 0.054 and n4 = 0.689. The dependent 
occupational group recorded at 4 ordinal levels is related 
to scholastic ability rated at 5 ordinal levels and
educational achievement rated at 4 ordinal levels.

Technical and theoretical admissibility: The Bahadur
procedures are excluded on technical grounds. The ordinal 
response calls for discriminant procedures aimed at 
modelling this feature. Here the cumulative logit model is 
an obvious candidate. Other procedures are linear 
regression or regression trees as used in CART or FACT. The
ordinal nature of predictors also suggests entering the
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predictors directly into the logistic model rather than as 
class variables - using the terminology of SAS. These will 
be strong as achieved educational level is related to 
income and so education will be correlated with ability. 
This indicates on theoretical grounds a procedure that 
models the interactive data structure, such as a higher 
order logistic. The fact that there are 4 and 5 levels 
respectively for each of the predictors puts the data into 
a class where the ordinal nature approaches continuous 
structures and thus it is to be expected that procedures 
for continuous distributions such as the LDF may produce 
adequate results as well. Even though the number of states 
is fairly large with s = 2 0  the sample sizes per population 
are sufficiently big to allow for stable parameter 
estimates in the multinomial procedure.

Consideration of the univariate statistics from chapter 11 
shows the mean vectors to be fairly similar across all 
populations. The correlations between X1 and X2 are 
significant, though small in the two larger populations 
and n2. Loglinear analysis reveals significant main 
effects. On the basis of the above empirical analysis 
therefore, there is less support for a procedure based on 
modelling of interactions and instead a stronger argument 
for a more parsimonious model such as in the multinomial 
procedure.

Initial choice of procedure: Cumulative logit based
procedure, alternatively the LDF or the MLT procedure.

Density estimation: As specified by the chosen procedure.

Crossvalidation of performance criteria: Large dataset, so 
resubstitution estimates might suffice. The biases can be 
expected to be small overall.

Assessment: Table 15.9-1 shows results of non-thresholded 
performance summarised from appendix A, C and E.
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statistic ^counting eposterior n
expectation LDFJKER/MLT DD2 LDF
uncond s.e. KER/LDF -95 KER
uncond bias KER DD1 MLT

Table 15.9-1: Procedure choice for EDUC data

The good performance of the distributional distance model 
(DD2) as measured by the posterior based error rate 
estimator eposterior may be attributed to its ability to 
deal well with cell heterogeneity.

Expected values of performance criteria are 0.311, 0.310
and 0.710 for ecountinĝ  eposterior ancj q respectively. The
KER procedure yielded an r? value just slightly smaller than 
0. 710. Considering the comparatively small priors for some 
of the populations this shows poor separation. These 
results must be taken to imply that the information 
contained in the predictors is not specific enough to 
enable successful discrimination.

Recommendat ions for final choice: For the particular
problem addressed by this dataset it is highly recommended 
that in. addition other predictors should be looked into. If 
this proves technically or otherwise impossible then the 
results produced by the linear discriminant or kernel 
procedure have to be accepted as best under the 
circumstances.

15.10 Conclusions

The selection tree developed in chapter 12 is used to 
choose optimal discriminant procedures for selected real 
and artificial datasets. The selection process consists of 
the stages:
oc Estimates of the unconditional standard errors are so 
similar that no clear preference for any one procedure is 
apparent.
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(1 ) analysis of theoretical and technical 
admissibility, taking potential information on 
the underlying data model as well as empirical 
information on the sample into consideration,

(2 ) initial choice of procedure on the basis of step 
(1),

(3) choice of density estimation technique (in the 
case of direct procedures),

(4) choice of crossvalidation technique,
(5) assessment of initial choice on the basis of 

hold-out based estimates of non-thresholded 
performance criteria and, where given, on the 
basis of thresholded performance, and finally

(6 ) optional repetition of the selection cycle given 
demands and constraints particular to the given 
discriminant problem.

Assessment is made in terms of expected conditional hold
out based values, expected unconditional standard errors 
and expected unconditional bias estimates. Both non- 
thresholded and thresholded results are compared for
£ counting^ £posterior a n d  T].

Good agreement between initial choice by the selection tree 
and actually observed performance as given in the 
respective summary tables was observed for the CESAR4, 
CREDIT and the IRIS datasets. Initial choice confirmed by 
observed performance fell on the third order Bahadur and on 
the linear discriminant procedures for the CESAR4 dataset, 
on the Hills distance and the modified distributional 
distance procedure for the CREDIT data and on the linear 
discriminant procedure for the IRIS data.

It was expected that the Bahadur procedures would perform 
better for the artificial MA4353 series of datasets because 
they were deliberately constructed to include second and 
third order interactions. The finding that all Bahadur
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procedures showed similarly poor performance is seen to 
indicate caution when using the class of Bahadur 
procedures. Good results were achieved using expected 
values of eposterior while performance in terms of expected 
values of ecounting an(j r] was distinctly better for other 
procedures. It is therefore concluded that the conditions 
that enable successful performance of the Bahadur 
procedures depend on exact modelling of the data structures 
which may require higher order models. These, however, bear 
the danger of overparametrisation.

In the case of the CESAR4 dataset comparisons between 
thresholded performance (chapter 14) and non-thresholded 
performance showed that both approaches can lead to 
different procedure selections. This was particularly 
marked when performance is judged using ecountinĝ  Non- 
thresholded results suggest the BH3 procedure, thresholded 
results point to either of the KER, LDFf CEN or MLT 
procedures. The fact that threshold dependent analysis 
suggests several procedures is not to be seen as a weakness 
of this approach as inspection of the corresponding 
performance curves for ecounting (see appendix G) shows. 
These lie close together for almost the entire range of t. 
Set against this one would evidently draw false conclusions 
in singling out the BH3 procedure as optimal on the basis 
of non-thresholded performance alone.

The analysis of the EDUC data revealed that the predictive 
power of the independent variables is poor and a 
recommendation for collecting further data must be made. In 
the case of the CHD data a recommendation was made for 
adoption of different costs of misallocation or 
alternatively using the selective discrimination approach.

Initial choices for the BANANA and INTERAC1 datasets were 
not confirmed because the recursive partitioning based 
procedures were not implemented. On theoretical grounds 
their performance may be expected to be optimal.
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Summarising the above it is concluded that application of 
the selection tree leads to clear end points in each case. 
These may be as varied as choice of a theoretically 
inappropriate procedure, choice of procedure A if precision 
is more important than low error rates and B otherwise or 
even choice of no procedure but instead recommendation for 
gathering new data. Key stages in the selection process are 
reached when a decision has to be made concerning (a) the 
use of theoretically inappropriate procedures (b) the 
relative importance of low error rates (or equivalently 
high r? values) and precision in terms of bias and variance,
(c) the use of additional information contained in n and
(d) the interpretation of thresholded performance.
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Chapter 16 - Discussion

The research title is "The Selection of Optimal 
Discriminant Procedures for Discrete Data". Taking each of 
the key terms in turn "Selection" implies the guided choice 
and also the decision tree. "Optimal" implies that the 
choice is the best among a set of all procedures considered 
and also a choice that is best under the given information 
about the data. "Discriminant" implies some suitable 
success criterion by which to Judge a procedure's 
performance. The reference to "Procedures" implies the 
discussion of standard procedures, augmented procedures and 
entirely new procedures. Finally the emphasis on "Discrete 
Data" leads to the discussion of where continuous data 
becomes discrete. All these ideas have been addressed in 
the thesis. The introductory chapter 2 gave some examples 
of typical situations in discriminant analysis and 
identified common problems faced by users of discriminant 
procedures. It was felt that these key issues are not 
adequately addressed in the literature. A need for further 
work was seen especially

(i) in the field of discrete data with a limited 
number of states, and

(ii) in particular concerning the provision of guides 
to optimal procedure selection.

In order to answer this need the aims of the research were 
thus stated at the end of chapter 2  as follows:

(a) review of the relevant literature,
(b) construction of performance criteria suitable for 

discrete data, and
(c) construction of a general (and formal) guide to 

procedure selection suitable for discrete data as 
opposed to continuous.
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The first aim (a) is addressed in chapters 3 to 6 , (b) in
chapters 8  and 9 and (c) in chapter 12. The tackling of 
these aims is now discussed in separate sections.

16.1 Literature review

As expected the literature review gives only limited help 
in procedure selection. On the other hand there is
evidently a considerable need for guides to optimal 
procedure selection. This became clear from the results of 
the MEDLINE literature search conducted for the publication 
years 1989, 1991 and 1993. The popular linear discriminant 
function was frequently used also in data situations
characterised by marked departures from normality. Given 
more readily available structured guides to optimal
procedure selection this situation might well change in
future years.

Inappropriate choice of procedure, however, is in no way 
due to a lack of variety of discriminant procedures for 
discrete data. The literature is abundant with a breadth of 
different procedures. These range from the direct 
parametric and nonparametric procedures to the class of 
indirect procedures.

Recent work is predominantly in computer intensive areas 
usually involving iterative techniques such as in 
nonparametric density estimation, recursive partitioning or 
artificial neural networks. Although the availability of 
powerful computer resources is ever increasing the recent 
trend towards more machine intensive techniques does raise 
the question of whether the particular demands given in any 
concrete situation always justify such elaborate and 
expensive procedures.

The successful execution of some of these procedures such 
as the kernel density estimation based ones proves to be so 
sensitive to settings for the smoothing parameters that
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this consequently opens up the field of nonparametric 
density estimation. This is discussed in chapter 5.

Success of a procedure will be judged in terms of the 
qualities of the characteristics expected from the 
procedure when applied to new data. These qualities are 
usually measured by means of suitable performance criteria 
such as the error rate or its expected bias. Thus it is 
evident that choice of performance criteria will precede 
the selection of a discriminant procedure.

The central role played by performance criteria in the 
process of procedure selection is made clear in section 4 
of chapter 1 2  where different aspects of performance are 
summarised. These break down into (1) misallocation errors 
or hit rates, (2) separation measures, (3) bias reduction 
or crossvalidation methods and (4) reliability measures.

16.2 Performance criteria

Two new means of assessing performance based on the 
posterior distribution were constructed: the n criterion
and the concept of variable classification thresholds.

In section 3 of chapter 8  it was noted that under certain 
conditions the information contained in the entire 
distribution of posteriors is at least a large as that in 
the subset of posteriors for correctly allocated objects. 
This was illustrated by hypothetical datasets and forms the 
theoretical basis for the construction of n. By contrast 
the posterior probability based error rate estimator, 
£Posterior/ Gf Hora and Wilcox (1982), is based only on the 
posteriors for correctly allocated objects.

The new posterior based n criterion generally exhibited 
lower variance and better bias characteristics than 
ecounting ancj frequently also than eposterior# internal
crossreference between the three performance criteria
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indicates that their validity is given because of the 
generally high degree of correlation among all three96.

Because the n criterion balances posteriors for correctly 
allocated objects as well as for misallocated objects this 
criterion is essentially different in nature to the error 
rate estimators, rj is not seen as a substitute for 
estimators of the misallocation error but with respect to 
procedure selection as an additional criterion of 
performance. Its advantages lie in its low bias and 
variance characteristics and as such n provides a useful 
measure of reliable assessment of performance of a 
discriminant procedure.

The question as to whether the lower variance of n would 
mask differences in performance that other criteria might 
pick out was discussed in chapter 13. It was found that 
this was not the case. In several instances n revealed 
different values for different procedures applied to the 
same dataset, while the misallocation error ecounting 
showed identical or very similar values.

Variable classification thresholds are derived from 
relative differences between posteriors. The analysis of 
the distributions of relative posterior differences was 
originally not intended but emerged as a further diagnostic 
aid in the course of the research. Although it was felt at 
the very outset that the distribution of posterior 
probabilities held the key to more differentiated 
evaluation of a discriminant’s performance, the plot of 
relative differences appeared indirectly. It came about by 
considering the effect of using a classification threshold. 
In particular the idea of variable classification 
thresholds led to the concept of relative differences 
between the two largest posteriors  ̂ = (A*1)-#2)) / h(1).

96
As 17 - is scaled oppositely to ^counting and eposterior the
correlation between the error rate estimators is positive
while correlations with h are negative.
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The interpretation of the estimated distributions of f{z) 
in chapter 14 is not always straightforward. Generally it 
appears that an initial guess at a promising procedure is 
possible but this is not always so as in the case of the 
NORMAL16 data example (chapter 14). Here the estimated f(z) 
distribution suggests that nonparametric distance based 
procedures and the logistic procedure will perform well. 
However, as the performance curves later show - and this is 
also in line with the origin of the data (see chapter 1 1 ) - 
only the linear discriminant is singled out by the leaving- 
one-out technique for all three performance criteria in 
terms of absolute level. Hence one must conclude that the 
inspection of the estimated distributions of f(z) only 
gives an indication and that the crucial insight must be 
gained from the performance curves.

As was pointed out at the end of chapter 14, what is not 
immediately obvious is that inspection of a procedure's 
performance over the whole range of relative posterior 
differences in 0  < f ^ 1  can be very different from just 
using <p|t=0 . Non-thresholded performance is just the 
initial point of the performance curve ranging from 0  to 1 . 
Normally it is only the initial section of the range up to 
about 0.3 that will be of interest and the focus should be 
on the first part of the curves when judging performance. 
The reasons for this are twofold. From the analysis in 
chapter 14 it was seen that performance curves spread out 
rapidly at low thresholds. In practical applications 
furthermore only moderate classification thresholds will be 
used to avoid too many rejections. It is not uncommon that 
the estimates of non-thresholded performance, <p\x=0' give a 
different ranking of procedures than would obtain by rating 
performance in terms of the curves.

The performance curves may initially lie close together 
thus making it difficult to select any one procedure in 
preference of another. However, once they have separated 
they do show considerable stability over z with few 
reversals of ranking thus making choice of procedure a
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comparatively easy task. Because performance curves have a 
tendency to spread out as the threshold t increases, an 
entire group of procedures can often be quickly eliminated 
from further consideration. This feature of thresholding 
performance is seen as particularly useful when reliability 
of a procedure is important.

In summary, the advantage of thresholding allocations in 
discriminant analysis lies in the greater degree of 
separation achievable. The approach gives greater 
reliability of the estimated rule in the presence of 
sampling variations. Thresholding should however be 
restricted to the lower end of the t range because,
although desirable, large differences in the two largest 
posteriors z will also lead to higher rejection rates. As a 
consequence focusing on the lower end of the z scale below 
about 0.30 is suggested. The analyses revealed that 
generally performance declines rapidly at higher 
thresholds. It is further also possible to combine the
benefits of the posterior based 0 criterion, as well as any
of the other criteria, with the advantages of
classification thresholds.

16.3 Selection trees

As pointed out in section 16.1 the review showed that an 
abundance of discriminant procedures for discrete data 
exists, yet few structured guides to selection are 
available. It was decided at an early stage that greater 
benefit would be gained from developing general guidelines 
for approaching the selection problem rather than providing 
a catalogue of all possible discriminant procedures. From 
the outset it was therefore clear that a selection strategy 
would have to be developed on a subset of all procedures. 
As stated at the end of chapter 2 the intention was not to 
present a cookbook of procedures but rather to identify the 
critical factors leading to optimal choice.
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Five key factors influencing choice were identified: model 
information, data information, demands placed on the 
discriminant, constraints and skill or experience of the 
user. Of these the first three are formally placed in the 
suggested selection tree. The other two factors were 
excluded as they are respectively either subject to 
developments in the hardware and software industry or 
difficult to quantify. Due to the wide range of possible 
performance criteria the selection tree allows for an 
iterative process of identification of optimal procedures.

The traditional approach to procedure selection is the 
classical one where it is assumed that sufficient 
information about the statistical model is available to 
enable unequivocal choice of procedure. This is termed 
selection in terms of theoretical admissibility. Other more 
pragmatic approaches begin by starting with all procedures 
that can be technically applied to the data and then 
narrowing down choice for instance by minimising the error 
rate. These approaches are termed selection in terms of 
technical admissibility.

The proposed selection tree combines both approaches above 
by considering model and data information upon which an 
initial selection is made. In situations where the model 
information outweighs data information selection will be 
classical. When there is more data information selection 
will be more pragmatic. Initial selection will thus reflect 
a balance between classical and pragmatic approaches.

Different performance criteria measure different qualities 
of performance. By offering a range of performance criteria 
the selection tree can be adjusted to different demands. 
This involves deciding among £counting/ £posterior ancj q as 
well as the analysis of threshold dependent performance. If 
low variance is a priority one might select n. If 
considerable sampling variation is to be expected, perhaps 
because of small sample sizes, then threshold dependent 
performance curves plotted against ? should be selected.
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The conclusion to be drawn from the worked examples is that 
as a rule of thumb inspection of the behaviour of a 
discriminant at the lower end of the threshold spectrum 
ought to be carried out if possible in situations where 
non-thresholded performance values lie close together.

After execution of the initially selected procedure 
analysis of performance as judged by the chosen performance 
criteria will indicate whether the selection process has to 
be repeated for another cycle. Use of the selection tree in 
the above manner may result in the selection of procedures 
that do not always match underlying data models. Under 
certain conditions - frequently when only small datasets 
are available - this leads to locally optimal, yet 
theoretically inappropriate procedures. This results does 
not come as a surprise as Victor (1976) demonstrated that 
often theoretically inappropriate yet technically 
admissible models can lead to acceptable results.
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Chapter 17 - Further studies

Even in an extensive treatment of a given subject such as 
the present some topics will prove to be so loosely related 
to the central theme that they have to become side issues 
perhaps to be pursued in the context of other research 
work. The following sections briefly list the topics that 
were not dealt with in depth. In each case the consequences 
of ignoring these aspects are briefly discussed to allow an 
appraisal of relevance.

17.1 Data

When contrasted with continuous data in the classical sense 
some of the datasets analysed may strike one as being "too 
discrete". However, a treatment of discrete discriminant 
analysis that stops short of an in depth consideration of 
datasets that are essentially variants of contingency 
tables fails to meet the common demands for discriminant 
problems in the social sciences, in market research or 
medicine. This was made clear in section 1 of chapter 3. 
Frequently as a consequence the number of cells in the 
datasets analysed is comparatively small.

The number of datasets presented in chapter 14 as examples 
of analysing threshold dependent performance might be 
increased. It can be expected, however, that this will not 
change the overall conclusion reached in chapters 14 and 
15, namely that use of posterior probability based 
performance criteria and especially plots of threshold 
dependent performance help to assess the reliability of 
discriminant procedures.

If other artificial datasets were to be explored it might 
be useful to include further data showing different 
patterns of covariances between the predictors. This could 
shed further light on the failure of the Bahadur procedure 
to perform well for the MA4353 series of datasets.
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17.2 Procedures

The more recent recursive partitioning and artificial 
neural network procedures were mentioned in the context of 
discriminant analysis. It was decided to treat these
theoretically, and instead to focus experimental work on 
other procedures. It could be argued that to complete the 
picture actual worked examples possibly also for higher
order logistic, cumulative logistic and quadratic 
discriminants are required. While this seems inherently 
plausible it must be stressed again that the chief aim of 
the research was to develop a methodology by which
selection from a range of procedures could be achieved in a 
systematic fashion.

Where applicable, and especially in the worked selection 
examples of chapters 14 and 15, other procedures that 
appeared promising in the given case were referred to and 
critically discussed as candidates for satisfactory 
performance. Regarding the artificial neural networks some 
theoretical assessment was made in chapter 6. Here the 
general conclusion was reached that for the majority of
typical discriminant analysis problems in social science, 
market research or medicine procedures based on ANN's do 
not clearly appear promising because of the equivocal 
results reported in the literature and especially because 
of few reported applications to discrete data. Classical 
areas of application for ANN's are still in pattern 
recognition and image analysis such as used for military 
purposes or in astronomy. These typically involve 
continuous data.

An extension of the kernel discriminant procedure to 
include the optimisation of the bandwidth parameter *-97 
could help to better illustrate the wide applicability of 
this nonparametric procedure. For the present purposes of 
demonstrating the philosophy behind procedure selection it

q7 see chapter 5
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is not required. However, when seriously considering a 
kernel based discriminant procedure the bandwidth parameter 
1 should be optimised. This is commonly done using 
bootstrap techniques.

The results presented in chapters 14 and 15 frequently 
revealed better performance for the Bahadur models and for 
the population distance based procedures such as DD1, DD2 
and DHL. This was, as expected, mostly the case when the 
dataset exhibited non-normal structure. In the light of 
this it might be worth considering the inclusion of these 
models in statistical packages such that discrete datasets 
may be analysed more flexibly.

17.3 Performance criteria

In the case of datasets with dichotomous outcomes it may be 
argued that estimates of sensitivity and specificity such, 
as used in receiver operating characteristic curves (ROC) 
could help to display the performance characteristics of 
chosen discriminant procedures. In classical linear 
discriminant analysis ROC curves may be obtained when the 
cutoff point is shifted laterally along the line 
intersecting both population centroids. Normally, when the 
priors are known or can be estimated, an optimal cutoff 
point is found by correcting the linear discriminant 
function by the logarithm of the ratio of the priors, 
loge(^2/7li) • For any cutoff point one sensitivity estimate 
and one specificity estimate result.

If there is doubt about the validity of the estimated 
priors ti± then interest may lie in exploring the 
performance of discriminant rule in a region R around the 
prior estimate {^±£>3. This essentially Bayesian approach98 
has been investigated empirically by inspecting the 
performance of discriminant procedures over a range of

98 see chapter 4
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prior probabilities in the context of an MSc project (Lack, 
1987).

In the present thesis the question of stability of 
estimates is addressed with respect to the variable 
classification threshold, These results are presented in 
chapter 14. Here it may be argued that the estimates of 
performance criteria plotted against t should be augmented 
by corresponding estimates of bias and standard error as 
well.

Further an empirical inspection of the behaviour of the 
formal performance criterion, <P*, suggested in chapter 9 
might help to corroborate the expectation that it is highly 
correlated with <P".

The discussion of performance curves showed that interest 
would focus especially on values of t near the origin. It 
is not always clear from the plots how the procedures are 
to be ranked at the lower end of the range where marked 
changes in values of <P|T can occur. Here it might be of 
help to magnify this portion of the scale appropriately.

A final extension to the analysis of performance criteria 
might also include further correlation analyses between 
customary error rates and alternative posterior probability 
based criteria as well as additional analyses of the 
threshold dependent performance presented in chapter 15.

99

where stands for £countin9f ^posterior Qr fj
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Chapter 18 - Conclusions

The non-technical examples given in chapter 2 outline the 
general problem of discriminant analysis for discrete data. 
The subsequent literature review presented in chapter 3 
reveals that few if any general guides exist, particularly 
with applications to discrete data. Although there are 
several books on discriminant analysis for discrete data 
they generally focus on description of procedures and leave 
the choice largely to the user.

The need for suitable guides to aid the researcher wishing 
to employ discriminant techniques is made apparent by a 
recently conducted literature search of the MEDLINE data 
base for the publication years 1989, 1991 and 1993100. In 
medical research considerable use still appears to be made 
of the linear discriminant function even in data situations 
where departures are so far from normality that other more 
appropriate discriminant procedures would show clear 
advantages in terms of performance.

The above state of affairs motivated the research for 
establishing suitable principles of discriminant procedure 
selection for discrete data. The statistical tool of 
discriminant analysis is not as narrowly defined as linear 
regression, for instance. Discriminant analysis embraces a 
wide variety of individual component techniques such as 
sampling, model building, density estimation, error rate 
analysis and reliability assessment. Any attempt to address 
the problem of selection of discriminant procedure must 
therefore include an appraisal of existing techniques 
related to discriminant analysis. For this reason the 
review embraces the topic of nonparametrie density 
estimation (chapter 5) which is particularly relevant to 
discrete data and the topic of performance evaluation 
(chapter 7) as well as a thorough treatment of direct and 
indirect procedures. The methodology developed for

100 see chapter 2 for details
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performance criteria (chapter 8), classification thresholds 
(chapter 9) as well as specific adjustments to procedures 
and crossvalidation techniques (chapter 10) leads to the 
construction of selection rules (chapter 12) that are 
applied to a range of real and artificial datasets (chapter 
11) .

Was it possible to find such suitable principles for "The 
Selection of Optimal Discriminant Procedures for Discrete 
Data" ? The results from the above research (chapters 13, 
14 and 15) as well as the discussion in chapter 16 allow 
the following conclusions to be drawn.

18.1 Performance criteria

It was observed (chapter 8) that under certain conditions 
the information contained in the entire distribution of 
posterior probabilities across discrete data states may 
exceed that contained in the subset of correctly allocated 
objects commonly used in customary error rates. On the 
basis of this finding a new measure of performance of a 
discriminant procedure for discrete data was constructed. A 
major aim was to reduce the variance in customary error 
rates caused by sampling from discrete distributions. The 
posterior error rate estimator, eposterior̂  Qf Hora and 
Wilcox (1982) did not quite match up to the expectations of 
lower variance when compared with the customary counting 
based error rate, £counting# However, the suggested new eta 
criterion, n, did generally show lower variance when 
compared with ccountinĝ  rphe bias characteristics of 
posterior probability based performance estimators are 
overall satisfactory. Generally variance and bias are 
lowest for n. The lower variance of n when compared to 
ĉounting does not lead to masking of differences in 
performance detectable by n. Empirical evidence suggests 
that n measures different qualities of a discriminant's 
performance. It is recommended to use n as an additional 
measure of non-thresholded performance especially when
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£ counting yield similar values for different discriminant 
procedures.

18.2 Classification thresholds

Use of the distribution of posterior probabilities of 
population membership in the construction of n lead to a 
closer inspection of the distribution of relative 
differences f{z) between the two largest posteriors. The 
idea of a relative difference is an extension of the 
posterior thresholding concept implemented in some 
statistical software packages for discriminant analysis. By 
considering the behaviour of performance criteria over the 
entire range of relative differences, 0 ^ t  ̂ 1, further 
insight can be gained into the expected performance of a 
discriminant rule. Generally it is sufficient to look at 
the lower end of the ^-range because the respective 
performance curves soon spread out and tend to remain 
stable with respect to their rank order. In actual 
applications of posterior thresholding it is recommended to 
select a discriminant based on its performance within the 
lower third of the 'c-range. Thresholded performance 
analysis is particularly useful when non-thresholded 
performance estimates for different procedures lie close 
together. Use of variable as opposed to fixed 
classification thresholds should be used for discrimination 
between three and more populations.

18.3 Identification of main factors of choice

Discussion of factors influencing selection of a 
discriminant procedure lead to identification of five 
critical factors: (1) theoretical information about the
underlying data distribution, (2) empirical information on 
the data such as scaling of variables and sample size, (3) 
demands placed on expected performance of the discriminant 
rule, (4) availability of computer resources and finally
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(5) skill and experience of the user. Key stages in the 
selection process are reached when a decision has to be 
made concerning (a) the use of theoretically inappropriate 
procedures (b) the relative importance of low error rates 
(or equivalently high n values) and precision in terms of 
bias and variance, (c) the use of additional information 
contained in n and (d) the interpretation of thresholded 
performance.

18.4 Construction of a procedure selection tree

A formalised approach focusing on the first three key 
factors identified above is developed resulting in a 
selection tree. The main feature of the tree is initial 
choice based on factors (1) and (2) and subsequent 
modification of initial choice after assessment of 
performance with respect to factor (3). Several 
applications of this selection tree to real and artificial 
datasets with different data structures are demonstrated.

18.5 Validity of selection tree

The initial choices derived from application of the 
selection tree were compared with detailed results for 
estimated performance. The comparisons do not necessarily 
confirm initial choice of discriminant procedure. 
Application of the selection tree, however, does lead to 
practicable recommendations. A major requirement for 
successful application of the selection tree is to fix the 
demands placed on a discriminant procedure. For instance, 
choice of procedure depends critically on whether non- 
thresholded or thresholded performance is used for 
assessment.
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18.6 Extended notation for performance criteria

Selection of a discriminant procedure on theoretical 
grounds alone is no guarantee for good performance, as was 
pointed out by Christl and Stock (1973). The best example 
is the wide applicability of the linear discriminant 
because of its robustness. An illustration of these 
paradoxical findings was designed along the lines of a 
similar graph due to Victor (1976). In order to distinguish 
good performance of a discriminant procedure due to 
theoretical applicability from good performance in spite of 
missing theoretical applicability an extension of the 
common notation for the error rate was developed in chapter 
7. This notation proves useful .in the interpretation of 
results.

18.7 Ease of implementation

Application of the selection tree developed above is 
straightforward. The computation of U requires the 
posterior probabilities for each observation. Professional 
statistical packages generally supply these probabilities 
for standard procedures. The results, however, do show that 
less common procedures such as the Bahadur may occasionally 
be more appropriate. A need is seen for the integration of 
other discriminant procedures especially for discrete 
datasets. The variable classification concept should 
similarly be incorporated.

18.8 Use of datasets

A variety of different real and artificial datasets was 
used to demonstrate the response of the selection tree to 
different data structures and also to inspect the behaviour 
of the discriminant procedures when subjected to non
standard assumptions. As these datasets were used for 
illustration actual applications of the selection tree must

384



involve consideration of the specific characteristics of 
the given dataset and demands placed on the particular 
discriminant problem.

18.9 Discriminant procedures

The procedures used for comparative analyses were taken 
from the literature and constitute a subset of all 
procedures. In the case of Hills' (1966) distance based 
procedure a modification had to be carried out to allow 
extension to 3 and more populations. It was not essential 
to cover the entire range of discriminant procedures for 
developing guidelines for procedure selection. For the sake 
of completeness, however, some other popular procedures for 
discrete data such as variants of the kernel density or 
nearest neighbour based procedures, higher order logistic 
procedures, recursive partitioning based procedures and 
particularly the recent neural network based procedures are 
also discussed. With respect to the latter it is noted that 
presently few references to applications of discrete data 
exist. Some of the reported superior performances of 
artificial neural network procedures when compared to 
standard applications of discriminant analysis for 
continuous data need not necessarily imply superior 
performance for discrete data as well.
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W i l l i a m s ,  B . K . ,  T i t u s ,  K .  a n d  H i n e s ,  J . E .  ( 1 9 9 0 ) .  
" S t a b i l i t y  a n d  b i a s  o f  c l a s s i f i c a t i o n  r a t e s  i n  
b i o l o g i c a l  a p p l i c a t i o n s  o f  d i s c r i m i n a n t  a n a l y s i s " ,  
J o u r n a l  o f  W i l d l i f e  M a n a g e m en t ,  5 4 ( 2 ) ,  3 3 1 - 3 4 1

W o n g ,  P . M . ,  J i a n ,  F . X .  a n d  T a g g a r t ,  I . J .  ( 1 9 9 5 ) .  " A
C r i t i c a l  C o m p a r i s o n  o f  N e u r a l  N e t w o r k s  a n d  D i s c r i m i n a n t  
A n a l y s i s  i n  L i t h o f a c i e s ,  P o r o s i t y  a n d  P e r m e a b i l i t y
P r e d i c t i o n s " ,  J o u r n a l  o f  P e t r o l e u m  G e o l o g y , 1 8 ( 2 ) ,  1 9 1 -  
2 0 6

W y m a n ,  F . J . ,  Y o u n g ,  D . M .  a n d  T u r n e r ,  D . W .  ( 1 9 9 0 ) .  " A  
c o m p a r i s o n  o f  a s y m p t o t i c  e r r o r  r a t e  e x p a n s i o n s  f o r  t h e  
s a m p l e  l i n e a r  d i s c r i m i n a n t  f u n c t i o n " ,  P a t t e r n  
R e c o g n i t i o n ,  2 3 ( 7 ) ,  7 7 5 - 7 8 3

Y o o n ,  Y . O . ,  S w a l e s ,  G .  a n d  M a r g a v i o ,  T . M .  ( 1 9 9 3 ) .  " A
c o m p a r i s o n  o f  d i s c r i m i n a n t  a n a l y s i s  v e r s u s  a r t i f i c i a l  
n e u r a l  n e t w o r k s " ,  J o u r n a l  o f  t h e  O p e r a t i o n a l  R e s e a r c h  
S o c i e t y , 4 4 ( 1 ) ,  5 1 - 6 0

Z e n t g r a f ,  R .  ( 1 9 7 5 ) .  " A  n o t e  o n  L a n c a s t e r s  d e f i n i t i o n  o f  
h i g h e r  o r d e r  i n t e r a c t i o n s " ,  B i o m e t r i k a , 6 2 ( 2 ) ,  3 7 5 - 3 7 8
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Appendix - Detailed list of results

T h e  " r e s u l t s ” c h a p t e r s  1 3  a n d  1 4  c o n t a i n  o n l y  s u m m a r y  

t a b l e s .  A l l  o t h e r  t a b l e s  w i t h  d e t a i l e d  r e s u l t s  a p p e a r  i n  

t h i s  a p p e n d i x .  C h a p t e r s  1 3  a n d  1 4  m a y  b e  r e a d  w i t h o u t  

r e f e r e n c e  t o  t h e  a p p e n d i x  y e t  f o r  a  c o m p r e h e n s i v e  v i e w  t h e  

f o l l o w i n g  t a b l e s  s h o u l d  b e  c o n s u l t e d .  A l l  t a b l e s  g e n e r a l l y  

r e l a t e  t o  o n e  o f  t h e  t h r e e  c r i t e r i a  e c o u n t in g /  £Po s t e r io r  

a n d  n  a n d  s h o w  d a t a s e t  d o w n  t h e  v e r t i c a l  d i m e n s i o n  a n d  

p r o c e d u r e  a c r o s s  t h e  h o r i z o n t a l .  E a c h  c e l l  t h e n  r e l a t e s  t o  

a  s i n g l e  s t a t i s t i c  f o r  t h e  p a r t i c u l a r  d a t a  b y  p r o c e d u r e  

c o m b i n a t i o n .  W h e r e  a p p r o p r i a t e  s u i t a b l e  a v e r a g e s  o f  t h e s e  

s t a t i s t i c s  h a v e  b e e n  c a l c u l a t e d .  T a b l e s  p r e s e n t i n g  s u c h  

a v e r a g e d  s t a t i s t i c s  g e n e r a l l y  s h o w  a l l  t h r e e  c r i t e r i a  

j o i n t l y  f o r  c o m p a r i s o n .  S t a t i s t i c s  a r e  a v e r a g e d  o v e r  d a t a  

s e t ,  p r o c e d u r e s  o r  b o t h .

E s t i m a t e s  o f  h o l d - o u t  b a s e d  e x p e c t e d  v a l u e s  o f  p e r f o r m a n c e  

c r i t e r i a  a r e  l i s t e d  b y  d a t a  s e t  a n d  d i s c r i m i n a n t  p r o c e d u r e  

i n  a p p e n d i x  A .  D a t a  s e t s  a r e  d i v i d e d  i n t o  r e a l  a n d  

a r t i f i c i a l  o n e s ,  d i s c r i m i n a n t  p r o c e d u r e s  a r e  d i v i d e d  i n t o  

d i r e c t  a n d  i n d i r e c t  p r o c e d u r e s  t h r o u g h o u t  a p p e n d i x  E .  

A p p e n d i x  B t a b u l a t e s  v a r i a b i l i t y  o f  p e r f o r m a n c e  c r i t e r i a  

a v e r a g e d  o v e r  d a t a  s e t s  a n d  o v e r  d i s c r i m i n a n t  p r o c e d u r e .  

T h e  e x p e c t e d  s t a n d a r d  e r r o r s  f o r  a l l  t h r e e  p e r f o r m a n c e  

c r i t e r i a  a p p e a r  i n  a p p e n d i x  C i n  t h r e e  g r o u p s :  f o r  e a c h

d a t a  s e t  -  p r o c e d u r e  c o m b i n a t i o n ,  a v e r a g e d  o v e r  d a t a  s e t s  

o r  p r o c e d u r e s  a n d  a v e r a g e d  o v e r  b o t h .  A p p e n d i c e s  D a n d  E  

g i v e  e s t i m a t e s  o f  e x p e c t e d  b i a s  f o r  t h e  c o n d i t i o n a l  a n d  

u n c o n d i t i o n a l  p e r f o r m a n c e  c r i t e r i a  r e s p e c t i v e l y  i n  t h e  s a m e  

g r o u p i n g  a s  f o r  a p p e n d i x  C .  V a r i a t i o n s  o f  p e r f o r m a n c e  

c r i t e r i a  w i t h  r e s p e c t  t o  d e g r e e  o f  d i s c r e t e n e s s  o f  a  g i v e n  

d a t a  s e t  a r e  g i v e n  i n  a p p e n d i x  F .  D e t a i l e d  r e s u l t s  f o r  

p e r f o r m a n c e  c r i t e r i a  i n  r e l a t i o n  t o  v a r y i n g  c l a s s i f i c a t i o n  

t h r e s h o l d s  ^  a r e  s h o w n  i n  a p p e n d i x  G .
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Appendix A - Expectation of performance criteria

expectation of hold-out 
based estimates of 
err(counting)

proceAure class
direct indirect

discriminant discriminant
bbi bh2 bh3 ker iar igi mlt cen Adi dA2 dhl

type pred data
rr.a ] A inhnt. BREAST B.340 0.341 0.340 0.343 0.341 0.354 0.344 0.353 8.344 0.343 8.368

CESAR4 0.1Z3 8.124 0.123 0.135 8.134 0.146 0.127 0.136 0.148 0.139 0.140
GRADE 0.Z48 8.245 0.24B 0.253 0.253 0.853 0.293 0.520 0.366 0.56? 0.597
LIZARD 0.111 0.113 0.114 0.126 8.111 8.148 8.113 0.141 8.189 - 8.169
VIRGIN 0.288 0.20? 0.289 8.284 8.289 0.228 8.210 0.285 0.284 0.297 0.204

polyton. CHD - - - 0.069 0.069 - 0.069 0.348 0.270 0.322 0.510
COLLEGE - - - B.Z01 0.288 - 0.203 0.274 0.215 0.215 0.234
CREDIT - - - 8.288 8.252 8.257 8.232 8.382 8.286 8.288 8.418
EBUC - - - 0.311 0.311 - 0.311 0.713 0.617 0.618 0.791
ESTEEM - - - 0.383 0.303 0.303 0.383 0.481 0.432 0.427 0.578
IRIS - - - 0.144 8.128 0.377 0.178 0.168 8.Z34 0.351 0.176
KRETSCHH - - - 0.360 0.309 0.355 0.424 0.366 0.204 0.205 0.414
VOTING - - 0.167 8.172 - B.169 0.184 0.169 8.389 8.183

artif. dichot. DILLON 0.084 0.085 0.885 0.886 0.898 8.280 0.091 0.496 0.094 0.428 B.366
HA435300 0.448 0.443 0.443 0.370 0.420 0.504 0.369 0.451 0.301 - 0.366
HA435301 B.435 B.441 0.441 0.360 0.416 0.540 0.346 0.439 0.293 - 0.345
HA435382 8.399 8.480 0.403 0.383 0.487 0.472 0.374 8.399 0.313 - 8.373
NA435303 0.402 0.400 0.399 0.378 8.377 0.460 8.356 8.408 0.302 - 0.363
NA435304 0.398 0.405 0.401 0.346 0.366 0.443 0.339 0.4B5 0.288 - 0.341
NA43S3BS 0.432 0.42? 8.428 0.357 0.419 8.49? 0.350 0.42? 0.282 - 0.34b
MA435386 8.488 0.483 8.481 8.399 8.401 0.458 8.377 8.481 0.238 - 8.375
NA43530? 0.433 0.425 0.432 0.359 0.393 0.495 0.352 0.438 0.294 - 0.349

(CONTINUED)
T a b l e  A - l :  C o u n t i n g  b a s e d  e r r o r  r a t e s
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expectation of hold-out 
based estina tes nf 
err(counting)

procedure class

d irec t indirect

discrininant discrininant

bhi bh2 bh3 ker Idf ¥ n it cen ddi dd2 dhl

type pred data

a r t i f , dichot. HA435388 0.472 0,468 8.472 8.326 0.448 0.529 0.325 0.470 0.276 - 0.327

MA435383 0.372 0.372 0.369 0.348 0.374 8.462 0.341 8.369 0.Z77 - 0.336

polyton. BAHAHA - - - 0.037 8.191 8.215 8.036 0.183 - 8.163 0.037

INTERftCl - - - 0.869 8.378 8.488 8.868 0.378 0.868 0.868 8.868

HORHAL01 - - - 0:284 0.231 - 0.374 0.229 0.168 0.164 0.386

N0BKAL8Z - - - 0.394 0.386 - 0.398 0.44? 8.244 0.249 8.402

N8M1AL03 - - - 0.028 0.01? - 0.032 0.063 0.016 0.016 0.032

H0RHAL11 - - - 0.039 8.837 B.B83 0.214 0.856 0.012 8.009 8.209

mmm - - - 8.B4B 0.032 8.06? 0.12B B.07B 8.815 B.B15 B.126

M AL13 - - - 0.021 0.018 0.043 8.065 8.055 0.815 0.015 0.065

H0RMAL14 - - - 0.041 0.034 0.077 0.050 0.053 0.024 0.025 0.047

H o m is - - - 0.052 0.851 0.055 0.061 8.059 0.039 0.042 0.061

mmLib - - - 0.861 0.844 8.859 8.054 8.856 8.044 8.844 0.857

N0RHAL17 - - - 0.056 8.052 8.198 0.058 0.167 0.055 0.055 8.857

POISSOH - - - 0.075 8.069 - 0.879 0.078 8.864 8.064 0.888

T a b l e  A - l :  C o u n t i n g  b a s e d  e r r o r  r a t e s
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expectation of hold-cut 
based estiwates of 
err(poster i or_l)

procedure class
direct indirect

discrininant discrininant
hhi bh2 hh3 her ldf Igi nit cen dai aa 2 dhl

type pred data
rea I d ichot. BREAST 0.2B3 0.ZB2 0.282 0.348 0.322 0.322 0.332 0.331 0.338 0.330 B.333

CESAR4 0.119 0.128 0.120 0.118 0.072 0.315 8.118 0.124 0.115 8.119 0.126
GRADE 0.Z15 0.215 0.213 0.220 0.202 0.207 0.192 0.186 0.219 0.155 0.239
LIZARD 8.118 8.189 8.186 8.127 0.183 8.110 0.189 8.119 0.094 - 0.186
U1RG1N 8.198 8.288 0.196 8.223 8.144 8.238 0.281 8,222 8.180 8.218 0.236

polyton. CHD - - - 0.069 0.069 - 0.869 0.868 0.071 0.069 0.060
COLLEGE - - - 0.287 0.186 - 0.197 0.198 0.199 0.200 0.192
CREDIT - - - 8.195 8.238 8.368 8.178 8.174 0.167 0.177 8.175
EBUC - - - 0.311 0.314 - 0.312 0.313 0.311 0.310 8.466
ESTEEM - - - 0.384 0.303 8.278 0.303 0.304 0.304 0.301 8.301
IRIS - - - 0.113 0.852 8.379 8.132 8.125 0.883 0.180 0.096
KRETSCHH - - - 0.238 0.194 0.411 0.275 0.134 0.163 6.193 0.242
UOTING - - - B.1B8 0.159 - 0.169 8.171 8.175 0.179 8.177

artif. dichot. DILLON 8.891 8.889 0.B92 8.882 8.887 8.153 0.076 0.873 8.884 8.893 8.881
HA435300 0.327 0.327 0.321 8.332 8.371 0.365 8.280 0.304 0.268 - 0.266
HA435301 0.267 0.256 0.250 0.309 0.359 B.376 0.265 0.225 0.203 - B.240
KA435382 8.222 8.218 8.218 8.328 8.336 8.387 8.288 8.286 8.2% - 8.298
MA435303 0.250 0.251 8.252 0.306 0.321 0.389 0.2B0 0.228 0.274 - 0.288
MA43S304 B.266 0.266 0.266 0.310 8.331 0.378 0.278 0.276 0.277 - 0.254
MA43530S 0.269 0.270 B.278 0.313 0.349 B.376 0.255 B.25B 0.239 - B.26B
MA435386 8.232 0.233 0.236 0.315 8.336 8.486 8.288 8.265 8.282 - 8.265
NA435387 0.ZBZ 8.294 0.285 0.316 0.357 0.365 0.263 8.281 0.269 - 8,249

(CONTINUED)

T a b l e  A - 2 : P o s t e r i o r  b a s e d  e r r o r  r a t e s
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expectation of hold-out 
hased estina tes nf 
err(posterior_ l)

procedure class

d irect indirect

discrininant discrininant

bhl bh2 bh3 ker Idf igi n it cen ddl dd2 dhl

type pred data

a rt if . dichot. HA435308 0.313 0.316 0.319 0.383 0,368 8.368 0.246 8.239 0,239 - 0.27?

118435309 0.186 0.187 8.188 8.285 0.298 0.386 0.238 6.262 0.234 - 8.228

poluton. BAHAMA - - - 0.046 0.169 B.185 0.037 0.040 - 8.033 8.839

INIEBAC1 - - - 8.873 8.389 8.282 8.868 0.866 0.869 0.869 8.868

NORMAL01 - - - 8.169 8.214 - 8.239 0.212 0.160 0.144 0.168

HOBMAL0Z - - - 8.328 8.277 - 0.250 8.278 0.223 0.223 8.218

NORML03 - - - 0.035 0.B16 - 0.026 8.018 0.020 0.022 8.021

KORHALll - - - 8.261 0.824 8.401 8.194 0.079 8.86? 8.056 8.098

HOffifiLlZ - - - 0.200 0.817 8.366 0.104 8.844 B.031 B.B49 0.863

NQRHAL13 - - - 0.899 6.022 0.339 0.851 0.033 B.811 0.815 8.013

H0MIAL14 - - - 8.061 8.834 B.Z75 8.038 0.833 8.032 0.011 8.038

H0RHAL15 - - - 8.057 8.836 0.234 8.049 0.038 0.865 0.020 0.046

N0RHAL16 - - - 8.862 0.050 8.195 8.053 8.042 0.841 8.853 0.078

NORflALl? - - - 0.857 0.883 0.072 0.855 0.041 0.046 0.065 0.054

P0ISS0H - - - 0.868 8.852 - 8.662 0.865 6.666 8.854 8.871

T a b l e  A - 2 :  P o s t e r i o r  b a s e d  e r r o r  r a t e s
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expectation of hold-out 
based estimates of eta

procedure class
direct indirect

discrininant d i scr i n i nant
blii bh2 bli3 ker ldf Iffi nit cen ddl aa2 dhl

type pred data
real d icJint. BREAST 0.609 B.6a9 0.689 0.659 0.668 0.662 0.662 0.648 0.656 0.656 0.645

CESAR4 0.879 0.878 0.879 8.877 8.897 8.769 0.877 0.865 0.868 0.860 8.860
GRADE 0.774 0.775 0.775 0.770 0.778 0.493 0.765 0.518 0.656 0.481 0.479
LIZARD 0.090 0.090 0.090 8.074 8.093 0.075 8.009 0.061 0.091 - 0.039
UIRGIN 0.797 0.797 0.797 8.786 8.824 8.771 0.795 0.736 0.793 0.703 0.7%

polyton. CHD - - - 0.931 0.931 - 0.931 0.654 0.723 0.677 0.490
COLLEGE - - - 0.796 0.B03 - 0.800 0.727 0.785 0.785 0.768
CREDIT - - - 8.763 8.755 8.687 8.765 0.683 8.765 8.772 8.643
EDUC - - - 0.710 0.710 - 0.709 0.350 0.425 0.426 0.298
ESTEEM - - - B.697 0.697 0.710 0.697 0.519 0.569 0.573 0.435
IRIS - - - 8.872 0.910 0.665 0.852 0.829 8.756 0.639 0.853
KRETSCHH - - - 0.701 0.759 0.617 B.650 8.654 8.738 8.726 0.646
VOTING - - - 8.827 0.839 - 8.831 8.816 0.831 0.612 0.819

art if. dichot. DILLON 0.913 0.913 0.911 8.916 0.911 0.824 8.916 0.518 8.918 0.580 0.648
HA435300 0.613 0.615 0.610 0.645 0.605 0.566 0.676 0.556 0.695 - 0.677
NA435301 0.649 0.652 0.651 0.666 0.612 B.538 0.695 B.571 0.7BB - 0.697
MA43S382 8.698 8.691 0.698 8.649 0.629 8.571 8.673 0.611 0.687 - 8.673
MA435303 0.674 0.674 0.675 0.658 0.651 0.576 0.682 0.604 0.701 - 0.678
MA4353B4 0.668 0.665 0.667 0.672 B.65Z 0.594 0.692 0.604 8.709 - 0.692
HA4353B5 B.b5B B.bSl B.bSl 8.665 0.616 0.563 0.69? 0.5B4 0.715 - 0.698
MA435386 8.684 8.682 8.682 0.643 8.632 8.568 8.672 8.607 8.693 - 8.673
MA43538? 8.64Z 0.641 0.641 0.663 0.625 0.570 0.693 0.571 0.707 - 0.691

(CONTINUED)

T a b l e  A - 3 : P o s t e r i o r  b a s e d  e t a  c r i t e r i o n
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expectation of hold-out 
hased P-sti nates of eta

procedure class

direct indirect

discrininant discrininant

bhl bli2 bh3 ker Idf Iffl n i t cen ddl dd2 dhl

type pred data

a r t i f . dichot. RA435308 8.608 0.688 0.684 8.683 0.592 8.552 0.714 0,544 8.726 - 0.716

HA435389 0.721 0.721 0.721 0.684 0.666 0.576 0.711 0.641 0.722 - 0.711

polyton. BAHAMA - - - 0.959 0.820 0.866 8.964 0.818 - 8.838 8.964

IKTEBACi - - - 0.923 0.616 0.655 0.332 0.623 8.332 0.332 8.932

N0RMAL81 - - - 8.773 0.777 - 0.694 0.724 0.767 8.769 0.679

H0RHAL82 - - - 8.672 B.7B8 - 8.676 8.582 8.726 0.716 8.672

HORHAL03 - - - 0.973 0.984 - 0.971 0.933 0.978 0.979 8.971

H o m n - - - 8.862 8.969 B.758 8.796 0.85? 8.88? 8.888 8.789

HDBHAL12 - - - 8.889 0.976 0.784 B.888 8.897 0.938 0.936 8.882

H0RMAL13 - - - 0.941 0.980 0.809 8.942 0.931 0.961 8.962 0.939

H0RMAL14 - - - 0.954 0.966 0.824 0.956 0.944 0.964 0.965 0.957

N0BMAL15 - - - 0.946 0.957 0.855 0.945 0.937 0.954 0.955 0.946

HOROALIS - - - 0.944 0.953 8.873 8.947 8.341 8.352 8.952 8.346

H0RMAL17 - - - 0.944 0.973 0.865 0.944 0.840 0.944 0.943 0.943

P0ISSON - - - 8.933 8.948 - 8.338 8.929 8.334 8.934 8.929

T a b l e  A - 3 :  P o s t e r i o r  b a s e d  e t a  c r i t e r i o n
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Appendix B - Variability of performance criteria

uar. of rEsubstltution 
based perforsmnce aueraged 
across direct procedures

errjc Err_p eta count
cu std cv<>:) std cu(K) std r.

type data
real BREAST 1.4 0.805 8.6 8.827 1.9 8.813 7

CESAR4 2.9 0.004 56.1 0.078 4,4 0.839 7
CHD 0.0 0.000 0.4 B.BB0 B.B B.BBB 3
COLLEGE 2 .2 0.004 5.1 0.010 0.4 0.003 3
CREDIT 18.3 0.041 24.3 0.058 6.2 8.848 4
EDUC 0.0 0.000 0.3 8.B01 B.l 0.000 3
ESTEEM 0.0 0.000 5.0 0.015 1.0 0.007 4
GRADE 00.2 8.Z42 4.4 0.889 14.3 0.10B 7
IRIS 60.5 0.146 87.7 0.136 14.3 0.120 4
KRETSCHn 26. B 0.B6B 29.5 B.B74 8.7 B.B66 4
LIZARD 10.4 0.012 0.3 0.009 0.6 0.805 7
UIRGIN 0 . 0 0.000 14.8 0.830 1.9 B.B15 7
DOTING 0 . 8 8.000 8.5 8.814 8.8 0.887 3

artif. BANANA 82.2 0.183 70.3 8.074 18.0 0.888 4
DILLON 64.3 0.071 24.6 0.023 5.2 8.847 7
INTERAC1 94.6 0.269 85.3 0.158 24.1 8.186 4
MA435380 15,0 0.057 11.4 0.037 5.Z 0.034 7
MA435301 22.3 0.091 15,2 0.045 7.6 0.049 7
MA435302 24.0 0.095 22.8 0.065 9.2 0.061 7
MA435383 25.1 0.098 20.2 0.B61 10.3 0.068 7
MA435304 17.9 0.066 12.4 0.037 5.8 0.038 7
MA435305 20.4 0.079 13.1 0.04B 7.1 8.846 7
MA435306 16.8 0.064 23.9 0.07Z 8.2 0.854 7
MA43538? 21.4 0.085 1Z.6 0.039 7.1 0.046 7

(CONTINUED)
T a b l e  B - l :  V a r i a b i l i t y  o f  r e s u b .  p e r f o r m a n c e
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war. of resubstitution 
based perforisance averaged 
across direct procedures

err_c err_p eta count

cv(x) std cvM std cv(x.) std n

type data

a rtif. (IA435308 Z4.Z 8.101 12.6 8.840 9.5 0.860 7

HA435309 19.9 0.871 28.0 8.073 8.3 0.058 7

NO1AL01 17.3 0.03Z 15 .Z 0.828 3.7 0.030 3

N0RHAL8Z Z.8 0.007 8.3 8.022 2.8 0.814 3

NQ1AL03 1.0 0.000 1.5 8.000 8.0 0.000 3

N0RMAL11 14Z.7 8.097 162.1 8.126 12.8 8.112 4

NORilALlZ 1Z8.Z 0.064 158.6 8.121 9.9 8.892 4

MAL13 118.1 0.843 159.8 0.129 9.1 B.086 4

MAL14 58.7 8.0Z3 118.4 0.070 4.9 8.847 4

N0RHAL15 Z9.6 0.014 97.1 0.073 4.6 0.043 4

HH1AU6 25.3 8.013 81.2 B.063 4.1 B.B38 4

M ALI? 8Z.4 0.077 68.3 0.031 5.3 0.049 4

PDISS0N 3.1 0.08Z 11.6 0.807 8.3 8.802 3

T a b l e  B - l :  V a r i a b i l i t y  o f  r e s u b .  p e r f o r m a n c e
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variability of 
resubstitution based 
performance averaged

e r r j err_p eta count

cvM std cvM std cuM std n

procedure
class

discriminant

direct bhl 48.8 8.11 31.3 8.871 13.5 8.898 16

bh2 48.8 8,11 31.3 8.871 13.5 0,898 16

bb3 48.8 8,138 31.3 8.871 13.5 8.898 16

ker 66.1 8.113 67.6 8.126 14.5 8.119 37

Idf 65.7 8.143 78.3 8.148 17.8 8.141 37

V 58,4 B.2B3 33.3 8.898 18.1 8,125 29

nit 65.9 8.112 65.9 8.112 13.4 8.111 37

indirect cen 68.8 8.176 61.4 8.182 23,8 8.171 37

ddl 71.6 8.146 59.6 0.101 17.8 8.142 36

m 91.5 8.281 74.6 8.896 24.6 8.192 26

dhl 88.1 8.175 64.5 8.113 21.1 8.165 37

T a b l e  B - 2 :  V a r i a b i l i t y  o f  r e s u b .  p e r f o r m a n c e
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uar. of hold-out based 
performance aueraged 
across direct procedures

err_c err_p eta count
cv(^) std c std cut*) std n

type data
real BREAST 1.4 0.005 8.3 0.826 2.1 8.014 7

CESAR4 6.7 0.009 57.2 0.080 5.0 8.843 7
CHD 0.4 B.fiBB B.3 B.BBB B.B B.BBB 3
COLLEGE 1.7 0.003 5.3 0.011 0.5 8.804 3
CREDIT 7.0 0.019 35.3 0.086 5.0 8.03? 4
EDUC 0.0 B.000 0.4 0.001 B.l 0.000 3
ESTEEM 0.0 0.000 4.2 0.013 0.9 0.006 4
GRADE 66.Z 0.ZZ6 14.0 0.031 14.4 0.106 7
IRIS 55.8 0.115 85.5 0.144 13.2 0.109 4
KRETSCHn 13.2 0.048 33.6 0.094 9.1 0.062 4
LIZARD 5.3 0.011 6.9 8.008 8.9 B.BBB 7
VIRGIN 2.4 8.BBS 14.7 B.B29 2.8 8.016 7
UOTING 1.5 0.003 9.0 0.015 8.7 0.086 3

artif. BANANA 80.8 0.897 72.1 0.879 9.9 8.888 4
DILLON 41.4 B.B43 27.0 0.B26 3.B 0.034 7
INTERAC1 85.8 8.215 82.4 8.151 21.8 8.171 4
MA135388 10.7 0.046 9.1 0.B30 5.5 0.034 7
MA435301 15.5 0.066 16,9 0.050 7,9 0.050 7
MA43530Z 7.7 0.031 23.9 8.068 6.8 0.045 7
MA435303 8.3 0.033 17.4 0.051 5.6 0.037 7
MA435304 9.5 0.037 13.7 0.041 4.7 0.031 7
MA435305 12.0 0.050 15.6 0.047 6.6 8.042 7
MA435306 6.1 0.0Z5 22.5 0.865 6.5 0.042 7
HA435307 1Z.0 0.049 12.6 0.039 5.9 0.037 7

(CONTINUED)
T a b l e  B - 3 : V a r i a b i l i t y  o f  h o l d - o u t  p e r f o r m a n c e
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uar. of hold-out based 
performance aueraged 
across direct procedures

err_c errji eta count

cvM std cvfa) std cvta) std n

type data

artif. HA435388 18.1 8.878 12.9 8.841 9.8 8.856 7

MA435389 18.6 0.040 29.6 8.075 7.7 8.053 7

H0RHAL81 24.4 8.872 17.1 8.835 6.3 8.047 3

N0Ri1AL82 14.2 8.852 13.8 B.039 2.9 8.828 3

N0RHAL83 34.3 0.088 37.6 0.010 0.7 0.B87 3

MAL11 89.2 0.883 71.8 0.156 10.9 8.892 4

N0RHAL12 61.7 0.840 87.1 8.158 8.9 8.879 4

N0RMAL13 60.2 8.822 113. B B.144 8.2 8.B75 4

N0RMAL14 37.4 8.819 114.1 8.116 7.3 8.868 41

N0RHAL15 8.2 0.884 188.0 8.894 5.1 8.847 4

N0RM.16 13.4 B.BB7 78.3 8.878 4.1 B.838 4

N0RMAL17 78.6 8.872 64.7 0.838 5.8 8.846 4

POISSON 7.2 8.805 8.6 8.885 8.6 8.885 3

T a b l e  B - 3 : V a r i a b i l i t y  o f  h o l d - o u t  p e r f o r m a n c e
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variability of hold-out 
based performance averaged 
across data sets

e rr s e r r j eta count

cvM std cv('/,) std cvfa) std n

procedure
class

discriminant

direct bill 39.7 8.13Z 31.3 8.871 13.8 8.899 16

bhZ 39,6 8,131 31.6 B.B7Z 13.8 8.899 16

bh3 39.5 8.131 31.5 B.B71 13.8 8,899 16

ker 66.8 8.139 54.5 8.188 15.8 8.119 37

Idf 61.9 8.147 68.9 8.133 17.5 8.139 37

igi 61.9 8.288 31.8 8.895 17.6 B.1ZZ Z9

mlt 59,5 8.133 55.5 8.898 14.Z 8.114 37

indirect cen 59.1 B.17Z 61.3 B.18Z ZZ.3 8.158 37

aai 68,4 8.139 61.1 B.1B2 16.3 8.1Z9 36

ddZ 85.5 8.178 76.7 8.896 Zl.B 8.164 Z6

dhl 65.1 8.181 6Z.6 8.189 Z1.7 8.16Z 37

T a b l e  B - 4 : V a r i a b i l i t y  o f  h o l d - o u t  p e r f o r m a n c e
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uar. Df leaue-l-out basEd 
perf ormanne aueraged 
across direct procedures

err_c Err_p eta count
cvO:) std c viy.y std cu(xj std n

type data
real BREAST 1.8 0.006 8.5 8.826 2.8 8.014 7

CESAR4 2.8 0,093 56.4 0.078 4.5 0.839 7
CHD B.B B.BBB B.5 B.BBB B.B B.BBB 3
COLLEGE 2.1 0.004 5.1 0.010 0.5 0.004 3
CREDIT 4.5 0.011 22.8 0.055 2.9 0.022 4
EDUC 0.0 0.000 8.1 0.000 0.1 B.BBB 3
ESTEEM 0.0 0.000 4.8 0.014 1.1 0.007 4
GRADE 74.5 0.233 18.3 0.038 13.8 0.103 7
IRIS 50.1 0.106 72.8 0.116 11.1 0.093 4
RRETSCHM 6.8 B.B2B 26.5 B.070 5.2 B.B3? 4
LIZARD 10.4 0.012 9.0 0.889 8.9 0.00B 7
UIRGIN 12.3 0.027 14.5 B.BZ9 3.2 0.825 7
UOTING 0.0 0.000 8.4 8.014 8.8 8.887 3

artif. BANANA 82.1 8.102 73.9 8.080 18.2 0.890 4
DILLON 63.4 0.B75 24.3 8.023 5.5 8.849 7
INTERAC1 94.G 0.269 85.5 8.151 24.1 8.186 4
MA135308 6.6 8.027 12.1 8.839 4.5 0.828 7
MA435301 22,1 0.095 15.5 0.045 8.4 0.053 7
MA435302 10.9 0.079 23.0 0.064 9.4 0.060 7
MA435303 21.5 0.0B5 18.8 0.054 9.4 0.061 7
MA435304 14.7 0.056 11.8 0.034 5.2 0.034 7
MA435305 19.2 0.08B 13.6 8.048 8.2 0.053 7
MA435306 12.4 0.048 24.6 0.073 7.2 0.047 7
HA435307 15.7 0.065 13.7 0.042 6.4 0.040 7

(CONTINUED)
T a b l e  B - 5 : V a r i a b i l i t y  o f  l e a v e - l - o u t  p e r f .

14



uar. of Ieaue-1-out based 
pcrfomancc averaged 
across direct procedures

errjc err_p eta count
cv(x.) std cv(x) std cu(x) std n

type data
artif. MA43S3HB 19.7 0.BQ6 13.7 B.B43 9.3 0.057 7

MA435309 15.9 0.060 28.0 0.070 8.9 0.060 7
N0RMAL81 10.1 0.0Z5 14.Z B.BZB Z.9 B.BZZ 3
NORMAL0Z Z1.7 0.076 11.Z 0.029 5.3 0.036 3
N0RMALB3 14.4 0.00Z 18.4 0.B03 0 .2 B.BBZ 3
N0RMAL11 B1.7 B.B48 7B.Z B.1B1 6.B B.B55 4
N0RMAL1Z 46.4 0.010 92.8 0.106 6.3 0.058 4
NORMAL13 49.7 B.filZ 1ZB.1 0.119 Z.3 B.BZZ 4
N0RNAL14 Z5.3 0.009 106.4 0.870 4.6 e.844 4
NORMAL15 6,1 B.B82 92,3 B,07Z 3.9 0.836 4
NORMAL16 8.Z B.BB4 77.7 0.062 3.4 B.03Z 4
N0RMAL17 01.1 B.075 67.Z 0.030 4.8 B.045 4
FOISSON 5.4 B.004 4.8 B.0B3 0.6 0.006 3

Table B -5: Variability of leave-l-out perf.
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variability of Ieave-1-out 
based performance averaged 
across data sets

e r r j e r r j eta count

cm(x) std cv(x) std cvM std n

procedure
class

discriminant

direct bhl 33.7 8.138 31.6 8.678 13.B 8.18B 16

bhZ 33.7 8.138 31.6 8,878 13.8 8.188 16

bli3 39.7 8.138 31.6 B.B7B 13.8 8.188 16

ker 68.3 8.138 59.4 8.114 16.3 8.131 37

ldf 66.8 8.151 78.8 8.138 18.4 8.145 37

W 67.8 8 .222 32.5 8.887 19.8 8.139 29

nit 61.4 8.1Z3 59.7 8.183 14.2 8.115 37

indirect cen 68.2 8.175 61,4 8.182 24.8 8.171 37

ddl 63.6 8.141 61.8 8.182 17.8 8.136 36

ddZ 91.7 8.283 76.7 8.858 24.7 8.193 26

dhl 77.4 8.184 64.4 8.113 Z2.1 8.171 37

T a b l e  B - 6 :  V a r i a b i l i t y  o f  l e a v e - l - o u t  p e r f .
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Appendix C - Standard errors of performance criteria

standard, error of hold-cut 
based estimates of 
unconditional 
err(counting)

procedure class
direct i nd i rect

discrininant discrininant
bhl bh2 Ni3 )<er Idf Iffi nit cen ddi dA2 dhl

type pred data
real dinhnt. BREAST B.BB2 0.002 0.802 8.005 8.882 8.018 B.BB6 0.886 0.805 0.005 0.006

CESAR4 8.002 8.802 8.082 8.883 8.084 8.172 8.083 8.883 8.803 0.003 0.003
GRADE 0.010 0.011 0.010 0.014 0.0Z3 0.016 0.024 0.025 0.024 0.01? 0.025
LIZARD 8.885 8.885 8.886 0.815 0.814 0.686 0.888 8.80? 8.818 - 8.089
UIRGIN 0.802 8.002 0.802 8.082 8.882 8.816 8.882 8.082 8.882 8.802 8.882

polyton. CHD - - - 0.000 0.000 - 0.000 0.008 0.008 0.000 0.000
COLLEGE - - - 0.001 0.001 - 0.001 0.001 0.B01 0.001 0.801
CREDIT - - - 8.886 8.884 8.016 8.887 8.888 8.888 8.887 8.888
EDUC - - - 0.000 0.000 - 0.001 0.001 0.001 0.000 0.002
ESTEEM - - - 0.000 0.000 0.000 0.000 0.000 0.080 0.000 0.B81
IRIS - - - 0.011 0.B86 8.864 0.017 0.B18 8.014 0.016 0.015
KRETSCHH - - - 0.036 0.035 8.068 0.043 0.045 0.052 0.042 0.043
VOTING - - - 0.001 0.003 - 0.001 8.001 0.BB1 8.081 0.082

artif. dichot. DILLON 0.000 8.000 0.000 0.000 8.015 0.093 8.B01 0.801 B.BB1 0.801 8.881
NA435308 0.025 0.025 0.023 0.018 0.020 0.051 0.013 0.013 0.016 - 0.012
RA4353B1 8.000 0.006 B.009 0.013 0.026 0.060 B.BB9 B.B13 0.811 - B.B14
NA435302 8.008 0.808 0.009 0.815 0.813 0.081 0.012 0.013 0.011 - 0.812
MA435303 0.014 0.014 0.015 0.017 0.025 0.0B8 0.016 0.013 0.014 - 0.013
OA435304 0.019 8.019 0.020 0.816 0.019 0.077 0.019 0.016 0.020 - 0.018
hA43S3BS 8.013 8.812 6.016 0.B1B 0.829 0.B56 B.B15 B.B1B B.B17 - B.B19
MA435386 0.886 6.886 8.886 8.819 8.818 8.891 8.814 8.815 0.815 - 8.013
NA435387 0.011 0.B16 0.819 0.817 0.8Z5 0.047 0.612 8.013 0.815 - 0.61Z

(CONTINUED)

T a b l e  C - l :  S t a n d a r d  e r r o r  o f  e r r  ( c o u n t i n g )
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standard error of hold-out 
based estinates nf 
unconditional 
err(counting)

procedure class

direct indirect

discrininant discrininant

bhl bh2 bh3 ker Idf Iff! Bit cen ddl dd2 dhl

type pred data

artif, dichot. NA435388 B.BZZ B.BZB 8.BZ3 B.B15 8.848 8.838 8.815 8.812 8.812 - 0.813

NA4353B9 B.B08 0.0B7 0.006 8.014 0.019 0.090 8.009 0.889 0.818 - 0.018

polyton. BANANA - - - 8.881 8.043 8.022 0.000 0.081 - 0.000 0.880

INTENAC1 - - - n npftD.UOD 8.083 8.186 8.868 8.888 0.888 8.688 0.608

NORNAL01 - - - B.016 8.ffi9 - 0.021 0.018 0.021 0.022 0.020

N0BNAL82 - - - 8.829 8.824 - 8.831 0.033 0.831 0.829 8.829

N0RNALB3 - - - 0.802 8.881 - 8.802 0.80Z 0.002 0.002 0.002

NQRflALll - - - 8.®? 8.888 0.109 0.819 8.022 8.018 0.028 6.826

KDRHAL12 - - - B.007 0.003 8.8Z1 8.813 0.813 0.814 0.013 8.015

H0K1AL13 - - - B.BB6 0.803 0.005 0.000 8.011 0.010 0.010 0.018

N0fliAL14 - - - 0.005 0.084 0.194 0.006 0.006 0.006 0.007 0.607

N0RNAL15 - - - 0.006 0.004 0.027 0.007 0.007 8.006 0.007 0.00?

MAL16 - - - 8.087 8.883 8.804 8.807 8.887 8.886 0.887 8.886

N0RHAL17 - - - 0.B0Z 0.082 0.039 8.802 8.082 8.007 8.002 0.807

POiSSON - - - 8.082 0.882 - 8.803 8.003 8.882 8.803 8.882

T a b l e  C - l :  S t a n d a r d  e r r o r  o f  e r r  ( c o u n t i n g )
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standard error of hold-out 
based cstinates of 
unconditional 
err(posterior_l)

procedure class
direct i nd i rect

discrininant discrininant
bid bh2 bh3 l<er iar Iffi nit cen ddl aa2 ahi

type pred data
real di clint. BREAST R.B13 R.B17. R.B11 B.B1B B.B1B 0.B24 8.B11 B.B1B B.B11 B.B1B B.B12

CESAR4 B.BB4 B.BB4 8.884 B.B04 8.013 0.095 0.885 0.BB6 0.805 8.004 0.065
GRADE 0.019 0.018 0.018 0.019 0.026 0.039 0.0Z2 0.023 0.6Z6 0.019 8.0Z1
LIZARD 8.BZ1 8.010 0.818 0.813 8.822 8.018 8.818 8.818 8.818 - 0.819
VIRGIN 8.016 0.816 8.820 0.815 0.829 8.027 0.816 8.019 0.015 8.018 8.019

polyton. CHD - - - 6.B02 0.B81 - 6.802 0.6B2 0.662 0.802 8.602
COLLEGE - - - 8.003 0.003 - 0.004 0.004 0.004 0.003 0.B04
CREDIT - - - B.B18 0.888 8.812 8.818 8.818 8.883 0.011 8.818
EDUC - - - 8.681 6.001 - 0.801 0.881 0.801 8.881 0.801
ESTEEM - - - 0.001 0.000 0.089 0.001 B.BB1 B.BB1 0.001 0.681
IRIS - - - 0.016 0.023 0.043 0.B20 0.020 0.018 0.020 0.020
KRETSCHH - - - 0.046 6.656 0.057 0.649 0.655 0.656 0.651 0.645
VOTING - - - B.es? 0.BS6 - 8.e96 B.esa 8.88? 8.888 8.B0?

art if. dichot. DILLON 0.BB7 B.007 0.006 0.004 0.086 0.026 0.009 6.B09 0.009 0.810 0.609
HA435380 B.B53 0.849 B.051 0.821 0.633 0.832 0.027 0.029 0.026 - 0.823
HA435301 B.B51 0.B53 0.B54 0.023 0.031 B.B62 0.022 0.0Z7 0.B23 - 0.023
MA435382 0.849 8.B4Z B.B45 8.825 0.033 0.043 0.024 8.026 6.638 - B.ez?
MA435303 0.B41 0.B42 0.049 0.826 0.838 8.051 0.027 0.625 8.826 - 6.626
HA435304 0.048 0.050 0.050 0.029 0.037 0.034 0.028 0.831 0.627 - 0.025
NA43S38S B.041 8.042 B.B5B B.B23 0.B34 B.033 B.B22 B.B28 0.025 - 6.624
NA435386 8.041 8.843 0.842 8.821 8.837 0.844 0.826 8.824 8.822 - 8.026
HA43538? 0.849 0.055 0.054 0.022 0.630 6.039 0.024 0.02? 0.825 - 8.025

(CONTINUED)

T a b l e  C - 2 :  S t a n d a r d  e r r o r  o f  e r r  ( p o s t e r i o r )
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standard error of hold-out 
hased estinates nf 
unconditional 
err(pDsterlor_l)

procedure class

direct indirect

discrininant discrininant

bhl bh2 bli3 ker ldf igi nit cen ddl dd2 dhl

type pred data

artif. dichot. MA435308 0.049 0,045 0,046 0.021 0.035 0.043 0.024 0,023 6.026 - 0.021

WA435389 0.034 8.038 0.035 8.823 8.034 0.831 8.021 0.024 8.828 - 8.026

polyton. BAHAMA - - - 0.684 8.006 8.812 B.8B5 8.804 - 0.804 0.004

IHTERAC1 - - - 8.082 0.883 8.812 0.882 8.882 8.882 8.002 8.802

HORttALBi - - - 0.819 8.022 - 8.021 0.028 0.021 0.021 0.022

H0im92 - - - 8.038 6.841 - 8.848 8.837 8.83? 8.841 8.848

HORHAL03 - - - 0.603 0.081 - 0.603 0.002 0.003 0.063 0.003

H0RHAL11 - - - 0.015 0.803 0.051 0.812 8.813 0.011 0.812 8.012

H0HML12 - - - 8.016 0.804 0.855 0.011 0.018 8.011 8.011 B.Bil

N0RJ1AL13 - - - 0,013 0,605 0,045 0,008 0,809 0.087 0.088 0.008

N0RI1AL14 - - - 0.012 0.004 0.647 8.B09 0.009 0.009 8.009 8.010

H0RHAU5 - - - 0.B15 0.005 0.024 0.012 0.813 0.011 0.012 0.012

N0RHAL16 - - - 8.016 6.089 0.036 0.014 8.815 8.813 0.014 8.014

H0RHAL1? - - - 8.015 0.084 8.021 8.815 0.814 8.816 8.015 8.016

POISSOH - - - 8.885 8.682 - 8.885 8.084 8.884 8.804 8.884

T a b l e  C - 2 :  S t a n d a r d  e r r o r  o f  e r r  ( p o s t e r i o r )
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standard error of hoId-out 
based estimates of 
unconditional eta

procedure class
direct indirect

discrininant discrininant
bhl bh2 Lh3 l<er ldf Iff! nit cen ddl dd2 dhl

type pred data
rea I dichot. BREAST 0.006 0.005 0.005 8.005 B.eas 0.814 0.007 8.007 0.BB6 0.005 0.007

CESAR4 0.0BZ 0.002 0.802 0.003 0.006 8.189 B.803 0.0B3 8.003 B.BB2 8.803
GRADE 0.011 0.010 0.010 0.01Z 0.016 0.014 0.017 0.017 0.0Z0 0.013 B.016
LIZARD 0.011 0.010 8.018 8.012 0.813 8.809 0.811 8.818 8.813 - 8.012
VIRGIN 0.808 0.008 8.818 8.088 0.014 8.017 8.088 0.010 0.007 0.009 0.010

polyton. CHD - - - 0.881 0.881 - 0.801 0.001 8.801 0.881 8.801
COLLEGE - - - 8.802 0.081 - 8.802 8.802 8.802 0.002 0.082
CREDIT - - - 8.887 8.004 8.811 8.887 0.807 8.885 0.088 8.887
EDUC - - - 0.800 8.000 - 8.001 8.801 8.881 8.881 8.881
ESTEEM - - - 0.001 0.000 0.885 0.001 0.081 0.001 0.001 0.801
IRIS - - - 8.010 8.012 0.043 0.813 0.015 0.012 0.014 0.013
KRETSCHU - - - B.B3B 0.038 0.047 0.035 0.044 0.043 8.048 8.835
VOTING - - - 0.HI4 8.083 - 8.803 0.884 8.804 a.ee4 8.004

artif. d i chat. DILLON 0.004 0.004 0.003 0.002 0.008 8.045 8.804 0.884 0.805 0.005 0.004
HA435388 8.826 B.0Z2 8.B25 0.015 8.823 8.631 0.015 8.818 0.815 - 8.015
NA4353B1 8.BZ5 0.02? 0.82b B.B13 8.821 0.B35 B.B13 B.B16 0.B14 - 0.014
MA4353BZ 8.8Z4 8.8Z3 0.023 0.014 8.817 0.046 8.814 0.015 0.017 - 0.016
MA435303 0.020 0.020 0.023 0.015 0.023 0.050 0.010 0.014 8.015 - 0.016
MA4353B4 B.0Z3 0.022 0.022 0.018 0.022 0.04Z 0.019 0.028 0.013 - 0.016
HA43S3B5 B.B21 B.B22 B.B25 B.B15 B.B21 0.029 B.Blb B.B19 B.B1? - 8.BIB
NA435386 0.8Z1 8.822 8.821 8.815 8.822 0.853 0.816 8.815 8.815 - 8.816
MA435387 6.0Z3 0.825 0.BZ3 0.613 8.013 0.025 0.015 6.816 6.615 - 0.815

(CONTINUED)

T a b l e  C - 3 :  S t a n d a r d  e r r o r  o f  e t a
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standard error of hold-out 
hased estinates nf 
unconditional eta

procedure class

direct indirect

discrininant discrininant

blii bh2 bh3 ker Idf igi nit cen ddl dd2 dhl

type pred data

artif. dichot. RA435308 0.023 0.020 0.021 0.013 0.028 0.026 0.615 0.815 0.616 - 0.013

RA435383 0.815 8.020 0.818 0.813 0.028 0.058 0.012 8.013 6.812 - 8.814

polyton. BAWlHA - - - 8.082 8.023 8.813 0.082 6.002 - 0.002 8.002

IHIERAC1 - - - 0.081 8.082 8.853 0.881 0.081 8.081 8.861 0.801

NORMAL01 - - - 0.014 0.013 - 0.618 0.015 0.817 0.015 0.016

HGRKAL0Z - - - 0.023 8.825 - 8.825 8.825 8.828 8.825 0.826

NORHAL03 - - - 0.002 0.001 - 8.602 0.602 6.802 0.002 6.082

nobialii - - - 0.088 8.004 0.066 8.014 6.016 8.814 0.815 8.014

H om i2 - - - 0.008 0.883 0.031 0.818 0.610 8.810 6.618 0.811

H0BHAL13 - - - 0.888 0.002 0.057 0.007 0.608 0.088 0.688 0.688

H0raiAL14 - - - 0.606 0.003 0.116 0.007 0.806 6.886 0.007 0.007

N0BMAL15 - - - 6.008 6.683 0.020 0.608 6.608 0.887 6.068 0.008

N0W1AL16 - - - 6.005 0.085 8.815 8.808 6.885 6.888 8.809 8.005

N0RHAL17 - - - 0.008 0.802 0.014 0.007 0.007 6.010 6.068 8.010

POISSCN - - - 8.803 8.681 - 8.803 8.883 0.883 0.883 8.883

T a b l e  C - 3 : S t a n d a r d  e r r o r s  o f  e t a
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standard error of hold-out 
based unconditional 
performance aueraged

err_c err_p eta count

se se se n

type pred data

real dichot. BREAST 0.005 0.013 0.007 7

CESAR4 0.027 0.018 0.018 7

GRADE 0.016 0.023 0.013 7

LIZARD 0.008 0.018 0.011 7

UIRGIN 0.004 0.020 0.010 7

polytom. CHD 0.000 0.002 0.001 3

COLLEGE 0.001 0.003 0.002 3

CREDIT 0.008 0.010 0.007 4

EDUC 0.000 0.081 0.000 3

ESTEEtl 0.000 0.003 0.002 4

IRIS 0.024 0.026 0.020 4

KRETSCHM 0.045 0.052 0.038 4

UOTING 0.002 0,006 0,003 3

artif. d ichot. DILLON 0.016 0.089 0.010 7

NA435300 0.026 0.038 0.022 7

HA4353B1 0.019 0.042 0.023 7

MA435302 0.021 0.037 0.023 7

MA435303 0.027 0.039 0.026 7

P1A435304 0.827 8.039 0.024 7

NA435305 e.eza 0.035 0.021 7

NA435306 0.023 0.036 0.024 7

HA435307 0.021 0.039 0.021 7

MA435308 0.025 0.038 0.021 7

NA435309 0.022 0.031 0.022 7

(CONTINUED)

Table C-4: Stand, error of perf. criteria

23



standard error of hold-out 
based unconditional 
performance averaged

err_c err_p eta count

se se se n

type pred data

a r t i f . polytom. E M 0.017 0.006 0.010 4

1MERAC1 0.027 0.005 0.014 4

NOfflALBl 0.015 0.021 0.015 3

NORMAL02 0.028 0.040 0.026 3

H0RKALB3 8.001 0.002 0.002 3

NQBKLli 0.036 0.020 0.023 4

MML12 0.011 0.022 0.013 4

H0RHAL13 0.026 0.018 0.018 4

N0SHALM 8.852 0.818 0.033 4

MAL15 0.011 0.014 0.010 4

N0ML16 0.005 0.019 0.810 4

N0RHAL17 0.011 0.014 0.008 4

P01SS0N 0.002 0.004 0.002 3

Table C-4: Stand, error of perf. criteria
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standard error of hold-out 
based conditional 
performance aueraged

err_c errj eta count

se se se n

procedure
class

discriminant

direct bhl 8.894 8,224 0.865 16

bli2 0.034 8.224 0.065 16

bh3 0.894 0.224 0.865 16

ter 8.050 0.236 0.094 37

ldf 8.063 0,232 0.885 37

igi 0.094 0.212 0.060 29

nit 8.058 0.241 0.096 37

indirect cen 0.049 0.241 0.896 3?

ddl 0.851 0.240 0.095 36

Ml 8.037 0.254 0.109 26

dril 0.049 0.241 0.096 37

Table C-5: Stand, error of perf. criteria
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Appendix D - Bias of conditional estimates
ho Id-out based bias 
relative to conditional 
estinate of err(counting) 
(in ’/ . )

procedure class
direct indirect

discrininant discrininant
bhi hhZ bh3 her Idf i Erl nlt cen aai dd2 ah i

type pred data
real dichot. BREAST -B.3 0.0 0.3 2.Z -0.3 1.6 2.7 4.0 2.8 1.8 7.8

CESAR4 1.5 1.8 1.2 4.5 4.6 19.3 4.3 11.0 14.1 14.0 15.1
GRADE 14.4 11.6 11.9 ZB.l 26.1 2.7 38.5 160.6 73.4 187.1 194.6
LIZARD 4.Z Z.0 Z.4 10.Z 3.2 -0.1 1.2 20.1 -8.7 - 52.9
VIRGIN 2,2 -l.B 1.7 -0,8 4,5 7,9 3,5 8.5 -1,0 44,7 -0.6

polyton. CHD - - - -0.1 0.1 - -0.7 402.6 301.2 365.9 647.8
COLLEGE - - - 0.4 0.3 - 2.1 37.8 7.8 0.3 17.8
CREDIT - - - 43.8 8.7 5.8 56.7 64.1 10.8 7.5 119.2

EDUC - - - 0.0 -0.0 - 0.0 128.9 98.1 98.4 154.1
ESTEEM - - - -0.0 0.0 0.0 0.0 50.9 42.7 40.9 90.9
IRIS - - - 43.7 0.1 10.8 83.0 63.6 128.7 261.5 73.2
KRETSOfN - - - 86.6 53.3 57.3 110.0 80.0 0.8 3.3 116.5
VOTING - - - -0.5 Z.4 - 0.B 9.1 -1.1 129.9 8.7

artif. dichot. DILLON l.B 1.4 1.9 3.3 7.7 -27.4 9.2 501.0 12.0 398.5 34Z.0

HA435300 5.8 2.5 4.8 27.7 5.6 28.2 21.2 49.4 -8.5 - 22.2
NA435301 B.6 l.B 2.4 21.6 -2.8 1.2 19.5 51.4 B.4 - 17.1
MA4353BZ Z.? 3.8 2.1 23.5 3.7 -20.0 28.6 26.9 -1.4 - 18.6

MA435303 -Z.2 -1.3 -0.8 22.3 7.9 -21.5 21.7 35.6 1.8 - 24.0
MA435304 0.9 Z.l 1.1 18.4 3.5 -7.3 16.9 39.6 -0.6 - 17.4

MA435305 3.7 2.3 1.7 25.7 B.8 -0.5 24.7 52.0 0.5 - 24.?
HA435306 1.6 3.2 B.2 33.5 0.2 -5.3 25.7 35.8 -1.3 - 25.0

NA435307 0.1 -1,3 0.9 24.9 2,4 -6.0 18.4 49,9 2.9 - 21.8

(CONTINUED)

T a b l e  D - l :  R e l a t i v e  b i a s  o f  e r r ( c o u n t i n g )
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hold-out based bias 
rp.latiue to conditional 
estimate of err(counting) 
(In /.)

procedure class

direct indirect

discrininant discrininant

bhi bhZ bh3 ker ldf nit cen dd! dd2 dhl

type pred data

artif. dichot. H0435308 3.2 2,1 1,8 16.1 -3,5 8,5 21,4 73,6 -0,1 - 22.2

0A435309 5.6 1.5 3.0 22.8 4.6 -12.2 24.7 33.1 -8.2 - 28.4

polyton. m m - - - 1.4 -15.1 8.3 -0.5 402.8 - 347.7 0.0

IMTEBAC1 - - - 1.8 8.1 -21.7 8.6 456.8 -8.4 8.1 8.1

NORMAL01 - - - 74.6 5.7 - 121.8 36.0 0.6 -2.6 140.4

HQRMAL02 - - - 55.4 16.1 - 61.5 81.6 -1.7 -0.3 59.3

HORHAL03 - - - 23.8 5.6 - 106.5 315.8 1.3 3.3 110.6

HOaiALll - - - 348.4 -9.5 176.3 1861 448.8 9.2 -4.1 1925

r a m i2 - - - 189.1 -11.5 88.2 692.1 484.3 -8.6 5.5 761.6

HORMLta - - - 46,1 27.1 40.8 311,4 290,7 -1,3 8.7 318.1

H0W1AL14 - - - 46.0 -2.3 160.5 109.2 118.7 -4.0 -8.4 87.3

H0RMAL15 - - - 27.9 14.5 41.8 45.1 47.6 -3.7 3.4 62.5

K0RHAL16 - - - 26.9 -3.5 8.9 19.8 29.1 1.6 1.2 23.9

NORflALl? - - - 1.5 -5.4 -3.8 -1.2 185.5 -0.2 6.2 8.2

POISSOH - - - 19.8 3.0 - 24.9 11A -8.5 1.3 26.7

T a b l e  D - l :  R e l a t i v e  b i a s  o f  e r r ( c o u n t i n g )
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hoId-out bused bias 
relative to conditional 
estinate of
err(posterior_l) (in X)

procedure class
direct indirect

discrininant discrininant
bhi hh2 hh3 )<er ldf igi nit cen ddl dd2 dhl

type pred data
real dichat. BREAST 0.3 0.1 0.1 -0.6 -0.1 1.4 -0.7 -1.0 0.9 -1.5 -0.6

CESAR4 0.0 0.3 0.5 -0.9 -1.9 0.7 -2.6 1.6 -5.9 -2.4 3.6
GRADE -Z.Z -1.5 -Z.7 0.8 l.Z 37.7 -3.6 -6.7 12.9 -19.Z 18.3
LIZARD 1.5 8.4 -Z.7 8.6 3.5 3.7 -l.Z 3.1 -14.6 - -D.6
UIRGIN -0.4 0.Z -1.7 1.1 -2.2 -3.1 -1.9 . 8.1 -12,4 6.7 15,6

polyton. CHD - - - -0.4 -0.4 - 8.0 -1.6 2.3 -0.9 -2.2
COLLEGE - - - 0.1 -0.4 - -0.8 -0.1 0.3 0.7 -3.1
CREDIT - - - -6.1 -1.6 14.5 -5.0 -6.3 -18.8 -5.3 -6.5

EDUC - - - 0.0 0.2 - 0.2 0.5 0.0 -0.3 49.7
ESTEEN - - - -0.0 0.0 1.5 -0.0 0.2 0.2 -0.6 -0.7
IRIS - - - -4.7 7.2 9.3 32.8 24.6 -17.7 -1.6 -4.8
KRETSCHtt - - - 1.8 -7.4 14.0 36.3 -32.6 -16.9 -3.9 22.9
VOTING - - - 0.7 -0.3 - 8.4 1.1 3.3 5.9 5.1

artif. d i chot. DILLON 0.1 -2.7 1.7 4.Z 3.1 2.9 -8.3 -12.3 -0.9 11.5 -2.2

HA435300 1.1 l.Z -0.5 -6.3 -5.6 31.6 -7.0 1.6 -10.3 - -11.4

HA435301 3.B -B.6 0.5 -b.b -4.2 21.5 -8.8 -22.6 -2.2 - -17.3
MM35382 1.7 0.5 -8.3 -6.6 -5.1 13.B -9.6 -7.6 -4.3 - -3.9

HA435303 l.B 2.1 2.4 -7.3 -4.6 -4.1 -5.1 -23.1 -6.7 - -2.1

HA435304 0.8 0.5 0.5 -4.0 -3.3 8.4 -2.5 -3.2 -2.7 - -11.0
NA4353B5 -1.7 -1.6 -1.3 -S.b -6.5 14.8 -9.1 -8.3 -14.9 - -8.1
KA435306 -1.8 -8.9 8.Z -7.9 -4.7 -3.8 -7.1 -11.7 -6.3 - -11.2

HA435387 0.9 4.5 Z.0 -6.9 -5.3 6.4 -9.8 -3,4 -7.2 - -14.5

(CONTINUED)

T a b l e  D - 2 :  R e l a t i v e  b i a s  o f  e r r ( p o s t e r i o r )
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hold-out based bias 
relatiue tn cnnditinnal 
estimate of
err(posterior_l) (in /:)

procedure class

direct indirect

discrininant discriminant

Mil bh2 bh3 ker Idf igi nit cen ddl dd2 dlil

type pred data

artif. dichot. MA435308 -2,3 -1,0 -0.1 -5.3 -8.3 25,1 -8,2 -11,9 -12,1 - 2,5

RA435303 -1.4 -8.3 8.2 -7.3 -5.9 5.5 -13.4 -5.1 -14.1 - -17.3

polyton. BANANA - - - 0.2 -8.5 10.0 0.5 10.7 - -9.8 6.8

INTERAC1 - - - -8.3 -8.1 15.8 -8.3 -3.4 1.8 2.2 8.3

N0RHAL81 - - - -3.6 -1.7 - 41.7 27.7 -2.9 -11.7 1.9

N0RHAL82 - - - 31.8 -4.1 - -0.3 9.3 -10.0 -11.1 -16.3

NORNAL03 - - - 138.3 0.0 - 66.5 15.7 29.7 43.5 37.9

N0RNAL11 - - - 2565 -2.0 49.3 1824 681.2 522.2 491.5 779.4

N0RNAL12 - - - 1298 -1.7 41.4 633.1 212 .B 107.9 232.9 319.3

N0RHAL13 - - - 547,7 8.0 23.3 235.9 122.6 -31,0 0.7 -17,2

N0H1AL14 - - - 132.4 -3.5 62.5 52.0 37.6 19.5 -57.8 50.8

N0BHAL15 - - - 41.0 8.3 27.3 22.5 -8.3 58.8 -50.0 17.6

N0RRAL16 - - - 48.7 3.1 13.8 16.9 -7.8 -6.4 18.5 76.4

N0RHAL17 - - - 3.5 360.0 -1.5 0.4 -27.6 -16.2 20.3 -2.4

POISSON - - - -6.2 1.4 - -3.1 3.5 3.9 -15.7 13.2

Table D -2: Relative bias of err(posterior)
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hoId-out based bias 
relative to conditional 
estimate of eta (in X)

procedure class
direct indirect

discriminant discriminant
bhl bh2 bh3 )<er iar mlt cen aai aa2 ahi

type pred data
m  ] dichnt. BREAST 0.0 -0.0 -B.l -0.4 B.l -0.7 -0.5 -2.5 -1.4 -1.3 -3.1

CESAR4 -B.l -0.Z -0.1 -8.3 -0.2 -1.7 -8.1 -1.5 -2.0 -2.0 -2.1

GRADE -1.6 -1.3 -1.2 -3.4 -3.2 -5.2 -4.3 -35.6 -10.1 -40.6 -40.3
LIZARD -8.3 -8.1 8.8 -1.1 -0.4 -8.5 -0.8 -3.3 8.8 - -5.7
UIRGIH -8.2 0.1 8.8 -0,1 -0.3 -0.6 -8.2 8.1 -0.1 -11,6 -0,0

polytom. CHD - - - 0.0 0.0 - 0.0 -29.7 -22.4 -27.3 -47.3
COLLEGE - - - -0.1 0.0 - -0.2 -9.3 -2.0 -2.1 -4.1
CREDIT - - - -4.3 8.1 -4.2 -5.9 -15.4 -5.9 -5.1 -28.1
EDUC - - - 0.0 -0.0 - -0.0 -50.7 -40.1 -40.0 -57.9
ESTEEM - - - 8.0 0.0 -0.3 0.0 -25.6 -18.4 -17.8 -37.7
IRIS - - - -2.2 -0.2 -3.5 -5.5 -7.8 -15.8 -29.8 -5.1

KRETSCHH - - - -10.9 -4.5 -12.7 -10.5 -10.1 -7.8 -9.1 -19.8
VOTING - - - -8.B -8.2 - -8.0 -1.8 B.l -26.4 -1.6

artif. dichot. DILLON -0.1 B.l -0.2 -0.3 -8.5 4.5 -0.8 -44.4 -8.6 -36.7 -29.4

HA435300 -2.Z -1.2 -1.5 -4.4 -0.0 -14.9 -3.1 -20.2 -0.7 - -3.3
HA4353B1 -l.B -B.2 -B.9 -3.1 2.4 -b.4 -2.2 -19.6 -B.2 - -1.4
NM353B2 -l.B -B.9 -B.6 -3.7 0.3 6.7 -2.5 -11.2 8.8 - -2.1

MA4353B3 0.4 0.0 -0.2 -3.3 -0.9 14.1 -3.4 -13.9 -0.6 - -4.0

HA435304 -0.4 -0.7 -0.4 -2.9 -0.1 0.5 -2.9 -15.2 -0.5 - -2.8

HA4353B5 -0.B -0.4 -0.3 -3.9 1.7 -3.9 -3.0 -10.B -8.7 - -3.2

NA435386 -8.1 -8.8 -8.1 -5.4 1.3 3.8 -4.0 -13.6 -8.8 - -4.8

HA43530? -8.2 -0,5 -0.7 -3.5 0.9 0.9 -1.0 -19.4 -B.6 - -2.9

(CONTINUED)

T a b l e  D - 3 :  R e l a t i v e  b i a s  o f  e t a
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hold-out based bias 
relatiue to conditional 
estimate of eta (in '/.)

procedure class

direct indirect

discrininant discrininant

bhi bh2 bh3 ker Idf igi nit cen dd! dd2 dhl

type pred data

artif. dichot. WA435308 -0,6 -0,5 -0,6 -2,0 4.4 -6.5 -2,4 -25,4 -0.1 - -2,1

HA43S309 -l.Z -B.3 -8.8 -3.0 B.l 4.B -Z.l -11.4 -8.4 - -1.7

polyton. BAHAMA - - - -8.B 2.2 -2.0 B.B 1 tn I-*
, - -13.1 0.8

ihtem;i - - - -8.0 8.8 8.9 -8.8 -33.2 8.8 8.8 0.8

H0RMALB1 - - -6.9 -B.6 - -16.6 -13.1 -B.l -7.9 -19.0

N0M1AL82 - - - -10.6 -2.1 - -10.1 -22.7 -3.4 -4.6 -18.3

HORHAL03 - - - -1.2 -0.1 - -1.4 -5.2 -0.6 -0.6 -1.4

M0J91AL11 - - - -13.0 0.2 -18.9 -19.6 -13.4 -10.3 -18.4 -20.3

TOIAL12 - - - -9.9 0.2 -B.l -9.9 -9.B -4.8 -5.0 -10.5

N0RHAL13 - - - -4.5 -0v3 -4,6 -4.3 -5,5 -2,4 -2.4 -4,6

H0RHAL14 - - - -1.9 8.1 -8.5 -2.0 -3.3 -1.1 -1.1 -1.8

N0BHAL15 - - - -1.4 -0.3 -3.7 -1.5 -2.4 -0.5 -8.5 -1.7

N0RMAL16 - - - -1.8 8.0 -1.5 -8.9 -1.5 -8.4 -8.5 -8.9

NDH1AL17 - - - -0.1 8.B B.5 0.0 -IB. 9 -0.1 -B.4 -0.1

POISSOH - - - -0.5 -0.1 - -8.7 -8 .8 -8.2 -8.2 -0.8

Table D -3: Relative bias of eta
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bias of hold-out based 
conditional performance 
aueraged across direct

err_c err jp eta count

X X X n
type pred data

real dichot. BREAST 0.89Z 0.056 -0.236 7
CESAR4 5.300 -0.542 -0.384 7
GRADE 19,017 4,249 -2.882 7

LIZARD 4.425 1.680 -0.363 7
VIRGIN 2.576 -1.119 -8.183 7

polytom. CHD -0.241 -8.290 0.018 3
COLLEGE 0.936 -0.345 -0.075 3
CREDIT 20.041 0.431 -3.728 4
EDUC -0.011 0.117 -0.014 3
ESTEEH -0.000 0.366 -0.070 4
IRIS 34,381 11.178 -2.828 4

KRETSCHN 76.818 11.195 -11.656 4

VOTING 0.634 8.271 -0.896 3
artif. dichot. DILLON -0.415 0.122 0.499 7

HA435300 13.666 2.062 -3.899 7

NA43530i 6.224 0.808 -1.611 7

MA43530Z 5.085 -0.790 -8.252 7

MA435303 3.724 -2.109 0.946 7

J1A435304 5.084 0.842 -0.998 7

NA435385 8,344 -1.571 -1.526 7

MA435306 8.437 -3.717 -0.752 7

NA435307 5.623 -1.170 -0.729 7

HA435308 5.942 -0.001 -1.186 7

HA435309 7.141 -3.215 -0.469 7

(CONTINUED)

Table D-4: Relative bias of perf. criteria
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bias of hold-out based 
conditional performance 
aueraged across direct

e rr j: e r r j eta count

X X X it

type pred data

a r t if . polyton. BANANA -1.478 2.586 0.020 4

INTEBAC1 -4.998 3,783 2.226 4

NOBNAL01 67.355 12.133 -8.023 3

NOilnALBZ 45.665 9.148 -7.605 3

N0BRAL83 47.309 65.572 -0.863 3

NOBfiALli 591.935 1189,893 -10.893 4

NOBftALIZ 239.447 492.652 -6.913 4

N0BRAL13 188.356 203.744 -3.442 4

N0BNAL14 78.370 60.868 -3.075 4

N0BNAL15 32.107 22.788 -1.726 4

N0BNAL16 13.038 18,412 -0.858 4

N0BNAL17 -2.244 75,578 0.109 4

FOISSON 15.898 -2.646 -0.445 3

Table D-4: Relative bias of perf. criteria
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bias of bold-out based 
conditional perfornanee 
a r a g e d  across data sets

err_c e r r j eta count

I i 7 n

procedure
class

discrininant

direct till 2.813 0.150 -0.599 16

bbZ 1.929 8.865 -0,437 16

bb3 2.288 -0.079 -8.475 16

Jeer 36.076 127.396 -2.973 37

ldf 1017 6.666 -8,803 37

igi 18.663 15.488 -1.951 29

n it 104.784 77.155 -3.503 37

indirect cen 130.449 25.996 -14.883 37

ddl 19.203 14.925 -4.751 36

ddZ 74.298 24.738 -11,369 26

dli! 158.521 34.402 -10.085 37

Table D-5: Relative bias of perf. criteria
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Appendix E - Bias of unconditional estimates

hold-out based bias 
relative to unconditional 
estimate of err(counting) 
(in X)

procedure class
direct i nd i rect

discrininant discriminant
bhi bh2 bh3 ker iar Iffl nit cen ddl dd2 dhl

type pred data
real dichat. BREAST 0.2 B.4 0.4 1.6 0.4 0.8 1.5 4.1 1.8 1.3 6.6

CESAR4 0.8 1.2 0.6 2.3 2.8 -15.5 2.2 9.2 11.8 10.9 12.3
GRADE 10.0 0.9 11.2 19.1 10.6 l.B 32.B 132.7 65.5 159.3 170.8
LIZARD B.7 2.8 3.1 6.2 -1.4 8.7 1.6 27.5 -4.8 - 58.6
VIRGIN 1.1 0.6 2.1 -0.3 1,8 5.8 2.5 0.0 -8.5 44.4 -0.7

polyton. CHD - - - -0.1 0.1 - -0.7 482.6 301.2 365.9 647.8
COLLEGE - - - 0.5 0.4 - 1.5 37.1 7.5 7.6 17.3
CREDIT - - - 30.1 2.5 1.8 32.9 36.4 -6.2 -9.4 85.4

EDUC - - - 0.0 -0.0 - -B.0 128.8 98.0 98.4 153.9
ESTEEfl - - - -0.0 0.0 0.0 0.0 58.9 42.7 40.9 90.B
IRIS - - - 26.6 3.1 6.6 38.5 30.9 85.0 174.2 37.6

XRETSCHH - - - 53.1 30.2 21.6 65.7 41.1 -24.3 -21.4 59.7
VOTING - - - -l.B 1.5 - B.l 9.2 -B.7 138.7 7.9

artif. dichot. DILLON 1.0 1.4 1.9 3.3 3.0 4.9 9.3 492.4 12.3 402.6 337.B

NA435300 3.9 2.5 2.4 16.7 6.9 0.9 16.0 42.8 -6.1 - 15.8
HA4353B1 0.7 1.7 l.B 17.4 4.2 2.6 15.2 44.6 -2.9 - 13.9
RA435382 1.1 1.7 1.7 13.8 5.7 -4.8 14.9 21.6 -3.6 - 14.2
MA4353B3 1.3 0.9 B.7 16.7 7.0 4.3 12.9 30.6 -2.9 - 16.3

NA435304 0.7 3.3 2.1 12.2 4.0 -3.3 12.2 33.3 -5.2 - 12.9
MA435305 2.9 1.3 2.5 15.7 7.8 -2.2 lb.3 42.1 -b.B - 14.3
HA435386 1.3 1.9 1.2 19.7 6.2 -3.6 17.4 24.3 -7.2 - 17.8

NA43530? 1,2 -0,4 1,6 14.9 4.6 -2.4 15,7 43.6 -3,8 - 14.2

(CONTINUED)

T a b l e  E - l :  R e l a t i v e  b i a s  o f  e r r ( c o u n t i n g )
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hold-out based bias 
rfilfltiue tn nncnnditinnal 
estinate of crr(counting) 
(in v.)

procedure class

direct indirect

discrininant discrininant

bhl bh2 bl)3 ker Idf Iff* nit cen ddl dd2 dlil

type pred data

artif. dichot. HA435308 2,9 1,6 3,0 13,6 10.8 1,0 14,4 65.6 -2,6 - 15.2

RA435309 l.B l.B 1.5 17.8 8.4 -1.3 19.8 28.7 -3.4 - 16.6

polyton. BAHAMA - - - -0.3 9.5 5.0 -8.3 397.3 - 344.0 0.5

IHTEBAC1 - - - 8.7 0.1 -14.8 0.1 455.1 -8.4 0.0 8.4

NOW1AL01 - - - 40.4 2.3 - 68.2 -1.7 -28.7 -29.1 67.4

H0RMAL82 - - - 35.2 9.4 - 34.4 51.9 -15.8 -14.8 37.B

NORMAL03 - - - 14.0 l.B - 59.6 209.8 -23.4 -21.2 59.0

NBHMLll - - - 129.2 7.5 22.6 194.8 -23.3 -84.1 -87.6 1%.?

H0RHAL1Z - - - 74.4 -1.9 56.8 164.8 43.8 -66.3 -68.0 168.8

H0BMAL13 - - - 15,1 10.6 -13.1 107.8 75.9 -45,5 -44.9 108.4

H0RHAL14 - - - 38.1 13.2 -23.9 62.2 71.1 -23.3 -20.9 52.3

H0BMAL15 - - - 21.6 9.3 0.0 31.9 28.7 -14.3 -11.8 31.7

H0K1AL16 - - - 24.1 -2.2 5.6 10.0 15.8 -9.8 -10.1 17.8

H0RMAL1? - - - 1.8 -5.4 10.0 3.6 198.2 -2.5 -1.1 0.0

POISSOH - - - 12.1 1.2 - 17.1 3.8 -5.8 -4.5 17.9

T a b l e  E - l :  R e l a t i v e  b i a s  o f  e r r ( c o u n t i n g )
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hoId-out based bias 
relative to unconditional 
estinate of
err(posterior_l) (in X)

procedure class
direct indirect

discrininant discrininant
Lhl bh2 bh3 leer ldf nit cen ddi dd2 ahi

type pred data
real dichot. BREAST H.fi 0.5 0.3 0.1 0.3 B.l 0.1 -B.3 2.8 -0.5 0.9

CESAR4 B.0 0.8 0.8 -1.0 -0.1 2.7 -1.1 2.8 -4.7 -1.3 4.8
GRADE 0.9 1.9 l.Z 3.5 5.3 28.3 0.9 1.0 18.8 -14.9 26.1
LIZARD 1.5 4.5 -0.3 1.0 -4.4 10.0 -0.4 8.5 -14.4 - -1.0
VIRGIN -8.1 0.2 -0.9 4.0 -3.8 8.8 Z.0 12.3 -8.9 8.6 18.8

polyton. CHD - - - -0.3 -1.0 - -0.3 -1.7 2.7 -0.7 -2.2
COLLEGE - - - 0.4 -0.5 - -0.3 0.4 B.B 1.3 -2.4
CREDIT - - - 1.3 -0.3 14.0 6.3 3.9 -8.3 6.6 5.3

EDUC - - - 0.0 0.2 - 0.1 0.5 0.0 -0.2 49.7
ESTEEM - - - -0.1 0.0 -0.2 -0.0 0.2 0.2 -0.6 -0.7
IRIS - - - 1.2 -9.9 27.1 24.5 19.5 -20.0 -3.9 -8.2

KRETSCHH - - - 12.9 6.0 19.6 36.3 -31.3 -17.4 -1.0 17.2
VOTING - - - 0.6 0.3 - 9.2 0.9 3.8 6.1 4.7

artif. dichot. DILLON -0.7 -1.9 3.0 2.6 2.1 8.7 -1.9 -6.4 7.2 20.3 4.4

HA435380 B.B 2.3 0.3 -0.2 -0.2 19.6 1.6 9.3 -3.7 - -2.1
HA4353B1 4.9 -0.5 -5.1 -1.4 -0.6 14.0 2.0 -14.0 10.3 - -7.B
MA43538Z 2.9 '0.6 l.B -2.7 -2.7 10.5 -3.3 2.3 4.4 ' 5.5

MA435303 3.4 1.4 1.1 -2.7 -1.3 9.0 -0.0 -10.2 -1.8 - 4.8

MA435304 -0.5 0.5 -1.0 -1.7 -l.B 8.0 1.4 0.8 1.2 - -8.3

MA4353B5 -0.4 -0.? -1.9 0.3 -2.2 15.8 -2.3 -i.9 -7.2 - 8.2
HA435386 -2.1 -1.1 -1.3 -3.5 0.1 5.4 8.8 -3.8 1.4 - -2.3

MA43530? 2.0 4.3 -4.6 -1,7 -0.3 12.4 0.2 7,4 1.2 - -5.9

(CONTINUED)

Table E-2: Relative bias of err(posterior)
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hold-out based bias 
relatiue tn nnranditinnal 
estinate of
err(pDsterlor_l) (in y.)

procedure class

direct indirect

discrininant discrininant

bhl bh2 bh3 ker Idf ¥ nit cen ddl dd2 dh!

type pred data

artif. dichot. HA435308 -2,1 -1,1 -1,0 -0,7 -2,8 14,1 -0,1 -3,4 -2,9 - 14.3

HA4353B9 8.2 -1.8 -8.5 -8.8 8.2 9.8 -2.1 7.4 -2.1 - -4.2

polyton. BAHAMA - - - -8.4 0.7 8.6 -0.5 18.4 - -10.5 7.4

INTERAC1 - - - 8.8 -8.1 9.0 0.0 -3.2 2.4 2.5 8.6

NORMAL01 - - - 7.3 -2.1 - 37.7 23.9 -8.6 -17.3 -3.0

N0RKAL8Z - - - 25.8 1.2 - 6.5 18.6 -3.5 -0.6 -7.3

H0RHALB3 - - - 66.7 0.6 - 44.9 1.7 16.2 25.6 18.5

H0RHAL11 - - - 209.8 8.0 28.0 199.8 15.4 -0.7 -16.8 32.5

NDRHAL12 - - - 211.9 -5.6 37.1 159.6 11.6 -28.3 21.5 56.9

H0RHAL13 - - - 159.4 5.4 27.9 89,7 24.8 -56.9 -42.9 -53.2

H0RHAL14 - - - 103.7 0.8 26.7 50.2 28.1 24.1 -58.7 43.9

NQBMAL15 - - - 23.3 0.6 31.8 22.8 -7.6 61.3 -48.6 10.2

M0RJ1AL16 - - - 32.3 -3.3 22.5 9.3 -13.3 -12.6 13.4 59.8

IfflRnALl? - - - 0.2 12.0 5.6 -1.8 -26.6 -19.2 15.3 -1.3

POISSOH - - - -1.3 8.4 - 4.1 10.8 1 1 . 1

LOC
D1 18.2

T a b l e  E - 2 :  R e l a t i v e  b i a s  o f  e r r ( p o s t e r i o r )
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hoId-out based bias 
relative to unconditional 
estinate of eta (in X)

procedure class
direct indirect

discrininant discrininant
6 M Wi2 6h3 )<er ldf Iff* nit cen ddl aa2 ahi

type pred data
real din! int. BREAST -0.2 -0.2 -0.2 -8.4 -B.2 -0.2 -0.4 -2.5 -1.4 -1.4 -3.2

CESAR4 -8.1 -B.l -8.1 -8.1 -8.2 1.2 -0.1 -1.5 -2.0 -1.9 -2.8

GRADE -1.7 -1.4 -1.7 -Z.9 -2.0 -4.6 -4.3 -35.3 -10. Z -40. Z -40.1
LIZARD -B.l -8.4 -8.2 -8.5 8.4 -8.6 -8.1 -3.3 8.Z - -5.8
VIRGIN -8.1 -8.1 -0,2 -8.5 0.1 -8.9 -0.6 -0.4 -8,6 -11.7 -0,3

polyton. CHD - - - 0.6 0.0 - 8.0 -29.7 -22.4 -27.3 -47.3
COLLEGE - - - -8.1 0.0 - -0.1 -9.3 -2.0 -Z.l -4.2
CREDIT - - - -4.2 -0.4 -3.5 -5.1 -14.4 -5.1 -4.3 -19.5

EBUC - - - 0.0 -0.0 - 0.0 -50.7 -40.1 -40.0 -57.9

A
ESTEEtl - - - 0.0 0.0 0.0 B.B -25.6 -18.4 -17.8 -37.7
IRIS - - - -1.8 B.l -5.9 -3.8 -6.5 -14.8 -Z7.9 -3.8

KRETSCHH - - - -9.8 -4.0 -9.5 -15.7 -15.4 -3.7 -5.7 -15.8
VOTING - - - 0.0 -8.2 - -B.B -1.8 -0.8 -26.4 -1.5

artif. dichot. DILLON -8.0 0.8 -0.2 -0.3 -0.2 -1.3 -0.3 -44.5 -1.8 -37.0 -29.6

MA435300 -1.6 -1.5 -0.9 -4.0 -2.1 -5.4 -4.1 -20.7 -0.9 - -4.1
HA435301 -1.2 -0.4 B.5 -3.6 -1.2 -5.3 -3.5 -20.4 -l.B - -2.9
NA43530Z -8.7 -8.4 -8.6 -2.B -1.0 -1.5 -2.0 -12.2 -1.3 - -3.2
MA435303 -1.0 -0.5 -0.4 -3.3 -1.5 -4.2 -2.9 -14.3 -0.6 -4.0

NA435304 -0.1 -1.1 -0.4 -2.3 -0.6 -l.Z -2.9 -15.8 -8.3 - -2.6
nA435305 -B.B -8.3 -B.4 -3.6 -1.8 -3.4 -3.0 -18. B -1.0 - -3.B
NA435386 8.0 -0.4 -8.1 -4.1 -1.8 -0.3 -4.1 -13.4 -1.0 - -4.4

HA435307 -1.8 -8,8 0.5 -3.8 -1,3 -Z.4 -3.4 -20,4 -0.9 - -3.4

(CONTINUED)

T a b l e  E - 3 :  R e l a t i v e  b i a s  o f  e t a
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hold-out based bias 
rp.latiue tn uncnnditinnal 
estimate of eta (in */.)

procedure class

direct indirect

discriminant discriminant

bill bh2 bli3 ker Idf nit cen ddi dd2 dhl

type pred data

artif. dichot. NA435308 -0,5 -0,3 -0,9 -2.6 -2.7 -4.4 -2,8 -25.9 -1,3 - -2,9

NA435389 -0.5 -0.3 -0.3 -3.6 -2.Z -2.2 -3.4 -12.8 -2.0 - -3.6

polyton. BANANA - - - C
D

C
D -1.1 -1.5

C
D

C
D -15.1 - I C

O
C

D 0.8

INTERAC1 - - - - 0 . 0 8.0 5.4 -8.0 -33.2 -8.8 8.8 -8.8

NDRHAL01 - - - -5.7 -0.0 - -12.9 -9.3 -3.6 -3.6 -15.0

N0RHAL82 - - - -8.5 -2.0 - -8.8 -21.2 -1.8 -3.5 -9.2

N0RNALB3 - - - -0.8 -0.0 - -1.0 -4.9 -0.3 -0.3 -1.0

H o j m n - - - -9.5 -8.1 -6.3 -14.5 -7.8 -4.5 -4.5 -15.3

N0ft!AL12 - - - -7.4 0.1 -7.3 -7.2 -6.1 -2.1 -2.1 -7.8

N0RHAL13 - - - -3.2 -8,1 -4.0 -3.0 -4.1 -1,3 -1.2 -3.3

HDRHAL14 - - - -1.8 -0.2 -2.0 -1.6 -2.9 -0.8 -0.7 -1.5

NQRMAL15 - - - -1.0 -0.2 -3.1 -1.2 -2.1 -0.3 -8.2 -1.1

N0KHAL16 - - - -1.0 0.1 -2.2 -8.5 -1.1 8 . 8 -8.1 -8.6

N0M1AL17 - - - -0.1 0.1 -1.2 -0.1 -11.0 0.1 -0.1 -8.1

POISSGN - - - -0.4 - 0 . 8 - -0.7 i C
O

C
O -8.2 -0.2 -8.7

Table E-3: Relative bias of eta
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bias of hold-out based 
unconditional performance 
averaged across direct

err_c err _p eta count

X n
type pred data

real dichot. BREAST 0.760 0.295 -0.257 7
CESAR4 -0.804 0.299 0.076 7
GRADE 13.577 5.981 -2.650 7
LIZARD 1.839 1.702 -9.215 7
UIRGIN 1.938 0.296 -0.314 7

polytom. CHD -0.241 -0.528 0.025 3
COLLEGE 0.780 -0.099 -0.083 3
CREDIT 16.8Z4 5.339 -3.297 4
EDUC -0.0Z1 0.117 -0.005 3
ESTEEM -0.008 -0.070 0.014 4

IRIS 18.68Z 10.732 -2.842 4

KRETSCHM 42.661 18.892 -9.753 4

UOTING 0.195 0.376 -0.055 3
artif. dichot. DILLON 3.551 1.705 -0.338 7

NA435300 7.174 3.480 -2.792 7

MA43530i 6.223 1.886 -2.089 7

MA435302 4.982 0.738 -1.410 7

MA435303 6.243 1.552 -1.987 7
MA435304 4.463 0.806 -1.231 7

MA435305 6.325 1.215 -1.903 7
MA435306 6.304 -0.242 -1.551 7

MA435307 5.024 1.873 -1.613 7

MA435308 6.755 0.913 -2.030 7

MA435309 6.988 0.730 -1.770 7

(CONTINUED)

Table E-4: Relative bias of perf. criteria
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bias of bold-out based 
unconditional performance 
averaged across direct

err_c errj eta count
7 7 7 n

type pred data
artif. polyton, BAffAffA 3.48Z 2,075 -0.640 4

1NIERAC1 -3.452 2.427 1.336 4
NOBHAL01 34,306 14.281 -6.222 3
RORi1AL02 26.345 11.157 -6.186 3
NQRRAL03 25.115 37.416 -0.612 3
HORMALll 88.522 109.413 -7.633 4
HORftALIZ 73,353 100.734 -5.459 4
N0RMAL13 23,879 70.584 -2.592 4
R0RHA114 22.406 45.140 -1.400 4
H0RHAL15 15.701 19.399 -1.404 4
N01!tlAL16 9.366 15,221 -8.892 L1

NORMAL!? 2.489 3.993 -0.307 4
poissoii 10.141 1,040 -0.395 3

Table E-4: Relative bias of perf. criteria
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bias of hold-out based 
unconditional performance 
averaged across data sets

err_c errj eta count

y y. n

procedure
class

discriminant

direct bbl 2,011 0.755 -0.594 16

bhZ 1.335 0.611 -0.518 16

bb3 2.353 -0.553 -8,343 16

her 19.094 22.968 -2.508 37

Idf 4.751 -0,186 -0.715 37

igi 2.360 14.711 -2.691 29

nit 29.387 18.563 -3.082 3?

indirect cen 89.588 2.437 -14.443 37

ddl 6.295 -8.986 -4.314 36

Ml 55.244 -4.147 -18.512 26

dbl 69.894 8,173 -9.682 37

Table E-5: Relative bias of perf. criteria
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Appendix F - Performance over levels of discreteness

err—c 
0.1 5

Q.QQ4, n n  r-. ■■■! r-. r. r i ■ ■ ■■! i i ■■■ ■ ■ ■ i i ! ■ ■ ■ . . . ^ l        , . i  .-i x I
1 2  3  4  5  6  7;

diacreifacitJon level (1 =low  7  =  high) I
0 O' 0 cen  ^ 3 - O d d l  — —  d d2 ^ O -^ d h l  
—  ker ■— — Idf —  ■ m lt

Figure F-l: Err(counting) leave-l-out estimate

err—c  
0.1 5

0.004

diacreifaation level (1 =Jow 7  =  hlgh)
cen  ^  <—0  ddl 

■"■“ ker d d 2  
Idf

Figure F-2: Err(counting) hold-out estimate
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2  5  4  5  6  7!
d iscretisation  level (1 =  low 7 =  high) j

cen  ^ O O d d l  — — d d2 *■<>-* dhl I
ker — — Idf ■̂►̂ ■■Klgi -  rn It i

Figure F-3: Err (posterior.) leave-l-out est.

err

0 .1 5

0.1 O

0 .0 5 -

O.OOi
2  5  4  5  6
d iscretisation  level (1 =low  7 = h ig h )

cen  ^<*“Odd1 “  d d2 ^ O ^ d h l
ker — — Idf «Et--*lq~l ■“  -r n lt

Figure F-4: Err(posterior) hold-out estimate
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0 .9 5

O.BO
0.75'

0 .7 0

dfecreifeation level (1 = lcw  /  =  hlgh)
^ c e n  «*<3-Oddl 

ker
d d 2  *̂—0"*dhl 

m ltIdf

Figure F-5: 0 leave-one-out estimate

0.9-

— h
0 .8 5 -

0 .8 0

0 .7 5

Figure F-6: n hold-out estimate
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Appendix G - Performance over classification thresholds

Figure

Figure

threshold dependent performance of CESAR4 data;

TWEIGHT 
0,32

0.1 6

G.Q G.1 0 ,2  0,3 0 ,4  0 ,5  0 ,6  0 .7  Q.8 G.Q 1.0;
I4U I
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© - © - ©  b h 1 e - e - e b h 2 9 -© -3 b h 3  cen |
<sKj»"Odd1 “■ “  d d2 ^ ■ O ^ d h l  " ■ “ ■■ker
—  ■■ Idf — ■ "m lt

G-l: Distribution of f{^)

threshold dependent performance o f CESAR4 data
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0 .2 4

0

I > ' • » I • ■ ■ ■ I ■ ■ ■ • I

0 0 D 0 0 0 0 0 0 0 1

9 9 6 9 9 9 9 g 9 9 6
0 1 2 3 4 5 6 7 S 9 0

TAU

e - a - s b h i e - e - e  bh2 e - e - S  bh3 *1 )l- «i cen
<!*<"Odd1 — -  dd2 * - > * d h l “ " k e r
— — Idf 4 " f  "fr Ig 1 ■“  “ mlt

G-2: Blow up of figure G-l
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Figure

Figure

threshold dependent performance of CESAR4 data
TW EIGHT OJGj

a 14
0,12
0.1 oj
o.os
a06J*
0 .0 4

0.00^9 i i \ i i =3= • • i ' •1 1 | M0 0 0 0 0 0 0 0 0 0 1
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— — Idf Ja 1 ■—  *m lt

G-3: Blow up of figure G-2

threshold dependent performance o f CESAR4 data!
ERF? 12
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TAU
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G-4: Leave-l-out err(counting)
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0.0 0.1 0.2 0,3 0.4 0.5 0.6 0.7 0.8 0.0 1,0!
TAU |

©-©-©bh1 G -O -0 bh2 ©~©~Q bh3 j
<s*<"Odd1 “  ■" dd2 "■"■■ker j
— — Idf «W --M g1 —  - m lt  j

Figure G-5: Leave-l-out err(posterior)

threshold dependent performance of CESAR4 data!
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Figure G-6: Leave-l-out 0
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Figure G-7: Hold-out err(counting)

threshold dependent performance of CESAR4 dataj 
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Figure G-8: Hold-out err(posterior)
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Figure G-13: Leave-l-out err(counting)
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Figure G-16: Hold-out err(counting)
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threshold dependent performance of NORMAL! 6 data'
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Figure G-20: Blow up of figure G-19
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Figure G-23: Leave-l-out err(posterior)
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Figure G-24: Leave-l-out n
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threshold dependent performance of GRADE data
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G-26: Hold-out err(posterior)
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Figure G-27: Hold-out n
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Figure G-28: Distribution of f(^)
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Figure G-29: Blow up of figure G-28
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G-31: Leave-l-out err(counting)
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G-32: Leave-l-out err(posterior)
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threshold dependent performance of IRIS data
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Figure G-33: Leave-l-out n
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Figure G-34: Hold-out err(counting)
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G-35: Hold-out err(posterior)
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