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Abstract

This thesis examines the kinetics of carrier capture and emission from dislocations in silicon (Si) and gallium nitride (GaN) using deep level transient spectroscopy (DLTS) and Laplace DLTS (LDLTS).

Laplace DLTS is a powerful tool in characterising point defect related emission, but until now it has not been used extensively for investigating emission from extended defects. Using LDLTS, broad DLTS peaks arising from dislocations in Si containing oxidation-induced stacking faults (OISF) were resolved into multiple emission rates. For the first time, the change in emission rates from deep levels due to the band edge modification at dislocations was evidenced by LDLTS.

Silicon can be grown virtually defect free, but dislocations may be introduced in very-large scale integration (VLSI) to act as impurity gettering centres. Additionally, the interstitial oxygen inherent in Czochralski (Cz) silicon can be made to segregate to dislocation cores by specific bending and annealing conditions to increase the mechanical hardness of wafers. This process is termed dislocation locking. In this work, Cz-Si with different amounts of oxygen at dislocation cores were characterised by DLTS and LDLTS. Results show the presence of a deep level with complex capture properties. A direct correlation is observed between the DLTS peak height of this level and the amount of oxygen at the dislocation core. Laplace DLTS was used to resolve broad DLTS peaks into numerous emission rates. The fill pulse dependency tests revealed that certain emission rates are not affected by the long range Coulomb forces due to neighbouring states. This suggests that certain emission rates contained in the broad DLTS peaks may be associated with point defects which are not in the vicinity of dislocations.

In comparison to silicon, the deep level characterisation of GaN using DLTS and Laplace DLTS is still in its infancy. In this work, the application of DLTS to n-type hexagonal GaN Schottky diodes has revealed a shallow donor level, a series of deep electron traps and a thermally activated metastable hole trap. The dominant deep electron level is shown to emit around room temperature. DLTS and Laplace DLTS results indicate that this level exhibits local band-bending and is likely to arise from dislocations. Laplace DLTS of electron traps has shown that the broad DLTS emission is made up of numerous emission rates. Some of these emission rates do not exhibit fill pulse dependency and could arise from point defects in the strain field of dislocations. If the sample is heated to 600K and cooled down, the subsequent DLTS spectrum displays a dominant negative peak due to hole emission. The spectrum recovers to its original state showing only electron traps if the sample is not electrically characterised for a period of several days or a week, depending on the sample. The formation of this level results in a significant drop in carrier density. It is discussed with reference to the gallium vacancy and its complexes with oxygen donors.
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Abbreviations and Acronyms

\( \sigma_n \)  
Electron capture cross-section (cm\(^2\))  

\( \sigma_p \)  
Hole capture cross-section (cm\(^2\))  

\( c_n \)  
Electron capture coefficient  

Cz growth  
Czochralski growth method of silicon  

DLTS  
Deep Level Transient Spectroscopy  

\( E_c \)  
Conduction band  

EELS  
Electron energy-loss spectroscopy  

\( E_F \)  
Fermi level within the bandgap (eV)  

\( E_g \)  
Semiconductor bandgap (eV)  

\( e_n \)  
Electron emission rate (s\(^{-1}\))  

\( e_p \)  
Hole emission rate (s\(^{-1}\))  

f.c.c.  
Face-centred cubic  

\( f_{nt} \)  
Fraction of traps occupied by electrons  

\( f_{pt} \)  
Fraction of traps occupied by holes  

G-R centre  
Generation-recombination centre  

HT  
High temperature  

\( k_B \)  
Boltzmann constant \((k_B = 8.6174 \times 10^{-5} \text{ eVK}^{-1})\)  

\( k_n \)  
Wave vector, where \( n \) is an integer  

LD  
Laser diode  

LDLTS  
Laplace Deep Level Transient Spectroscopy  

LED  
Light emitting diode  

MOCVD  
Metal organic chemical vapour deposition  

\( n \)  
Electron concentration in the conduction band (cm\(^{-3}\))  

\( N_A^- \)  
Ionised acceptor concentration (cm\(^{-3}\))  

\( N_c \)  
Effective density of states in the conduction band  

\( N_D^+ \)  
Ionised donor concentration (cm\(^{-3}\))  

\( n\text{-GaN} \)  
\( n \)-type gallium nitride  

NL  
Nucleation layer
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_t$</td>
<td>Trap concentration (cm$^3$)</td>
</tr>
<tr>
<td>$N_r$</td>
<td>Effective density of states in the valence band</td>
</tr>
<tr>
<td>OMVPE</td>
<td>Organometallic vapour phase epitaxy</td>
</tr>
<tr>
<td>$p$</td>
<td>Hole concentration in the valence band (cm$^3$)</td>
</tr>
<tr>
<td>SCR</td>
<td>Space-charge region</td>
</tr>
<tr>
<td>TD</td>
<td>Threading dislocation</td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission electron microscopy</td>
</tr>
<tr>
<td>TSCAP</td>
<td>Thermally stimulated capacitance spectroscopy</td>
</tr>
<tr>
<td>VLSI</td>
<td>Very-large scale integration</td>
</tr>
<tr>
<td>$v_n$</td>
<td>Thermal velocity of electrons (cms$^{-1}$)</td>
</tr>
<tr>
<td>$v_p$</td>
<td>Thermal velocity of holes (cms$^{-1}$)</td>
</tr>
<tr>
<td>VPE</td>
<td>Vapour phase epitaxy</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

This thesis addresses issues concerning characterisation of extended defects in two very different materials, silicon (Si) and gallium nitride (GaN). Commercial Si is currently structurally perfect, yet intentionally introduced dislocations do have a role to play in improving device performance. On the other hand, GaN has a very high concentration of grown-in dislocations which are unavoidable. However, GaN based optical devices are a commercial success. Nevertheless, it is essential to understand the electrical effects of extended defects in Si and GaN in order to progress device performance enhancement.

Extended defects possess strain fields which can trap impurities and other point defects. Dislocations have been associated with high leakage currents in reverse biased junctions and can provide non-radiative recombination centres. To this day, there is no clear answer to whether ‘clean’ (i.e. undecorated) dislocations would introduce deep levels in the semiconductor bandgap. There is substantial work which indicates that deep levels at dislocations arise from regions in the vicinity of the dislocation line, where tensile and compressive strains are at their maxima. This, combined with enhanced electrical activity observed after impurity in-diffusion and segregation to dislocation cores by annealing, is a strong indication that electrical activity at dislocations is due to impurities and defects which have segregated to dislocation cores.

At a first glance, the semiconductors silicon (Si) and gallium nitride (GaN) may appear vastly different from one another when considering their properties, such as their bandgap, crystal structure and applications. However, when considering the presence of extended defects resulting in deep levels in the bandgap, the two differ only slightly.

Deep level transient spectroscopy (DLTS) is commonly used to characterise deep levels in semiconductors and will be used in this study to investigate deep levels in n-type GaN and in silicon containing oxygen locked dislocations. Laplace DLTS (LDLTS) has been shown to have enhanced resolution and can, in some cases, provide additional information regarding the capture and emission properties of deep levels. It will be shown in Chapter 6 that the application of LDLTS to extended defects can be used to
resolve broad DLTS spectra and to distinguish between point and extended defects. The principles behind DLTS and Laplace DLTS are discussed in Chapter 4.

The capture and emission statistics at deep levels is discussed in Chapter 2. Carrier capture at extended defects is modified by the initial occupation of deep levels at extended defects, resulting in the formation of a capture barrier for incoming charge carriers. Such behaviour can be detected readily by the use of DLTS and this is discussed in Chapter 5.

Silicon can be grown virtually defect free, but dislocations are often introduced as gettering centres to allow impurities to segregate away from active areas of devices. Additionally, it has been shown that oxygen can improve the mechanical hardness of silicon by diffusing to dislocation cores and inhibiting dislocation movement\(^1\). However, the effects on electrical properties of intentional extended defect incorporation should be characterised. Oxford Materials at Oxford University are the leading group in dislocation locking processes to improve the mechanical hardness of silicon. Samples prepared by Oxford Materials were characterised in this study to investigate the electrical properties of oxygen-locked dislocations in silicon.

In contrast, extended defects in gallium nitride (GaN) are currently unavoidable due to the lattice mismatch of substrates available. This mismatch between the substrate and the material results in a high level of strain in the lattice and dislocations (typically in the form of threading edge dislocations) are created during growth to minimise strain. Gallium vacancies were reported to be dominant defects in \(n\)-type GaN\(^2,3\) and are thought to exist as triple acceptors, which form complexes with the abundant ionised oxygen donor impurities in the material\(^4,5\). The deep acceptors at dislocation cores result in negatively charged dislocations and were reported to act as carrier scattering centres, reducing mobility\(^6\). This has significant implications on GaN-based devices at a time when the industry is pushing for wide bandgap materials for higher power and higher frequency applications. The Cambridge Centre for GaN at Cambridge University is at the forefront of GaN growth by metal organic chemical vapour deposition (MOCVD) and have provided \(n\)-type GaN samples to be characterised in this study.

Chapter 3 provides an overview of structural properties of extended defects in Si and also of GaN growth and related defects. A review of DLTS on extended defects in Si and GaN are discussed in Chapter 5. The results on silicon are presented in Chapter 6, which also includes the application of Laplace DLTS to study the carrier capture at extended defects. The electrical characterisation results on \(n\)-GaN are presented in
Chapter 7. Emphasis is placed on a metastable minority carrier level, which has previously been associated with the gallium vacancy.

Chapter 8 of this thesis summarises the results achieved in this study and provides suggestions for future work.
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Chapter 2

Point and extended defects in semiconductors

This chapter examines the influence of deep levels on the electrical properties of semiconductors. An outline of semiconductor band theory relevant to this work is presented. This is followed by a discussion of deep level statistics, which governs the interaction of deep levels with the conduction and valence bands. Finally, the structural and line charge properties of extended defects are considered.

2.1 Crystal structure and band theory

This section is an overview of the fundamental semiconductor principles based on the discussions provided by Sze, Streetman and Banerjee, Lannoo, and Kittel.

Atoms in semiconductors are arranged in a periodic lattice where every two nearest neighbours are bonded covalently by two electrons with opposite spins. The electron energy states in an isolated atom can be obtained through quantum mechanical analysis. The most common method uses Schrödinger's wave equation in which the atom is represented by a potential well. The equations are analytically solved only for the hydrogen atom. For more complex atoms and systems, a solution to Schrödinger's wave equation can be obtained using approximations. The solution provides the electron energy states as continuous functions $\epsilon_n(k_n)$. The wave function, $\psi_n$, of the electron is assumed to be a plane wave, with a wave vector $k_n$, where $n$ is an integer labelled the quantum number.

As two atoms are brought together, the attractive and repulsive forces acting between them are balanced at a specific inter-atomic distance. At such separations, the electron wave functions of the electrons belonging to the two atoms begin to overlap. The discrete energy levels of the two atoms split and the resulting levels belong to the new system and not to individual atoms. As many atoms (N) are brought together, such as in a solid, the splitting of N energy levels results in a band of energies (the conduction
band and the valence band) separated by an energy gap, $E_g$. In a perfect crystal, there would be no allowable electron energy levels within the band gap.

It is possible to plot the allowed energies against the wave vector $k$. This plot is commonly known as the band structure of a crystal lattice. Figure 2.1 shows direct (a) and (b) and indirect (c) electron transitions from the conduction band energy minimum to the valence band maximum. It is worth mentioning the difference between direct and indirect semiconductors, as the two materials studied in this work, namely gallium nitride and silicon, are of the former and latter type, respectively. For a direct semiconductor, such as gallium nitride, an electron transition between the conduction band minimum and the valence band maximum occurs at the same value of $k$, as shown by (a) Figure 2.1. Therefore, the transition from the conduction band to the valence band does not result in a change of electron momentum. For an indirect semiconductor, such as silicon, the conduction band minimum and the valence band maximum do not occur at the same value of $k$. Therefore, a transition from the conduction band minimum to the valence band maximum as indicated by (c) would involve a change in the electron momentum.

![Figure 2.1: Illustrations of electron transitions from the conduction to the valence band: (a) and (b) represent direct transitions and (c) an indirect transition. After Sze.](image)

The electrons in a crystal lattice are not completely free and atomic values of parameters do not apply. Therefore, the effect of the lattice is taken into account by using the effective mass theory. The effective mass of an electron is determined by the second derivative, or the curvature of the energy-momentum $(E - k)$ relationship.
Equation 2.1 suggests that bands with stronger curvature and hence a greater $\frac{d^2E}{dk^2}$, result in a smaller electron (or hole) effective mass.

In an intrinsic semiconductor at absolute temperature (0K), the valence band is filled with electrons and the conduction band is empty. For conduction to occur, electrons must be thermally or optically excited to the conduction band, which results in electron-hole pairs (EHP). The electron concentration in the conduction band is universally known as $n$ (electrons/cm\(^3\)) and the hole concentration in the valence band as $p$ (holes/cm\(^3\)). However, in an intrinsic material, the existence of one without the other is not possible and hence each intrinsic carrier concentration is referred to as $n_i$. Therefore, $n_i = n = p$. At steady state, the carrier concentration is fixed and the temperature dependent EHP generation rate is equal to the temperature dependent EHP recombination rate.

It follows from the above discussion that the electrical properties of a semiconductor are determined by the density of electrons in the conduction band and density of holes in the valence band. These values, in turn, are determined by the effective density of states $N_c$ and $N_v$ in the conduction and valence bands respectively, together with the probability of their occupancy. The electron concentration in the conduction band, $E_c$, can be expressed mathematically as

$$n = N_c f(E_c)$$  \hspace{1cm} 2.2

The probability of occupancy involves Fermi-Dirac statistics, which states that the electron distribution at equilibrium over allowed energy levels is given by

$$f(E_c) = \left[1 + e^{(E_c - E_F)/kT}\right]^{-1} = e^{-(E_c - E_F)/kT}$$  \hspace{1cm} 2.3

provided that the semiconductor is non-degenerate. $E_F$ is referred to as the Fermi level. The probability of a state at the Fermi level being occupied is $\frac{1}{2}$. Substituting equation 2.3 into 2.2 gives the expression for the electron concentration in the conduction band at equilibrium to be

$$n = N_c e^{-(E_c - E_F)/kT}$$  \hspace{1cm} 2.4
The argument is similar for the concentration of holes in the valence band, $E_v$, at equilibrium. The effective density of states in the valence band is denoted $N_v$ and the probability of occupancy now becomes

$$1 - f(E_v) = 1 - \left[1 + e^{(E_v - E_F)/kT}\right] = e^{-(E_F - E_v)/kT} \quad 2.5$$

Equation 2.5 also assumes that the semiconductor is not degenerate and therefore that the Fermi level lies at least several $kT$ above the valence band.

The above equations apply to both undoped (intrinsic) and doped semiconductors, but for the former type, the Fermi level lies approximately at the middle of the bandgap.

### 2.2 Deep level occupation statistics

Defects in semiconductors cover a wide range of lattice imperfections and can be subdivided into point and extended defects. Point defects include substitutional impurities, vacancies, foreign interstitials and self-interstitials. Extended defects include edge and screw dislocations, stacking faults, grain boundaries, clusters and precipitates. Defects often introduce deep levels (traps) within the bandgap, which can influence the electrical properties of semiconductors. The free carrier concentration at room temperature ($n = N_{D^+} + N_a^-$ or $p = N_a^- + N_{D^+}$, where $N_a^-$ and $N_{D^+}$ are the ionised acceptor and donor concentrations, respectively) can easily be affected by compensation from deep levels, provided that the shallow background doping and the deep donor (or acceptor) concentrations are comparable. Furthermore, deep levels can act as generation or recombination centres and can hinder device performance, such as increasing reverse bias leakage currents. Therefore, it is imperative that the deep level impurity concentration and crystal lattice defects are controlled.

The statistical analysis of the recombination of electrons and holes was first initiated by Shockley and was later developed into the Shockley-Read-Hall (SRH) theory that is now widely used to study the occupation of deep level defects. In this section, carrier emission and capture processes at deep levels are examined and the effects of deep levels on carrier density are considered. The following discussions are based on the studies by Shockley and Read\(^5\), Sah \textit{et al}\(^6\), Feichtinger\(^7\) and Schroder\(^8\).

The mathematical study of deep levels differs from that of shallow levels, because in the latter the carriers (i.e. electrons or holes) are weakly bound to the host atom and can be
described by effective mass theory. This approach utilises two assumptions. Firstly, the binding energy is assumed to be weak and that it varies slowly between the closest lattice points to the defect. Secondly, the wavefunction of the particle (electron or hole) is assumed to be localised in $k$-space. For trap levels lying deeper in the bandgap (i.e. closer to midgap), the short-range potential increases and the carrier wavefunction becomes confined around the defect and is delocalised in $k$-space$^7$.

Figure 2.3 illustrates the four possible interactions of carriers with the deep level and the conduction or valence bands. The level of the trap within the bandgap is denoted by $E_t$, with a concentration of $N_t$ traps per cubic centimetre.

![Figure 2.3: Possible interactions of the trap level with the energy bands, showing (1) electron capture, (2) electron emission, (3) hole capture and (4) hole emission. The electron density in the conduction band and the hole density in the valence band are denoted by $n$ and $p$ respectively. After Schroder$^8$.](image)

In process (1) the trap, at $E_t$, is initially occupied by a hole and captures an electron from the conduction band. The captured electron can either be emitted back to the conduction band by process (2), or the trap can capture a hole from the valence band (3). If the deep level captures a hole from the valence band, (3), the hole can be emitted back to the valence band by step (4) or it can capture an electron from the conduction band, (1). If step (1) is followed by (3), or if (3) is preceded by (1), the deep level acts as a recombination centre.

On the other hand, if the emission of a hole (electron) is followed by the emission of an electron (hole), the deep level would be termed a generation centre. In Figure 2.3, such a level would be described by either step (2) followed by (4), or (4) followed by (2). For generation-recombination (G-R) centres, both the conduction and valence bands are involved in the capture and emission processed. However, a trap only interacts with
either the conduction or valence bands. The capture and emission rates determine whether the deep level acts as a trap or a G-R centre and these are discussed in the following sections.

The carrier capture and emission processes are governed by Fermi-Dirac statistics, which were introduced in section 2.1, where the probability that a quantum state is occupied by an electron is given by equation 2.2. In this section the symbols $f_n$ and $f_p$ will be used to denote the probabilities of a quantum state being occupied by an electron or a hole, respectively. The statistical analysis assumes that a state occupied by hole is equivalent to an empty state. However, this is not always true. Certain deep levels can have multiple charge states and can be occupied by more than one electron, such as the divacancy in silicon.

In the following analysis, the equations for electron capture will be discussed and those for holes will be stated. The subscripts $n$ and $p$ will be used for electrons and holes respectively. The capture at deep levels will be considered first, followed by emission from deep levels. The mathematical terms for the capture and emission rates will then be used to obtain the steady state electron and hole densities in the conduction and valence bands, respectively.

### 2.2.1 Capture at deep levels

In order to determine the capture rate of a deep level, it is essential that the initial quantum state of the system is known. It is assumed that the trap must be empty (hole occupied) for electron capture to occur. However, as mentioned, this is not strictly true, as deep levels can have multiple charge states. The fraction of traps occupied by holes or electrons is denoted by $f_{pt}$ and $f_n$, respectively. Since a given state can only be occupied by an electron or a hole, the following relationship of fractional occupancy can be derived:

$$f_{pt} = 1 - f_n$$

For capture to occur, carriers must be available in the conduction or valence bands. In the case of electron capture, the free electron density in the conduction band is governed by the number of quantum states $N(E_c)$ in the energy range $dE$, and the fraction of those states occupied by electrons, $f_n(E)^5$. The expression for $f(E)$ is determined by Fermi-Dirac statistics and is provided by equation 2.3.
The ability of a level to capture an electron is greatly determined by its capture cross section \( \sigma_n \) and the thermal velocity of the electrons \( v_n \). The former term is defined as the area a deep level presents to a passing electron. The capture coefficient, \( c_n(E) \), is the volume of electrons it is capable of capturing per unit time and is given by

\[
c_n(E) = \sigma_n v_n
\]

Using the above terms, the electron capture rate, \( \frac{dC}{dt} \), for \( N_t \) number of trapping centres per unit volume is defined as

\[
\frac{dC}{dt} = f_n c_n(E) N_t f_n(E) N(E) dE
\]

A similar expression is obtained for the hole capture rate

\[
\frac{dC}{dt} = f_p c_p(E) N_t f_p(E) N(E) dE
\]

where \( c_p \) is the capture coefficient for holes and \( f_p(E) \) is the fraction of states of energy \( E \) that are occupied by holes. Hole capture from the valence band can be visualised as electron emission from the trap level to the valence band. Therefore, the trap must initially be occupied by an electron, unless doubly charged.

Equations 2.8 and 2.9 can be reduced to

\[
\frac{dC}{dt} = (1 - f_n) c_n n
\]

for electron capture, and

\[
\frac{dC}{dt} = f_p c_p P
\]

for hole capture, respectively.

If the electron capture rate exceeds the hole capture rate, the deep level is likely to behave as an electron trap and will be closer to the conduction band. Equations 2.10 and 2.11 show that for a deep level to behave as an electron trap, the electron capture coefficient and/or the electron carrier density in the conduction band must exceed the hole capture coefficient and the hole density in the valence band. However, if both the electron and hole capture rates are comparable, then the deep level is likely to exist near
the middle of the gap and behave as a recombination centre. It must be noted that the carrier densities, $n$ and $p$, are temperature dependent and are governed by the position of the Fermi level within the bandgap, as described by equations 2.4a and 2.4b, respectively.

### 2.2.2 Emission from deep levels

For electron emission to occur from a deep level, the level must initially be occupied by at least one electron. This implies that the fractional occupancy of the deep level by electrons, $f_n$, must be greater than zero. The electron emission rate, from a deep level is given by the emission time constant, $\epsilon_n$, together with the fraction of deep levels occupied by electrons and the density of traps. The electron emission rate, $\frac{d\varepsilon}{dt}$, can be written as

$$\frac{d\varepsilon}{dt} = f_n \epsilon_n N_t$$  \hspace{1cm} 2.12

For hole emission to occur, the deep level must initially be occupied by a hole. Using the relationship in equation 2.6 between the hole and electron occupancy, the hole emission rate from deep levels can be expressed as

$$\frac{d\varepsilon}{dt} = (1-f_n) \epsilon_p N_t$$  \hspace{1cm} 2.13

Similar to the expressions for carrier capture, equations 2.12 and 2.13 can be simplified to give

$$\frac{d\varepsilon}{dt} = f_n \epsilon_n$$  \hspace{1cm} 2.14

for electron emission and

$$\frac{d\varepsilon}{dt} = (1-f_n) \epsilon_p$$  \hspace{1cm} 2.15

for hole emission.

If the electron and hole emission rates are comparable, the deep level is likely to behave as a generation centre. Similarly, the deep level is likely to be closer to the valence band and act as a hole trap if the hole emission rate exceeds the electron emission rate.
2.2.3 The emission-capture relationship at deep levels

A relationship between carrier capture and emission can be obtained by making use of the mathematical relationships provided in sections 2.2.1 and 2.2.2 and the assumption that the electrons are in thermal equilibrium. The net electron capture rate at a deep level is equal to the difference between the electron capture rate (equation 2.8) and the electron emission rate (equation 2.12). This can be written as

$$\frac{dC_{\text{net}}}{dt} = \left[ (1-f_{\text{nt}})f_n(E)N_c - f_{\text{nt}} \frac{e_n}{c_n} \right] N_c c_n$$

2.16

Under the principle of detailed balance, the electron capture rate must be equal to the electron emission rate. To satisfy this condition, the terms within the square brackets must equate to zero. This gives the following expression for the emission-capture relationship:

$$(1-f_{\text{nt}})f_n(E)N_c = f_{\text{nt}} \frac{e_n}{c_n}$$

2.17

where the fractional occupancy of the deep level, $f_n(E)$, is also governed by Fermi-Dirac statistics, with the term $E$ replaced by $E_t$.

Substituting the relevant terms into equation 2.17, the emission-capture relationship can be written in the form

$$e_n = \sigma_n v_n N_c \exp\left[-(E_c - E_t)/kT\right],$$

2.18

where $\sigma_n v_n = c_n$. A similar expression can be obtained for holes

$$e_p = \sigma_p v_p N_v \exp\left[-(E_t - E_c)/kT\right],$$

2.19

where $\sigma_p$ and $v_p$ are the hole capture cross-section and hole thermal velocity respectively, and $\sigma_p v_p = c_p$.

Deep levels can have a strong influence on the free carrier density, depending on their position within the bandgap and their trap concentration. The rate of change of the electron density due to deep levels must be equal to the emission minus the capture process and is given by

$$\frac{dn}{dt} = f_{\text{nt}} e_n - (1-f_{\text{nt}}) nc_n.$$
Similarly for holes, the rate of change of the free hole density in the valence band must be equal to the hole emission minus the hole capture process, which can be written as

\[
\frac{dp}{dt} = (1 - f_m) e_p - f_m p c_p \tag{2.21}
\]

Using equations 2.20 and 2.21, it is possible to express the overall deep level occupancy as

\[
\frac{d(f_i)}{dt} = \frac{dp}{dt} - \frac{dn}{dt} = (1 - f_m) (e_p + n c_n) - f_m (p c_p + e_n). \tag{2.22}
\]

In deep level characterisation, which is discussed in Chapter 4, the trap occupancy is perturbed periodically. The expressions for the initial and final trap occupation, \(f_i(0)\) and \(f_i(\infty)\) are essential to the deep level measurements in this work and will be mentioned here. The time-dependant trap occupancy is given by

\[
f_i(t) = f_i(0) \exp\left(\frac{-t}{\tau}\right) + \frac{(e_p + n c_n) N_t}{e_n + n c_n + e_p + p c_p} \left[1 - \exp\left(\frac{-t}{\tau}\right)\right], \tag{2.23}
\]

where

\[
\tau = \frac{e_p + n c_n}{e_n + n c_n + e_p + p c_p} N_t, \tag{2.24}
\]

and \(f_i(0)\) is the fractional occupation of the deep level at \(t = 0\). As \(t \to \infty\), the steady-state deep level density is given by

\[
f_i = \frac{e_p + n c_n}{e_n + n c_n + e_p + p c_p} N_t, \tag{2.25}
\]

where \(N_t\) represents the total trap density.

It is apparent from the above discussion that the trap occupancy is strongly time dependent. Furthermore, it is governed by the trap concentration and the competing emission and capture processes.
2.3 Dislocation structures

Extended defects can have a strong influence on electrical and mechanical properties of crystalline materials. These types of defects include dislocations, grain boundaries and precipitates. Dislocations fall into the category of line defects, which keep the lattice translational symmetry along the dislocation line, but not in a radial direction. Due to the different crystal structure of silicon and gallium nitride, the types of dislocations in these samples are discussed in further detail in chapters 3 and 4 respectively. This section aims to give a brief overview of the structural nature of dislocations in order to aid in the discussion of the electrical properties of dislocations.

An edge dislocation is created by inserting a half-plane of atoms, PQ, in a crystal structure, as shown in Figure 2.4. The row of atoms at the bottom of the inserted half-plane is referred to as the ‘dislocation line’, which is shown at point ‘Q’ in Figure 2.4, and exists along the j-p-axis in the diagram.

![Figure 2.4: An edge dislocation in a crystal lattice, showing the insertion of a half-plane of atoms into the otherwise perfect crystal lattice. After Kittel4.](image)

Line defects such as dislocations are one dimensional (ID) defects. Atoms sufficiently far away from the dislocation core are less perturbed and the crystal lattice retains its structure. However, the regions above and below the dislocation line are under compressive and tensile strain respectively. Compressive and tensile strains have an effect on the bandgap of semiconductors and this is illustrated in Figure 2.5. Point defects situated at or near a dislocation core should therefore have a distribution of activation energies.
Point defects which are larger in size than the host atom, such as certain transition metals, will segregate to regions under tensile strain, whereas those that are smaller will move towards regions under compressive strain.

Dislocations in crystals are commonly described by their Burgers vector, $\mathbf{b}$, which is the vector required to close the circuit around a dislocation. The Burgers vectors in edge and screw dislocations are shown in Figures 2.6 (a) and (b), respectively.

In screw dislocations, bonds in the lattice are strongly deformed, but not broken. However, the strain fields of the deformed bonds can lead to impurity trapping at the dislocation cores\(^{12}\). The dislocation structures relevant to silicon and gallium nitride will be discussed in chapter 3.
2.4 Electrical properties of extended defects

Dislocations act as carrier trapping centres and can have a strong influence on the recombination mechanism of excess charge carriers. It has been shown in a number of semiconductors that an increase in dislocation density leads to decrease in carrier lifetime, which is an important parameter in transistor operation\textsuperscript{15}. Since the 1950s, much effort has been spent on understanding the nature of the electrical activity associated with dislocations. In edge dislocations, there is an atom missing directly below (or above in the case of negative edge dislocations) the dislocation line and hence a dangling bond is present, if the bonds are assumed not to reconstruct. In 1953, Shockley described the 60°-shuffle-dislocation core as a row of dangling bonds and proposed that an edge dislocation in covalently bonded crystals could be represented by a half-filled one-dimensional (1D) band of states. This is because for a neutral dislocation, none of the states at the line are filled and each dangling bond contains one electron\textsuperscript{11}. This model is only applicable to edge dislocations or similar structures where bonds have been broken and does not apply to screw dislocations, where bonds are deformed, but not actually broken. However, the first model of the electrical properties of dislocations was developed in 1954 by Read, who was the first to take into consideration the line charge and long-range screening associated with dislocations\textsuperscript{16}. He modelled the dislocation core as a row of closely spaced discrete acceptor-like states, at a level \((E_V + E_d)\), distributed evenly along the dislocation line, with spacing \(a\) between each acceptor state. The subscript \(d\) denotes dislocation. Hence there are \(1/a\) states present per unit length of dislocation line. The distance between actual charged states is determined by the occupation ratio, \(f_d\), which is equal to the fraction of occupied sites at the dislocation line, as illustrated in Figure 2.7.

![Figure 2.7: Schematic of negatively charged localised states at a dislocation core. Spacing between states is denoted by \(a\). After Schroter and Cerva\textsuperscript{11}.](image)

Generally, the separation between extrinsic point defects in dislocation-free material is large enough to avoid Coulomb forces acting between them. However, due to the small
separation between states in extended defects, a Coulomb interaction exists. To explain this effect, Read assumed that once these states are charged, the dislocation line develops a line charge, which is given by

$$ q_d = \frac{e f_d}{a} $$

and is extended over a cylinder of radius $r_d$, which is comparable to $a$ in magnitude and it is determined by the extent of the wavefunction in the direction normal to the dislocation line\(^{17}\). Read described this cylinder as containing charged shallow impurities, with an associated charge density for values $r < r_d$, and zero charge density for $r > r_d$. It has been shown that this model can be applied to germanium (Ge), as the states are non-localised and distributed homogeneously along the dislocation line\(^{17}\). However, the model has been shown to be inadequate for Si, as the states are localised along the dislocation (such as impurities, kinks, or jogs)\(^{17}\). The line charge and its associated screening significantly influence the occupation statistics at dislocations. Due to the electrostatic interaction, the energy of an additional electron or hole that is added to the core is governed by the amount of charge already present (i.e. the number of occupied states). Güth and Haist reported that the interaction potential of an incoming carrier is perpendicular to the dislocation line and its magnitude varies logarithmically as a function of the distance from the core\(^{18}\). The authors derived the interaction potential to be significant until 10-20Å, after which the Coulombic interaction no longer has a strong influence on carriers in the vicinity of the core. The line charge of a dislocation is responsible for carrier scattering in various semiconductors. In 1960, Figielski found that the steady-state concentration of photocarriers was proportional to the logarithm of the light intensity, by photoconductivity experiments on plastically deformed germanium\(^{15}\). It was subsequently shown that a logarithmic capture law results in a Coulombic repulsion of carriers due to the line charge of the dislocation\(^{19}\).

This principle is currently widely used in deep level transient spectroscopy (DLTS) to distinguish between extended and point defects in semiconductors. The DLTS technique is presented in Chapter 4 and DLTS of extended defects is discussed in Chapter 5.
2.5 Summary

This chapter has presented the occupation statistics at deep levels. It was shown that the capture and emission processes are dynamic, time-dependent systems. The trap occupancy of a deep level is governed by the free carrier densities within the material, as well as the capture and emission coefficients. The line charge properties of dislocations were discussed. A review of deep levels associated with dislocations in silicon and gallium nitride is presented in Chapter 5.
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Chapter 3

Defects in silicon and gallium nitride

This chapter considers defect structures in silicon and gallium nitride, which are of relevance to the results presented in chapters 6 and 7. Extended defects in silicon, including dislocations and oxidation-induced stacking faults are discussed in section 3.1. This is followed by an overview of threading dislocation formation in gallium nitride (GaN) due to growth on lattice mismatched substrates. The final sections of this chapter present a review of point defects and complexes inherent in n-type GaN.

3.1 Structure of dislocations in silicon

Dislocations in silicon can be detrimental to device performance by increasing leakage currents when present in active areas of devices. However, current fabrication techniques enable virtually defect-free silicon processes and dislocations are commonly introduced as gettering centres to remove impurities from active regions in very-large scale integration (VLSI) devices. The structural properties of dislocations and oxygen-induced-stacking faults and their associated levels in the silicon bandgap are discussed. The mechanism of dislocation-locking by oxygen is reviewed and oxygen related electrical levels are presented.

Silicon has the diamond crystal structure, as shown in Figure 3.1, where each atom is bonded covalently to four nearest neighbouring atoms in a tetrahedron configuration.

Figure 3.1: The diamond crystal structure. The lattice constant is denoted by ‘a’ and is equal to 5.43 Å at 300K in silicon. After Sze2.
Dislocations in silicon can be generated due to a local defect (or flaw) resulting from mechanical stimulation, such as a scratch or indentation, at the surface. This forms an amorphous region, which transforms into dislocated Si at temperatures higher than about 500°C. In high-purity silicon, dislocations are generated even if the stress applied is very low. However, in Si containing particular impurities, the dislocations are only generated once the stress applied is greater than a certain critical value.

Dislocations in silicon are energetically favourable when they lie along the [111] planes and are parallel to one of the close packed (110) directions. The common types of dislocations in Si are the ‘60°’ and the ‘screw’ dislocations, where the Burgers vector makes a 60° angle with the dislocation line for the former type and 0 degree angle for the latter. Perfect dislocations in face-centred cubic (f.c.c.) crystals have a Burgers vector of \( a/2 \) (110). However, the diamond crystal structure has two sublattices due to the interpenetrating body centred cubic structure in the f.c.c. lattice. Therefore, silicon has two different planes in which dislocation movement can occur. These are the closely packed (glide) or widely spaced (shuffle) planes, as shown in Figure 3.2.

![Figure 3.2](image)

Figure 3.2: (110) projection of the silicon lattice, showing the stacking sequence and the glide and shuffle planes. The open and filled circles represent the different sublattices in the diamond crystal structure. After Duesbery and Joós.

In Figure 3.2, the separation between the atomic layers in the shuffle plane, such as \( A \) and \( a \), is equal to a covalent bond length. In contrast, the separation between atoms in the glide plane, such as \( a \) and \( B \) is equal to one third of a bond length.

---

1 The Burgers vector is described in Chapter 2, section 2.3.
Theoretical calculations suggest that dislocation movement in the shuffle plane should require less energy compared to the glide plane. For a dislocation to move in the shuffle plane, only one bond must be broken, in comparison to the glide plane, where dislocation movement requires three bonds to be broken for the same distance of movement.

The 60 degree dislocation in the glide plane dissociates into 90 degree and 30 degree Shockley partials separated by an intrinsic stacking fault of approximately 50Å, as shown in Figure 3.3, with the following dissociation reaction:

$$3.1$$

This dissociation is only possible in the closely packed glide plane. This can be explained by taking into consideration that the formation of a Shockley partial requires a displacement of $a/6$. If such a displacement were to occur in the shuffle plane, the broken bonds of the Si atoms concerned would not be able to reconstruct in the tetrahedral structure. However, by considering an equal displacement in the glide plane, the broken bonds are able to reconstruct, which is energetically more favourable for the system as a whole. Furthermore, due to the closely-spaced structure of the glide plane, the orbitals exhibit a greater overlap in the glide set than in the core of the shuffle set dislocation. This suggests that reconstruction is more likely in the glide set dislocations than in the shuffle set.

The intrinsic stacking fault resulting from the dissociation of the 60 degree dislocation is illustrated in Figure 3.3. The stacking sequence at the stacking fault in Figure 3.3 is “Cc Aa Cc Aa B”, in contrast to the stacking sequence of “c Aa Bb Cc Aa B” in the undisturbed structure illustrated in Figure 3.2.

**Figure 3.3:** Two Shockley partials separated by an intrinsic stacking fault, due to the dissociation of the 60 degree dislocation in the glide plane.
Dislocation motion is considered to occur through certain points along the dislocation line, which are referred to as kinks and is governed by the kink formation and migration energies, which are denoted by $F_t$ and $W_m$, respectively.

### 3.1.1 Oxidation-induced stacking faults (OISF)

During thermal oxidation of silicon, oxygen atoms diffuse through the growing silicon oxide ($SiO_2$) into the Si-$Si$ interface. However, not all silicon atoms at the oxide-silicon interface are oxidised to form $SiO_2$ and an excess of silicon atoms exist near the interface, forming silicon self-interstitials. The concentration of the interstitial Si atoms was found to decrease with an increasing oxidation rate. The nucleation of OISF was observed to occur at sites of mechanical damage or impurity in inhomogeneities. Unlike the structure in Figure 3.3, OISFs consist of an extrinsic stacking fault surrounded by $a/3$ (111) Frank partial dislocations. This is illustrated in Figure 3.4, where the stacking sequence at the fault is $uc Aa Bb Aa Cc Aa B^\prime$.

\[
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\[
\begin{array}{c}
B \\
a \\
A \\
c \\
C
\end{array}
\]

\textbf{Figure 3.4}: An extrinsic stacking fault due to a plane of $aA$ atoms inserted into an otherwise undisturbed structure. The stacking fault is bound by Frank partial dislocations with a Burgers vector of $a/3$ (111).

### 3.1.2 Dislocation-locking by oxygen in Czochralski silicon

Impurities tend to segregate to dislocations by diffusion processes, resulting in the accumulation of impurities at the dislocation, which is often referred to as a Cottrell atmosphere, which can aid in suppressing dislocation generation in silicon. The distribution of impurities around a dislocation are governed by Fermi-Dirac statistics, whereby the probability of an impurity occupying a site at the dislocation is given by

\[
p = [1 + (1/C0)\exp((-E/\kappa e^7))^{-1}
\]

3.2
where $E_t$ is the energy of interaction between the impurity atom and the dislocation, $C_0$ is the average impurity concentration in the crystal, $k_B$ is the Boltzmann constant and $T$ is the temperature\(^{17}\). It can be seen from equation 3.2 that the probability of an impurity existing at the dislocation is reduced at higher temperatures and increased at lower temperatures. However, for any given impurity concentration, impurities are more likely to be trapped at dislocations at higher interaction energies, $E_t$. The interaction energy is governed by the elastic strain field of both the dislocation and the impurity atom\(^{17}\).

The oxygen impurity will be considered in this section, as the samples used in this study have been grown by the Czochralski (Cz) method, which has a typical interstitial oxygen concentration of $10^{17}$-$10^{18}$ cm\(^{-3}\). At temperatures common to device processing (<1200°C) the interstitial oxygen exists as a super-saturated solution, leading to the formation of oxide precipitates\(^{18,19}\).

Dislocations behave as nucleation sites for precipitates, which leads to the accumulation of super-saturated oxygen atoms at the dislocation. The nucleation step is the initial stage in precipitation and the models to describe nucleation are more complex than those for precipitate growth\(^{20}\). Below ~650°C, oxygen precipitates lie homogeneously along the dislocation line, but at higher temperatures (above ~900°C), they have been observed by TEM studies to exist at discrete points along the dislocation line\(^3\). The size and the separation of the precipitates have been observed to increase with temperature and the anneal time\(^{21}\).

Oxygen precipitates at the dislocation core inhibit the movement of dislocations under stress, a phenomenon commonly known as dislocation-locking\(^{22}\). Dislocation motion occurs when the applied stress is above a critical stress, referred to as the unlocking stress. This property of oxygen precipitates in Cz-Si is highly beneficial, as it prevents plastic deformation during processing, which is why Cz-Si is the preferred starting material for very-large scale integration (VLSI)\(^{23}\).

Yonenaga and Sumino have reported that the unlocking stress has been observed to increase with increasing oxygen content at the dislocation core, in samples with different dislocation densities\(^{24}\). Investigations by Senkader \textit{et al.} have shown that the unlocking stress also depends on the anneal time and temperature, as well as the oxygen concentration\(^{25}\). Furthermore, Jurkschat \textit{et al.} have reported that the unlocking stress is also determined by the mean precipitate diameter\(^{26}\). It has been shown experimentally that the dependency of the unlocking stress on annealing time of samples annealed between 700 and 850°C exhibit five different regimes, which is illustrated in Figure 3.5. The regimes are explained by Senkader \textit{et al.}
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as follows: In regime 1, the oxygen concentration at the dislocation core is low and increases with annealing time as the oxygen segregates to the core, resulting in an increase in the unlocking stress. This process is also temperature dependent and the probability of an oxygen atom occupying a site at the dislocation core will be increased at higher temperatures, as described by equation 3.2. As the oxygen concentration reaches a certain level, it enters into equilibrium with the background oxygen concentration, where the rate of oxygen capture and emission at the dislocation become matched. Any increase in temperature results in a decrease in the oxygen concentration at the core, as the O-atoms ‘boil off’ the dislocation. This is referred to as regime 2.

![Figure 3.5: Illustration of the unlocking stress as a function of annealing time for two temperatures, T₁ and T₂, where T₁<T₂. After Senkader et al.](image)

In the third regime, oxygen precipitation occurs, resulting in a sudden increase in the unlocking stress. This is followed by another saturation phase (regime 4). In the final phase (regime 5), a decrease in the unlocking stress occurs, for which the authors have not yet provided an explanation. At lower annealing temperatures (350 – 700°C), regime 1 was observed, but the regime 2 and 3 behaviour was ambiguous. In some samples annealed at a lower temperature of 650°C, regimes 2 and 3 were observed after very long annealing times, resulting in very high unlocking stresses. On the other hand, samples annealed at higher temperatures shattered before any signs of regime 2 or 3 type behaviour were observed.
3.2 Growth of GaN and formation of threading dislocations

Despite many unanswered questions regarding the role of defects in gallium nitride (GaN), there has been considerable advancement in GaN based technologies, particularly for laser diodes (LDs) and short wavelength light emitting diodes (LEDs)\textsuperscript{27,28,29}. The properties of GaN show great potential for high power, high temperature, high frequency devices as well as optical devices\textsuperscript{30}. However, device performance is often limited by material quality and GaN suffers greatly from the presence of dislocations within the material, due to growth on lattice mismatched substrates\textsuperscript{31}. Threading dislocations in GaN have been shown to provide pathways for leakage currents\textsuperscript{32,33} and to affect laser lifetimes\textsuperscript{34}.

In the following sections, the crystal structure of GaN is reviewed, followed by a discussion of growth induced threading edge dislocations. An overview of common point defects in GaN is provided in section 3.3 and and specific emphasis is placed on the gallium vacancy in section 3.4. To aid in the analysis of results in chapter 7, the focus of this chapter is primarily on $n$-type wurtzite GaN.

The material used for this study was grown by metal organic chemical vapour deposition (MOCVD). There are numerous techniques for growing gallium nitride and although this section will focus on the MOCVD technique, other leading methods will also be outlined to provide a comparison in material quality.

### 3.2.1 Crystal structure

Group III nitrides, such as GaN, InN and AlN, can crystallise in either the \textit{zincblende} or the \textit{wurtzite} structure, depending on growth conditions. The material studied in this work is hexagonal wurtzite GaN, which will be considered in this section.

The wurtzite structure resembles two interpenetrating hexagonal close-packed lattices. Each nitrogen (N) atom is tetrahedrally bonded to four neighbouring gallium (Ga) atoms. Similarly, each Ga atom is bonded to four N atoms. The crystal structure of wurtzite GaN is illustrated in Figure 3.6.
Figure 3.6: The wurtzite crystal structure of gallium nitride. The distance between Ga atoms (or N atoms) on the same hexagonal plane is denoted by the lattice constant \( a \). The inter-plane spacing is denoted by the lattice constant \( c \). After Sze².

The lattice constants \( a \) and \( c \) are in the range 5.75 - 6.03 Å and 9.39 - 9.861 Å, respectively, giving a \( c/a \) ratio of 1.625 - 1.653⁵.

### 3.2.2 Threading dislocations in GaN

The theoretical melting point of gallium nitride is reported to be at a temperature of \( \sim 2800 \)K and at a pressure of 45kbar \(^{36,37} \). This results in a high nitrogen partial pressure near the melting point, where the dissociation of the nitrogen atom from the gallium atom becomes more favourable and prevents the growth of GaN from a melt \(^{31} \). The commercially viable method of GaN growth currently makes use of a substrate material. Common substrates are silicon carbide (SiC) and sapphire (\( \text{Al}_2\text{O}_3 \)). The latter substrate material will be considered in this chapter, as the samples characterised in this work have been grown on sapphire.

The lattice parameters of \( \text{Al}_2\text{O}_3 \) and GaN are 4.76Å and 3.18Å, respectively. In theory, this should lead to a lattice mismatch of \( \sim 50\% \). However, the actual lattice mismatch between \( \text{Al}_2\text{O}_3 \) and GaN is \( \sim 14.6\% \), due to a 30° rotation of the GaN film about the \([0001]\) axis \(^{38} \).

GaN grown on sapphire typically contains dislocation densities in the order of \( 10^6 - 10^8 \)cm\(^{-2} \). The predominant dislocation types in MOCVD grown GaN are pure edge and mixed type dislocations. These dislocations are generated at the substrate-material interface and thread towards the surface, hence the term *threading dislocations* (TDs).

Figure 3.7 (a) and (b) shows the dislocation line and the Burgers vector associated with pure edge and mixed type dislocations, respectively. In threading edge dislocations, Figure 3.7(a), the dislocation line is perpendicular to the sapphire-GaN interface.
Figure 3.7: The Burgers vector, $b$, associated with (a) pure edge and (b) mixed-type dislocations in GaN. $DL$ indicates the dislocation line direction. After Mathis.

GaN growth typically involves a two step process. The initial step involves the growth of a ~200Å nucleation layer (NL) at 500 - 600°C. The NL is predominantly cubic and associated with a stacking disorder. The second growth step is carried out at ~1050°C where the NL partially transforms to hexagonal GaN. During the high temperature (HT) growth, islands of GaN (HT islands) are deposited on the NL layer, which grow laterally over the NL. It was suggested that the formation of threading edge dislocations is due to the coalescence of isolated HT islands during growth. More recent cross sectional TEM studies by Narayanan et al. indicated that TDs stem from the NL layer, which contains stacking faults.

It is not fully understood whether the dislocations themselves introduce deep levels into the bandgap, or whether the levels observed are solely due to point defects and clusters trapped at the dislocation cores. Theoretical calculations indicate that edge dislocations in GaN should have no deep states within the bandgap due to the relaxation of the lattice. However, the stretched bonds (Figure 3.8) result in stress fields, which may trap impurities and complexes and result in electrical activity.

Figure 3.8: Top view (from the [0001] direction) of the relaxed edge dislocation location core in GaN. The bond angles are widened and bond lengths are extended in the core region, resulting in a stress field. After Blumenau.
Impurity segregation to dislocations was confirmed using high resolution electron energy-loss spectroscopy (EELS)\textsuperscript{47}. Common defects situated at dislocations are gallium vacancies (V\textsubscript{Ga}) and their complexes with oxygen atoms sitting at a nitrogen site (O\textsubscript{N})\textsuperscript{48}. These types of defects will be discussed in more detail in section 3.4.

3.2.3 Metal organic chemical vapour deposition (MOCVD)

MOCVD is also referred to as metal organic vapour phase epitaxy (MOVPE) or organometallic VPE (OMVPE)\textsuperscript{31}. This method is currently the leading technique for growing thin films of gallium nitride within the lighting industry, where the production of bright blue LEDs and other advanced GaN-based devices has been realised\textsuperscript{27,28}. MOCVD is currently preferred for large-scale manufacturing, because of well controlled $n$- and $p$-type doping\textsuperscript{31}. Furthermore, it offers the possibility of depositing other elements such as aluminium (Al) and indium (In) and is regarded as the leading method for growing heterostructures\textsuperscript{27,28,31}. Multiple wafers that are typically 2" in diameter can be loaded into the reactor\textsuperscript{27,49}, with better than 2% thickness uniformities\textsuperscript{49}. In MOCVD, the sources of gallium and nitrogen are trimethylgallium (TMGa) and ammonia (NH\textsubscript{3}) respectively.

Before the introduction of the two-flow reactor by Nakamura \textit{et al.}\textsuperscript{50} in 1990, high quality growth of GaN was problematic. The higher density and lower thermal conductivity of ammonia in comparison to hydrogen resulted in turbulent gas flows and reduced material quality\textsuperscript{51}. The schematic of the two-flow reactor is shown in Figure 3.9(a). The reactor makes use of a subflow of nitrogen (N\textsubscript{2}) and hydrogen (H\textsubscript{2}) to bring the main flow (TMGa, NH\textsubscript{3}, H\textsubscript{2}) into contact with the substrate, as illustrated in Figure 3.9(b).

\begin{center}
\textbf{Figure 3.9:} (a) Schematic of the two-flow MOCVD reactor and (b) illustration of the subflow of nitrogen and hydrogen used to bring the main flow into contact with the substrate. After Nakamura \textit{et al.}\textsuperscript{50}
\end{center}
Other leading growth techniques include molecular beam epitaxy (MBE) and hydride vapour phase epitaxy (HVPE). The dislocation densities in GaN layers grown by MBE are typically in the order of $10^8 \text{cm}^{-2}$, depending on growth conditions, buffer layer and the substrate used\textsuperscript{52,53}. Figure 3.10 illustrates the reduction in threading edge dislocations in the 1.4μm MBE grown layer in comparison to the 1.6μm MOCVD grown buffer layer.

![Figure 3.10: Cross-section TEM micrograph of GaN consisting of a 1.4 μm layer grown by MBE on top of a 1.6 μm MOCVD grown buffer layer. After Mathis et al\textsuperscript{79}](image)

Higher growth rates of 1000μm/h are achievable through hydride vapour phase epitaxial (HVPE) growth of gallium nitride\textsuperscript{54}. By using this method, material quality is sacrificed for speed. Thick layers can be grown relatively quickly to provide templates for further thin film deposition using techniques resulting in higher quality films, such as MOCVD or MBE. Thick, free-standing GaN samples grown by HVPE with a dislocation density of $10^{6} \text{cm}^{-2}$ at the upper surface have been reported\textsuperscript{55}.

In this technique, the nitrogen source is ammonia (NH$_3$) gas, whilst the gallium is supplied by gallium monochloride (GaCl) gas, which is produced by the reaction of gallium with hydrogen chloride (HCl) at around 850°C\textsuperscript{56}. Typically, thick layers (around 100μm) are required for strain-free layers. Although the optical quality of GaN grown by this method is unexpectedly high, the possibility of device fabrication from such layers is limited due to the high amount of stress incorporated in the layers, which results in wafer bending.
3.3 Point defects in GaN

In this section the common defects in n-GaN are examined to provide a basis for the discussion of the electrically active deep levels in Chapter 5. The defects considered are hydrogen, silicon, oxygen, nitrogen vacancies and carbon. The gallium vacancy related defects are discussed separately in section 3.4 due to their dominance of the electrical activity associated with n-GaN.

3.3.1 Hydrogen

Hydrogen is present in most GaN growth processes such as MOCVD, ammonia-based MBE and HVPE\(^5\). Atomic hydrogen can exist as H\(^0\), H\(^+\) and H\(^-\) and the theoretical formation energies for these defects are dependent on the position of the Fermi level in the bandgap\(^5\). In p-type GaN, it is able to compensate carriers by forming complexes with dopant atoms, resulting in the increase of material resistivity\(^2\). This effect is generally more evident near the surface due to in-diffusion as a result of device processing. Neutral complexes with dopants form as outlined below\(^3\). The ionised donor and acceptor is denoted by D\(^+\) and A\(^-\) respectively.

\[
\begin{align*}
D^+ + H^- &\rightarrow (DH)^0 \\
A^- + H^+ &\rightarrow (AH)^0
\end{align*}
\]

Hydrogen is particularly found to be problematic in p-type material, where it forms neutral complexes with magnesium (Mg) acceptors and results in an increase in the material resistivity. Post-growth annealing at 400-500°C can be employed to activate the acceptors\(^5,6\).

3.3.2 The nitrogen vacancy (V\(_N\))

The nitrogen vacancy has been a topic of debate over the past decade, with opposing theoretical and experimental results on the electrical behaviour of the V\(_N\). Due to the high vapour pressure of nitrogen during growth, the resulting GaN crystal was assumed to be nitrogen deficient. Based on an ionic model, the nitrogen vacancy should result in n-type conductivity, due to the spare electron in the outer shell of the gallium atom. Nominally undoped GaN is generally observed to be n-type and this behaviour was commonly assigned to the presence of V\(_N\), which was thought to be the dominating native donor in GaN\(^6\). However, this model was found to have some flaws. Firstly, the theoretical formation energies of V\(_N\) do not agree with the high electron concentrations observed and the formation of nitrogen vacancies is energetically unfavourable. Additionally, secondary ion mass spectroscopy (SIMS) measurements have shown that
the concentrations of silicon and oxygen in nominally undoped GaN are high enough to correspond to the observed $n$-type conductivity. Although nitrogen vacancies are no longer assumed to be the dominant donors in $n$-type gallium nitride, they are believed to act as compensating centres in $p$-type GaN.

### 3.3.3 Silicon at a gallium site ($\text{Si}_{\text{Ga}}$)

Hall effect measurements indicate that the substitutional silicon atom at a gallium site ($\text{Si}_{\text{Ga}}$) is a single donor with an activation energy of $\sim 28\text{meV}$. However, values reported are believed to have a large inaccuracy due to the assumption that the prefactor used in the Arrhenius analysis is temperature independent. Further variable temperature Hall effect measurements in conjunction with photoluminescence studies by Götz et al. have revealed lower activation energies between 12 and 17meV. The activation energy was found to be lower with increasing donor concentration and silane flow. Results also show that increasing donor concentration leads to a decrease in the donor activation energy. SIMS measurements have revealed that silicon concentrations can be in the order of $10^{17}\text{cm}^{-2}$ in nominally undoped GaN. Silicon is now the most common dopant used for $n$-type GaN.

### 3.3.4 Oxygen at a nitrogen site ($\text{O}_\text{N}$)

The substrate-material interface is commonly highly defective, but also highly conductive. SIMS results indicate that oxygen is the main impurity in GaN grown on a sapphire substrate and that the oxygen concentration can be twice that of silicon. Oxygen incorporation into GaN layers during growth is observed to increase the carrier concentration in the material by an order of magnitude. Theoretical calculations derive formation energy of less than 2eV for the $\text{O}_\text{N}$ defect, which is suggested to act as a shallow donor in GaN.

### 3.4 The gallium vacancy ($\text{V}_{\text{Ga}}$) and associated complexes

There is experimental evidence that dislocations in gallium nitride are negatively charged, suggesting that acceptor-type defects are present at dislocation cores. The negative charge associated with dislocations has been reported using scanning capacitance microscopy and electron holography in the transmission electron microscope (EH-TEM). EH-TEM studies revealed a dislocation core charge of $4\times10^7$ electrons cm$^{-1}$ in $n$-type GaN grown by MOCVD. Initial observation of gallium
vacancies were reported by Saarinen et al., who carried out substantial quantitative analysis using positron annihilation studies on MOCVD grown $n$-GaN$^{73}$. Positron annihilation is particularly useful in characterising vacancy-type defects, as the vacancies, which are missing a positive ion core, behave as trapping sites for positrons$^{74}$. Gallium vacancy ($V_{Ga}$) concentrations in the range of $10^{17}$-$10^{18}$ cm$^{-3}$ were reported$^{73}$.

There is good agreement between experimental and theoretical work on the nature and behaviour of the $V_{Ga}$. Theoretical calculations indicate that the gallium vacancy is the dominant point defect species in $n$-type GaN grown under nitrogen rich conditions$^{63,75}$. This is supported by positron annihilation studies, which have shown that $V_{Ga}$ is the dominant acceptor in $n$-type GaN grown by MOCVD$^{73}$ and HVPE$^{76}$. The Ga vacancy is reported to be a triple acceptor, with a level deep in the bandgap$^{43,77}$. The transition energies associated with the $V_{Ga}$ will be discussed later in this section.

Positron annihilation studies by Oila et al.$^{76}$ revealed that the $V_{Ga}$ concentration decreases from $\sim 10^{19}$ to $10^{16}$ cm$^{-3}$, moving further away from the substrate-material interface (from 1 to 300μm). This further confirms that there is a direct relationship between the Ga vacancy concentration and the dislocation density in the material, because the dislocation density increases towards the material-substrate interface. These deep acceptors at the dislocation sites will act as carrier trapping centres, reducing the free carrier concentration within the material$^{78}$.

Figure 3.11 shows the reported relationship between doping and free carrier (electron) concentrations in samples with different dislocation densities. The model is based on the calculated fraction of filled acceptor traps at dislocations$^{78}$.

![Figure 3.11: Free carrier (electron) density as a function of doping concentration with dislocation densities varying from $10^7$ - $10^{11}$ cm$^{-2}$. After Weiman$^{78}$](image-url)
Figure 3.11 shows that a greater doping concentration is required to achieve a specific electron concentration for higher dislocation densities within the sample. Gallium vacancies were reported by Saarinen et al.\textsuperscript{79} to be more abundant under nitrogen-rich conditions. An increase in the V/III molar ratio from 1000 to 10000 resulted in an increase in the $V_{\text{Ga}}$ concentration from $10^{16}$ to $10^{19}$ cm$^{-3}$ and a subsequent decrease in carrier concentration from $10^{20}$ to $10^{16}$ cm$^{-3}$. The carriers trapped at deep acceptors along dislocations results in negatively charged threading dislocations\textsuperscript{47}, which act as Coulomb scattering centres, consequently reducing transverse carrier mobility\textsuperscript{78}.

Theoretical calculations reveal the gallium vacancy to have the lowest formation energy in comparison to other native defects in $n$-GaN\textsuperscript{62,63}. The formation energy of $V_{\text{Ga}}$ is reported to be dependent on the position of the Fermi level ($E_F$) within the bandgap\textsuperscript{62,63}. The theoretical formation energies of native defects\textsuperscript{ii} in GaN are presented in Figure 3.12.

Figure 3.12 shows that the formation energy of $V_{\text{Ga}}$ should decrease as the Fermi level is raised. The gallium vacancy should readily form for heavily $n$-type samples with the Fermi level at the conduction band edge. Similarly, high $V_{\text{Ga}}$ formation energies are expected for heavily $p$-type samples. This is supported by the absence of gallium vacancies in $p$-type GaN\textsuperscript{80}.

It was mentioned that the formation of Ga vacancies is more favourable under N-rich conditions, as reported by Saarinen et al. This was explained by considering that Ga sites may be left empty as a result of excess nitrogen during growth\textsuperscript{79}. Figure 3.13 presents the formation energies of defects and complexes common to GaN under Ga-

\textsuperscript{ii} The term native defects describe defects which are associated with gallium and nitrogen atoms only and does not include defects due to impurities.
rich conditions. It is evident that the formation energy of $\text{V}_{\text{Ga}}$ is greater under Ga-rich conditions than for N-rich conditions (Figure 3.12) for the same position of the Fermi level. This is in agreement with the above positron annihilation studies reported by Saarinen et al.\textsuperscript{79}. Gallium vacancy formation energies were also reported to depend on positions in the vicinity of dislocation cores. This will be discussed in section 3.4.1.

![Figure 3.13: Theoretical formation energies of defects and complexes in GaN under gallium-rich conditions. After Mattila and Nieminen\textsuperscript{62}.](image)

Gallium vacancies created by electron irradiation with energies greater than 1MeV were observed to be stable up to 500 – 600 K using positron annihilation studies\textsuperscript{81}. At such temperatures, they recover in long-range migration processes with a migration energy of $\sim 1.5$ eV\textsuperscript{81}. This is in agreement with a theoretical migration barrier of 1.9 eV\textsuperscript{77} and $\text{V}_{\text{Ga}}$ is expected to be mobile at typical growth and annealing temperatures\textsuperscript{57}.

### 3.4.1 $\text{V}_{\text{Ga}} - (\text{O}_\text{N})_x$ complexes

Although the gallium vacancy is reported to have a low formation energy, experimental and theoretical work suggests that they form complexes with other impurities\textsuperscript{48,81}. The strongest candidate to form a complex with the $\text{V}_{\text{Ga}}$ is the oxygen atom sitting at a nitrogen site ($\text{O}_\text{N}$)\textsuperscript{43}. This is based on several observations. Firstly, positron annihilation studies by Saarinen et al. indicate that Ga vacancies formed during growth (native $\text{V}_{\text{Ga}}$) are stable to much higher temperatures (1300 – 1500K) in comparison to those formed by electron irradiation, which recover at 500-600K\textsuperscript{81}. This result suggests that native Ga vacancies are not isolated point defects, but are part of stable defect complexes, most likely with the highly abundant oxygen impurities\textsuperscript{81}. Secondly, Oila et al. observed the
depth profile of $V_{Ga}$ to be comparable to that of oxygen, which is greater towards the material-substrate interface. This indicates that O impurities may complex with Ga vacancies at dislocation cores\textsuperscript{76}.

Given that the concentration of gallium vacancies is typically in the range of $10^{17}$-$10^{18}$ cm\textsuperscript{3}, it would be reasonable to expect a high level of free carrier compensation, resulting in low carrier concentration levels. However, this is often not the case in $n$-type GaN, where free carrier density is not below the doping concentration. This suggests that the gallium vacancy is likely to complex with a shallow donor in GaN, resulting in negatively charged dislocations. It was mentioned in section 3.3.4 that oxygen at a nitrogen site is accepted to be a shallow donor and that SIMS measurements reveal the background oxygen concentration to be high enough to account for the carrier concentrations observed. Therefore, a reasonable assumption would be the formation of complexes between gallium vacancies and one or more oxygen atoms at a nitrogen site, which would account for carrier concentrations comparable to or higher than doping levels. This is supported by calculations which suggest that the formation of the $V_{Ga} - O_N$ complex is more energetically favourable than the isolated $V_{Ga}$\textsuperscript{82}. Figure 3.14 illustrates the structure of the $V_{Ga} - O_N$ complex. The $V_{Ga}^{3-}$ is suggested to complex with up to three positively charged $O_N$ donors\textsuperscript{48,62}. This results in the $V_{Ga} - (O_N)_x^{(x-3)-}$ complex, where the value of $'x'$ can be 1, 2 or 3\textsuperscript{43}. For example, a Ga vacancy that has complexed with two oxygen donors results in the $V_{Ga} - (O_2N)^-$ complex, which is a single acceptor. The binding energy of a single $O_N^+$ atom to the $V_{Ga}^{3-}$ defect is calculated to be 2.2 eV\textsuperscript{48}.

Figure 3.14: Schematic of the $V_{Ga} - O_N$ complex in GaN. The $V_{Ga} - (O_N)_2$ and $V_{Ga} - (O_N)_3$ complexes are formed by substituting additional threefold-coordinated nitrogen atoms by oxygen atoms. After Elsner et al.\textsuperscript{48}.

The negatively charged dislocations observed by positron annihilation\textsuperscript{76}, scanning capacitance spectroscopy\textsuperscript{71} and electron holography\textsuperscript{47,72} studies strongly suggest that acceptor centres, such as the $V_{Ga}$ defects and $V_{Ga} - (O_N)_x$ complexes, segregate to
dislocation cores. This is highly plausible due to the strain fields associated with dislocations, which act as impurity/defect trapping sites.75

Extensive theoretical studies were carried out by Eisner et al. to investigate the formation and transition energies of the Voa - (On)x complex at bulk and dislocation sites in GaN.48 The formation energies and transition levels are of significance to this work and will be mentioned here. Figure 3.15 shows three different positions (0, 1, 2 and 3) in a GaN supercell of 312 atoms. The positions are described in the figure caption.

Figure 3.15: Different positions at an edge dislocation in a wurtzite supercell. The dislocations line (core) is labelled as position 1. Two additional positions, 2 and 3, are in the strain field of the dislocation. Position 0 represents a bulklike position, where the strain field of the dislocation is minimal in comparison to the core. After Eisner et al.48

The theoretical formation energies at positions 0, 1, 2 and 3, as obtained by Eisner et al.48, are presented in Table 4.1. The calculations assume rc-type doping where the Fermi level is pinned close to the conduction band edge.

<table>
<thead>
<tr>
<th>Position</th>
<th>£/(V Ga&quot;)</th>
<th>£f (ON+)</th>
<th>£f (V Ga-0)</th>
<th>£f (V Ga_02N)</th>
<th>£f (V Ga-03N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (bulk)</td>
<td>1.7</td>
<td>1.5</td>
<td>1.0</td>
<td>0.9</td>
<td>0.7</td>
</tr>
<tr>
<td>1 (core)</td>
<td>-0.2</td>
<td>0.2</td>
<td>-2.3</td>
<td>-2.5</td>
<td>-3.0</td>
</tr>
<tr>
<td>2</td>
<td>-0.3</td>
<td>1.3</td>
<td>-0.6</td>
<td>-0.3</td>
<td>-0.3</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>1.0</td>
<td>-1.0</td>
<td>-1.0</td>
<td>-0.8</td>
</tr>
</tbody>
</table>

Table 4.1: Formation energies of the triply charged Ga vacancy (Voa3), the positive oxygen donor (0N+) and their complexes Voa-(0Nx) at the core of a dislocations and in the bulk of the crystal. The values are presented in electron volts (eV). After Eisner et al.48.

The formation energies in Table 4.1 have several implications for the defect/impurity complexes. The formation energies associated with the oxygen donor suggest that it is
more stable at dislocation cores by 1.3 eV than in the bulk. It was reported by Oila et al. that the concentration of vacancies detected is greater by an order of magnitude in samples where n-type conductivity is achieved by oxygen doping than for Si doping. The above results are in support of \( V_{\text{Ga}} - (O_N)_x \) formation.

Similarly, the formation energy \( V_{\text{Ga}} \) and its complexes with oxygen donor(s) is reported to be negative at the dislocation core in comparison to bulk positions. There is a strong agreement in theoretical calculations for the formation energy of the \( V_{\text{Ga}} - (O_N)^{2-} \) defect at bulk positions. Mattila and Nieminen report lower values of \( \approx 0.9 \text{eV} \), whereas Neugebauer and Van de Walle also report a formation energy of \( \approx 1.1 \text{eV} \).

The theoretical transition energies of the \( V_{\text{Ga}} \) and of \( V_{\text{Ga}} - (O_N)_x \) complexes from the valence band edge, in relation to their positions in the material are shown in Table 4.2.

<table>
<thead>
<tr>
<th>Position</th>
<th>( E(V_{\text{Ga}})^{2+/3-} )</th>
<th>( E(V_{\text{Ga}}-O_N)^{1+/2-} )</th>
<th>( E(V_{\text{Ga}}-O_{2N})^{0+/1-} )</th>
<th>( E(V_{\text{Ga}}-O_{3N})^{1+/0} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (bulk)</td>
<td>1.4</td>
<td>1.0</td>
<td>0.7</td>
<td>0.9</td>
</tr>
<tr>
<td>1 (core)</td>
<td>0.8</td>
<td>1.0</td>
<td>0.7</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>3</td>
<td>0.8</td>
<td>1.4</td>
<td>1.0</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 4.2: The levels of the triple negatively charged Ga vacancy and of the \( V_{\text{Ga}} - (O_N)_x \) complexes within the bandgap. The values are measured in electron volts (eV) and are measured from the valence band edge.

The calculated energies are an indication of the energy separation between the valence band edge and the \( V_{\text{Ga}} - (O_N)_x \) complex. For example, the transition of a \( V_{\text{Ga}} - (O_N) \) complex from 1- to 2- requires the emission of a hole to the valence band (VB), which is the equivalent of capturing an electron from the VB.

The bonds in position 2 (Figure 3.8) are strongly strained and it is apparent from Table 4.2 that the theoretical transition energies are consistently low for the \( V_{\text{Ga}} \) defects and complexes at this position. Mattila and Nieminen\(^\text{62}\) report \( \approx 1.5 \text{eV} \) for the 2-/3- transition energy of the \( V_{\text{Ga}} \) defect, whereas Limpijumnong and Van de Walle\(^\text{77}\) derive a lower transition energy of \( \approx 1.1 \text{eV} \).

In summary, the stress field of threading-edge dislocations is expected to trap Ga vacancies, oxygen and their complexes. The gallium vacancies are expected to be
mobile at typical growth and processing temperatures. It can be concluded that the theoretical formation and transition energies for the $V_{Ga}^{3-}$ are in good agreement. However, it is suggested that Ga vacancies are unstable and are expected to form stable complexes with other impurities. The oxygen impurity has been of significant consideration in the literature and is reported to be a strong contender to form a complex with the gallium vacancy. The $V_{Ga} - (O_{N})_x$ complexes are suggested to be most stable at dislocation cores. The presence of trapped charge at dislocations was evidenced by positron annihilation studies, scanning capacitance spectroscopy and electron holography. Moreover, the formation and transition energies are reported to be dependent on the position of the defect or complex within the material. This is due to the strongly deformed bonds at dislocations, resulting in strain fields.

3.5 Summary

Structural properties of dislocations and oxygen-induced stacking faults in silicon have been discussed. The properties of oxygen in silicon were considered in terms of their ability to inhibit dislocation motion, thereby improving the mechanical hardness of the crystal.

The key issues regarding GaN growth and related defects were highlighted. The gallium vacancy appears to be a dominant acceptor type defect in $n$-GaN and is associated with carrier compensation. Although the carrier compensation may appear minimal compared to doping levels due to the high shallow donor concentrations resulting from the oxygen impurities incorporated during growth, the carrier mobility is affected by the negatively charged dislocations. A strong relationship between $V_{Ga}$ concentration and sample thickness has been provided through positron annihilation studies. Furthermore, theoretical studies suggests that the formation and ionisation energies of the $V_{Ga} - (O_{N})_x$ complexes are dependent on bulk positions.
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Chapter 4

Characterisation techniques

This chapter presents the experimental techniques and theoretical concepts which are used in the characterisation of defects in semiconductors studied in this work. The first section describes the principles of the Schottky Barrier Diode (SBD), to establish the foundations for the characterisation techniques used in this study. The following sections describe the deep level transient spectroscopy (DLTS) and Laplace DLTS (LDLTS) techniques.

4.1 The Schottky Barrier Diode

The space-charge region (SCR) in a Schottky diode is fundamental to the principles of DLTS and Laplace DLTS. Therefore, the principles of the Schottky diode are examined in this section. Numerous manuscripts cover the theoretical concepts of the Schottky barrier diode, including Sze\textsuperscript{1}, Schroder\textsuperscript{2} and Rhoderick and Williams\textsuperscript{3}, which have been referenced in the following summary.

4.1.1 Energy band structure

Figure 4.1(a) shows the band diagrams of a metal and $n$-type semiconductor, which are sufficiently far apart and electrically neutral. The workfunctions of the metal and semiconductor are denoted by $q\phi_m$ and $q\phi_s$, respectively. The workfunction of a solid is the energy required to excite an electron from the Fermi level to the vacuum level\textsuperscript{1}. For a semiconductor this is equal to $q\phi_s = q(\chi_s + V_n)$. The electron affinity at the surface, $q\chi_s$, is equal to the energy difference between the vacuum level and the conduction band edge\textsuperscript{1}. The difference between the Fermi level and the conduction band edge is denoted by $qV_n$. 
Upon contact, the electrons from the semiconductor flow into the metal and the Fermi levels become aligned at thermal equilibrium\(^3\). This is illustrated in Figure 4.1(b). The electrons passing from the metal to the semiconductor face a potential barrier, \(q\phi_B = q(\phi_m - \chi_s)\). Similarly, the electrons flowing from the semiconductor into the metal face a potential barrier, \(V_{bi} = \phi_m - \phi_s\), which is referred to as the built-in potential\(^1,3\). For a Schottky barrier diode the workfunction of the metal must be greater than that of the semiconductor, in order for the diode to have electrical current rectification properties required for Schottky device operation.

### 4.1.2 The depletion region

The electron flow from the semiconductor to the metal under thermal equilibrium leaves behind uncompensated donor ions close to the metal-semiconductor interface. This region is referred to as the space-charge region (or depletion region), as it is depleted of free carriers\(^3\). The space-charge region exists from the metal-semiconductor interface \((x = 0)\) until the point where the semiconductor energy bands become flat \((x = W)\), as denoted by ‘\(W\)’ in Figure 4.1(b).

For an \(n\)-type semiconductor with no external bias applied, the charge density within the depletion region is equal to \(qN_D\). However beyond \(x = W\), the semiconductor is neutral\(^1\).
Using Gauss’s theorem, the electric field in the SCR can be related to the charge density by

\[
\frac{\partial \mathbf{E}}{\partial x} = \frac{qN_D}{\varepsilon_s} \quad 4.1
\]

Integrating equation 4.1 with respect to \( x \), with one boundary condition of \( x = W \) at the edge of the SCR gives

\[
\mathbf{E}(x) = -\frac{qN_D(W-x)}{\varepsilon_s} \quad 4.2
\]

The electric field, \( \mathbf{E}(x) \), increases linearly from the edge of the depletion region (at \( x = W \)), where it is equal to zero, to a maximum at the metal-semiconductor interface (at \( x = 0 \))^2. The magnitude of \( \mathbf{E}(x) \) is therefore negative, as it increases in the negative \( x \) direction.

The potential distribution within the SCR is obtained by integrating equation 4.2 using the previous boundary conditions

\[
V(x) = -\frac{qN_D}{2\varepsilon_s} \int_x^W (W-x)dx = -\frac{qN_D}{2\varepsilon_s} (W-x)^2 \quad 4.3
\]

The potential rises quadratically towards the metal-semiconductor interface, where it is equal to diffusion potential (or built-in potential)

\[
V_{bi} = \frac{qN_D W^2}{2\varepsilon_s} \quad 4.4
\]

which gives the depletion region width as

\[
W = \sqrt{\frac{2\varepsilon_s V_{bi}}{qN_D}} \quad 4.5
\]

It must be noted that equation 4.5 is obtained through the abrupt approximation, which assumes that the transition between the space-charge region and the neutral semiconductor is abrupt^1. This is not the case in real semiconductors and the depletion region width can be represented more accurately by replacing the term \( V_{bi} \) by \((V_{bi} - kT/q)\) as a correction factor for the majority carrier distribution tails^1. For a p-n junction, this correction value would be doubled, to account for the holes on the p side.

This transition length is referred to as the Debye length, \( L_D \), and is given by
Figure 4.2(a) and (b) illustrate the effect of external bias on the width of the SCR region for an n-type semiconductor under two different reverse bias conditions. In Figure 4.2(a) a reverse bias of \( V_R \) is applied, resulting in a space-charge region of \( W_R \). The reverse bias \( V_P \) in (b) is more positive than \( V_R \) and results in a smaller SCR width, denoted by \( W_P \).

\[
L_D = \sqrt{\frac{\varepsilon_s k T}{q^2 N_D}}
\]

4.2 Capacitance – voltage measurements

Referring to the band diagram in Figure 4.2(b) of a reverse biased diode with a depletion region of \( W \), a further increase in the reverse bias will result in an increase in the SCR width. Therefore, the total charge in the depletion region will change, resulting in a change in capacitance.

From equation 4.4, which defines the built-in voltage, \( V_{bi} \), an expression for the maximum field strength, \( |\varepsilon_{max}| \) can be obtained

\[
|\varepsilon_{max}| = \frac{q N_D W}{\varepsilon_s} = \frac{Q_D}{\varepsilon_s}
\]
where $Q_d$ is the total charge per unit area in the depletion region. Rearranging equation 4.7 to solve for $W$ in terms of $Q_d$ and substituting this into equation 4.4 gives

$$V_{bi} = \frac{Q_d^2}{2\varepsilon_s q N_D}$$

4.8

The capacitance per unit area, $C$, is obtained by differentiating equation 4.8 with respect to $V_{bi}$ and substituting for $V_{bi}$ using equation 4.8, and for $Q_d$ using equation 4.7

$$C = \varepsilon_s q N_D \varepsilon_s \frac{w}{W}$$

4.9

Equation 4.8 shows that under the depletion approximation the resulting capacitance per unit area due to the space-charge region of a Schottky diode is represented in the same way as that of a parallel-plate capacitor with a dielectric constant of $\varepsilon_s$ and width $W^d$. However, some significant differences do exist. Equation 4.9 is derived using the abrupt approximation and does not take into account the Debye tail, as discussed in section 4.1.2 and represented by equation 4.5. The width of the depletion region, $W$, is not static and is a function of the reverse bias applied. Furthermore, the charge on a parallel-plate capacitor exists on the two surfaces of the metal plates on either side of the dielectric. By contrast, the charge in a Schottky diode consists of the charge in the metal and at the edge of the depletion region, which is balanced by the uncompensated donors and acceptors in the depletion region.

Solving for $1/C^2$ in equation 4.9 gives $1/C^2 = 2V_{bi}/\varepsilon_s q N_D$ and differentiating this with respect to $V$ results in the following expression for $\partial (1/C^2)/\partial V$

$$\frac{\partial (1/C^2)}{\partial V} = \frac{2}{\varepsilon_s q N_D}$$

4.10

The capacitance of a diode is measured as a function of the applied reverse bias, $V$. The ionised donor concentration in the substrate can be determined from the slope of a $1/C^2$ versus $V$ curve.$^2$
4.3 Deep Level Transient Spectroscopy

Deep level transient spectroscopy (DLTS) was introduced by Lang in 1974 and is now a commonly used technique for characterising deep levels in semiconductors. The sensitivity of DLTS is outstanding and electrically active trap concentrations of \( \sim 10^{10} - 10^{11} \text{ cm}^{-3} \) can be detected. Typically, DLTS can detect concentrations as low as \( 10^6 \) times the background carrier concentration, if the background carrier concentration is of the order of \( 10^{16} \text{ cm}^{-3} \).

The principle of DLTS relies on changing the trap occupancy in the space-charge region, in order to produce a depletion capacitance transient, from which the temperature-dependent emission behaviour of traps can be investigated. It is based on the thermally stimulated capacitance (TSCAP) method, which has been covered extensively by Sah et al. and Miller et al. However, DLTS offers greater sensitivity and measurements are much more rapid using DLTS than other methods. This is primarily because Lang introduced the ‘rate window’ concept, which allows the measurement to be carried out continuously over a temperature range, rather than collecting data over a range of fixed temperatures.

In order to describe the DLTS method, an n-type Schottky diode will be considered. DLTS involves applying a quiescent reverse bias \( V_R \) to a diode and periodically applying a bias pulse \( V_F \), which is commonly referred to as the fill pulse. The fill pulse must be relatively more positive than \( V_R \) (i.e. \( V_F > V_R \), although \(|V_F|<|V_R|\)), in order to fill the empty traps in the space-charge region. A typical DLTS pulse train is illustrated in Figure 4.3.

As described in the previous section, each reverse bias results in a specific space-charge width and capacitance. The capacitance at the quiescent reverse bias (or steady-state capacitance) is denoted by \( C_0 \) and occurs at \( V = V_R \).
Figure 4.3: Illustration of the DLTS pulse train sequence (top) and the resulting diode capacitance (bottom). The diode is kept at a steady-state reverse bias \( (V_R) \) and periodically pulsed to a relatively more positive value \( (V_P) \). In DLTS, the capacitance transient during return to steady-state \( (C_0) \) is sampled at two points in time, \( t_1 \) and \( t_2 \).

In order to explain the changes in the diode capacitance, the depletion region must be considered. Figure 4.4 illustrates the effects on the SCR at three stages during the biasing sequence. Initially, the diode is under a quiescent reverse bias, \( (a) \), and the resulting depletion width is denoted by \( W_R \). However, the width of the region directly beneath the metal/semiconductor interface containing empty traps is not necessarily equal to the width of the space-charge region. In reality, the states below the Fermi level are full and those that lie above are empty, which suggests that there could be deep levels within the depletion region which are occupied by electrons, depending on the position of the trap level and the Fermi level within the bandgap. This is illustrated in Figure 4.5 and the region within the SCR containing levels occupied by electrons is denoted by \( \lambda \).
Figure 4.4: Energy-band diagram and schematic of a Schottky diode showing the depletion region and filled/empty traps under (a) quiescent reverse bias $V_R$ ($t > 0$) (b) a carrier injection (fill) pulse of $V_P$ and (c) return to original quiescent reverse bias $V_R$. The region probed during the DLTS experiment is indicated by ‘X’. The dark and open circles represent occupied and vacant states, respectively. The carrier pulse indicates the movement of electrons.

Figure 4.5: Energy-band diagram of an $n$-type Schottky diode showing the region within the depletion region containing occupied states, as denoted by $\lambda$, under (a) a filling pulse of $V_R < V_{FP} < 0$, such as in Figure 4.2(b) and (b) a reverse bias of $V_R$, with a Fermi level of $E_{Fm}$. It can be seen that in both cases, the region $\lambda$ is the same, as it is independent of the bias applied. The region probed during the DLTS experiment is denoted by X.
The region of occupied levels, $\lambda$, is independent of the applied bias and is given by

$$\lambda = \sqrt{\frac{2\varepsilon_s (E_F - E_T)}{q^2 (N_D - N_A)}} \approx \sqrt{\frac{2\varepsilon_s (E_F - E_T)}{q^2 N_D}}$$

for $N_D \gg N_A$. \hspace{1cm} 4.11

The application of a forward bias pulse ($V_p$) allows majority carriers, in this case electrons, to be introduced into the SCR, where they are captured, as shown in Figure 4.4 (b). Returning the bias back to $V_R$ momentarily reduces the depletion capacitance to below the steady-state value of $C_0$. The deep levels are no longer in thermal equilibrium and the electrons are thermally emitted back to the conduction band over time, which is displayed in Figure 4.4 (c). During this process, the diode capacitance returns to its steady-state value $C_0$, as represented by the capacitance transient in Figure 4.3. The transient displayed in Figure 4.3 is a result of majority carrier emission. The transient for minority carrier emission is the opposite of the one in Figure 4.3. This is because during the return to equilibrium, the minority carrier traps emit their carriers, similar to the situation for majority carrier traps. For an $n$-type semiconductor, the minority carriers are holes. By emitting a hole to the valence band, the charge state of a minority carrier trap changes from being neutral, to being negatively charged. The time-dependent exponential transient for a minority carrier emission process is displayed in Figure 4.6. Transient A is similar to that in Figure 4.3 and is a result of emission from majority carrier traps. The steady-state capacitance is denoted by $C_0$, where the traps have emitted their carriers and the total charge in the depletion region is equal to the ionised donor concentration. Transient B is representative of minority carrier emission, where the minority carrier traps emit their carriers and the depletion region gradually becomes more negative. The total charge in the depletion region at steady-state is equal to $N_D - N_T$ and the capacitance falls to $C_Z$. It is also apparent from Figure 4.6 that at $t = 0$, the capacitance for transient A is equal to $C_Z$, because at this point, the majority carrier traps are occupied by electrons.
The capacitance transients considered are the essence of TSCAP and DLTS. This section will build on the emission and capture kinetics from defects, which have been considered in Chapter 2 in order to describe the principles behind DLTS.

The capacitance of a Schottky diode with an area $A$ is given by

$$C = A \sqrt{\frac{q \varepsilon_s N_w}{2(V_{bi} - V)}} = A \sqrt{\frac{q \varepsilon_s}{2(V_{bi} - V)}} \sqrt{\frac{N_w}{N_d}}$$

where $N_w$ is the ionised impurity density in the space-charge region. For an $n$-type Schottky diode, the ionised donor atoms are positively charged and the deep levels occupied by electrons are negatively charged. Therefore, the total ionised impurity density is given by $N_w = N_D^- - n_T^+$, where $n_T$ is the steady state trap density\(^1\).

Substituting this into equation 4.12 gives

$$C = A \sqrt{\frac{q \varepsilon_s}{2(V_{bi} - V)}} \sqrt{N_D^- - n_T(t)} = A \sqrt{\frac{q \varepsilon_s N_D}{2(V_{bi} - V)}} \sqrt{1 - \frac{n_T(t)}{N_D}} = C_0 \sqrt{1 - \frac{n_T(t)}{N_D}}$$

This can be approximated using the first-order expansion to give

$$C \approx C_0 \left(1 - \frac{n_T(t)}{2N_D}\right)$$

---

\(^1\) The steady state trap density was discussed in Chapter 2, section 2.2.3, where it was denoted by $f_t$ for clarity and to avoid confusion between the terms $n$ (electron density) and $n_T$ (trap density).
Substituting equation 2.25 in Chapter 2, which provides the time-dependency of \( n_e(t) \) for emission, into equation 4.14 results in an exponential time-dependent equation for the diode capacitance transient

\[
C(t) = C_0 \left[ 1 - \left( \frac{n_e(0)}{2N_D} \right) \exp \left( \frac{-t}{\tau_e} \right) \right]
\]

4.15

where \( \tau_e \) is the emission time constant, as discussed in Chapter 2. Equation 4.15 represents the capacitance transient from \( t = 0 \), but just before any emission takes place, until steady-state capacitance \( (C_0) \) is reached, as displayed in Figure 4.3.

In DLTS, the capacitance transient represented by equation 4.15 is sampled at two points in time, \( t = t_1 \) and \( t = t_2 \). The DLTS signal, at any one temperature is equal to the difference between the capacitance at \( t_1 \) and at \( t_2 \)

\[
\delta C = C(t_1) - C(t_2)
\]

4.16

In a DLTS measurement, the sample is periodically pulsed between \( V_R \) and \( V_P \) as discussed previously and illustrated in Figure 4.3, whilst the sample temperature is increased or decreased over a given range. The resulting DLTS peak is dependent upon the nature of the capacitance transient at any given temperature, as illustrated in Figure 4.7.

The expression for the DLTS signal can be obtained by substituting the expression for capacitance at \( t_1 \) and \( t_2 \) using equation 4.15 into equation 4.16

\[
\delta C = C(t_1) - C(t_2) = C_0 \frac{n_e(0)}{2N_D} \left[ \exp \left( \frac{-t_2}{\tau_e} \right) - \exp \left( \frac{-t_1}{\tau_e} \right) \right]
\]

4.17
The maximum point in the DLTS curve, or $\delta C_{\text{max}}$, can be obtained by differentiating equation 4.17 with respect to the emission time constant $\tau_e$ and setting $d(\delta C)/d\tau_e$ to equal zero. The maximum value of the time constant $\tau_e(\text{max})$ is then given by

$$\tau_e(\text{max}) = \frac{t_2 - t_1}{\ln(t_2/t_1)}$$

Therefore, the maximum emission rate, $e_n(\text{max})$ is given by

$$e_n(\text{max}) = \tau_e^{-1}(\text{max}) = \frac{\ln(t_2/t_1)}{t_2 - t_1}$$

A DLTS system is designed such that it only responds when a transient occurs within a certain rate window. This is achieved by passing the transient signal through a double boxcar and setting the gates $t_1$ and $t_2$ so that the system can respond to trap emission rates which occur within a set rate window. The signal to noise ratio is proportional to the square root of the gate width. Therefore, in practice the gate width must be wide enough in order to maximise the signal to noise ratio. For correct notation, $t_1$ and $t_2$ must
be written as \((t_1 + \Delta t)\) and \((t_2 + \Delta t)\) respectively. However, setting the gate width too wide can decrease the accuracy of the measurement. Typically in DLTS, the gates are set so that \((t_2 / t_1)\) is a constant. Not only does this allow for easier data processing, but it also results in peaks which are of similar shapes, when alternate rate windows are employed.

In reality the capacitance transient is distorted by noise and the hardware is designed to extract the transient. The capacitance transient \(C(t)\) is multiplied by a weighting function \(w(t)\) and the resulting product is averaged using a filter. Investigations by several groups indicate that the double boxcar method with relatively narrow gate widths and sufficient periods between consecutive pulses must be used for optimum resolution in DLTS measurements\(^2\).

### 4.3.1 Trap activation energy

To obtain the level of a trap within the bandgap, the DLTS experiment is repeated with different rate windows, as shown in Figure 4.8. For each new spectrum, the temperature of the peak position is obtained. This corresponds to the temperature at which \(e_{\text{n(\text{max})}}\) occurs. Using the emission rates and the corresponding temperatures, an Arrhenius plot is constructed by plotting \(\ln(e/T^2)\) on the \(y\)-axis and \(1000/T\) on the \(x\)-axis.

The difference in energy between the trap level and the conduction or valence band \((E_c - E_v\) or \(E_t - E_v\)) is typically referred to as the trap activation energy, \(E_A\). It is obtained from the slope of the \(\ln(e/T^2)\) vs \(1000/T\) plot. However, the value derived from the slope is not strictly equal to \(E_c - E_t\) or \(E_t - E_v\). During DLTS measurements a change in Gibbs free energy, \(\Delta G_{n,p}\), occurs for the thermally activated process in exciting an electron (hole) from the deep level to the conduction (valence) band.
Figure 4.8: DLTS spectra recorded using different settings of $t_1$ and $t_2$, resulting in different rate windows. In each case $t_1 / t_2$ is the same value. The peak positions are used together with the emission rates to construct an Arrhenius plot. The gradient is equal to the enthalpy change involved in carrier emission from a trap to the conduction or valence band. After Lang4.

The electron (hole) emission rate from a deep level is related to its capture cross section by equation 2.18 (2.19). This relationship is repeated here for electrons

$$e_n = \sigma_n \nu N_c \exp\left[\frac{-(E_c - E_t)}{kT}\right]$$ \hspace{1cm} 4.20

Substituting $E_c - E_t$ for the Gibbs free energy gives

$$e_n = \sigma_n \nu N_c \exp\left[\frac{-\Delta G}{kT}\right]$$ \hspace{1cm} 4.21

From thermodynamics, the Gibbs free energy is related to enthalpy, $H$, and entropy, $S$, by the equation

$$\Delta G = \Delta H - T \Delta S$$ \hspace{1cm} 4.22

Substituting equation 4.22 into 4.21 gives the following relationship for the electron emission rate

$$e_n = \sigma_n \nu N_c e^{\frac{\Delta S}{kT}} e^{\frac{\Delta H}{kT}}$$ \hspace{1cm} 4.23

The slope of the $ln(e/T^2)$ vs 1000/T Arrhenius plot is equal to ($-\Delta H /k$), which is globally referred to as the trap activation energy and values are typically quoted as
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$E_c - E_t$ or $E_t - E_v$. However, $\Delta H$ is not strictly equal to the energy spacing between the trap level and the conduction or valence band edge.

It is possible to derive the capture cross section of the trap from the intercept on the $\ln(e/T^2)$ axis. However, cross sections obtained by this method can be incorrect by a factor of 50. For accurate values, the capture cross sections must be measured experimentally. This is because the entropy term, $\Delta S$, is based on the degeneracy of the trap when occupied and unoccupied by an electron and is not well known for deep levels. Furthermore, the capture cross section can be temperature dependent, which is not accounted for by values derived using the intercept on the $\ln(e/T^2)$ axis.

### 4.3.2 Trap density

DLTS is commonly used to obtain the trap concentration within the region probed during the measurement.

At $t = 0$, $n_T(t) \approx N_T$, using equation 2.25 in Chapter 2. Substituting this into equation 4.16, gives an expression for the DLTS signal in terms of the total trap density

$$\delta C_{\text{max}} = \frac{C_0 N_T}{2N_D} \left[ \exp \left( \frac{-t_2}{\tau_{\text{max}}} \right) - \exp \left( \frac{-t_1}{\tau_{\text{max}}} \right) \right]$$

Equation 4.24 can be rearranged to obtain $N_T$

$$N_T = 2N_D \frac{\delta C_{\text{max}}}{C_0} \left[ \exp \left( \frac{-t_2}{\tau_{\text{max}}} \right) - \exp \left( \frac{-t_1}{\tau_{\text{max}}} \right) \right]^{-1}$$

A more accurate representation of the trap density can be achieved by including the effect of $\lambda$ in the equations. This level of accuracy is not required in the analysis and equation 4.21 is sufficient for this work. The effect of $\lambda$ should be considered when the region probed is comparable to the Debye length, such as during depth profiling measurements (section 4.3.3).

In order to determine the trap density from a given DLTS peak, the steady-state capacitance $C_0$ and the ionised donor impurity density must be obtained from the $C-V$ characteristics. These values are typically obtained from the $C-V$ characteristics recorded at room temperature.
4.3.3 Deep level spatial profiling

It can be seen from Figures 4.4 and 4.5 that it is possible to measure the trap density within a specific region of the semiconductor beneath the metal/semiconductor interface, by selecting appropriate values of reverse bias and fill pulse using the $C-V$ characteristics of the diode together with the depth vs voltage characteristics.

![Figure 4.9: Schematic representation of the deep level spatial profiling method. Predetermined values of reverse bias and fill pulse are chosen to probe specific regions within the semiconductor.](image)

For example, to determine the trap density in the region labelled ‘B’ in Figure 4.8, the reverse bias and fill pulse applied would have to be $V_2$ and $V_1$, respectively. From the depth vs voltage characteristics, it is possible to determine the value of reverse bias required to create a depletion region that would extend to the B/C interface in Figure 4.8. Similarly, an appropriate fill pulse can be determined, which would bring the depletion region to the A/B interface.

In order to obtain the trap density in a given region of semiconductor, the ionised donor impurity density and the steady-state capacitance values must be entered into equation 4.25, together with the maximum value of the DLTS signal, $\delta C_{\text{max}}$.

By measuring the trap density in several regions of the semiconductor, it is possible to determine whether the trap density is increasing or decreasing into the bulk. The accuracy of the measurement can be enhanced by ensuring that region probed in any one measurement is far greater than the Debye length, which was discussed in Section 4.1.2. Another potential drawback to this method is the fact that the potential difference between the reverse bias and fill pulse are, in reality, not the same for each region. In other words, it is likely that some emitted carriers will experience a far greater acceleration towards the surface than others, depending on the required biases for the experiment.

If the quasi neutral region effects are significant, a more accurate method of spatial profiling of the $(V_2 - V_1)$ region is by subtracting the trap concentration in the region $(V_1 - V_0)$ from $(V_2 - V_0)$. This method is referred to as Double DLTS (DDLTS)\(^9\).
4.4 Laplace deep level transient spectroscopy

Different weighting functions have been employed by several groups in order to improve the time constant resolution of DLTS. However, DLTS inherently results in broad peaks due to the nature of how the peak is obtained. Even a perfect defect state with a single time constant will result in a relatively broad spectrum. The problem is intensified when the technique is applied to more complex defect structures, with multiple closely spaced exponentials. Until now, no significant improvements have been made to the resolution of DLTS in extracting transient time constants.

Digital methods and mathematical algorithms have been employed by several groups in order to improve the time-constant resolution of the DLTS technique. These methods include a method of moments and a numerical inverse Laplace transform. In digital methods, the baseline must be subtracted from the measured transient to eliminate any dc drift and to avoid large contributions to the integrals used. The baseline is the value of the signal at \( t = 0 \). In other words, to obtain accurate solutions from the algorithms employed, it is vital that only the transient is considered in its entirety, from \( t = 0 \), until it becomes sufficiently level. This is also essential in Laplace DLTS.

Digital schemes are typically based on the assumption that the DLTS signal is made up of a sum of exponential decays

\[
\delta C(t) = \sum_{i}^{n} C_i e^{-t/\tau_i}
\]

where \( \tau_i \) are the temperature dependent emission time-constants. It must be noted that the actual correlator output is the DLTS signal multiplied by a weighting function, as discussed previously. However, for simplicity, the DLTS signal will be denoted by \( \delta C(t) \).

The inverse Laplace transform of equation 4.26 can be represented by

\[
C(t) = \int_{0}^{\infty} F(s)e^{-st} ds
\]

where \( C(t) \) is the time-dependent transient and \( F(s) \) is the spectral density function. Equation 4.27 states that the Laplace transform of \( F(s) \) is equal to the recorded
capacitance transient. Therefore, the spectral density function must be obtained by performing an inverse Laplace transform.

However, for a problem to be well-posed mathematically, it must have certain properties, as defined by Hadamard; (i) a solution must exist, (ii) the solution must be unique and (iii) the solution must continually depend on the data, in some reasonable topology\textsuperscript{11,12}. The process of extracting multiple closely spaced exponentials can yield infinite solutions and is not a well-posed problem. Furthermore, the transients studied are typically corrupted by noise and have an unknown baseline, as discussed previously. Such ill-posed problems are approached by using regularisation methods and possibly the most common scheme is the Tikhonov regularisation method\textsuperscript{13,14}. For this reason, the Laplace DLTS (LDLTS) technique is often referred to as high resolution DLTS (HR-DLTS), as the result is not derived by an inverse Laplace transform only. However, the initial methods used a Laplace transform and the term LDLTS is currently used to describe the technique.

Figure 4.10 illustrates the application of Laplace DLTS to separate closely spaced exponentials. The broad DLTS spectrum centred at 260K in the inset was associated with the gold-hydrogen and the gold acceptor levels in silicon. The LDLTS measurements carried out at 260K show that two separate emissions are present at this temperature. This supports the previous discussion that the resolution of conventional DLTS is not sensitive enough for closely separated exponentials.

![Figure 4.10: The broad DLTS spectrum in the inset was associated with the gold acceptor and the gold-hydrogen level. The Laplace DLTS recorded at 260K shows two separate emissions, which shows that the original DLTS spectrum consists of more than one emission. After Deixler et al\textsuperscript{15}.](image-url)
In Laplace DLTS, the sample is held at a fixed temperature and several thousand transients are typically recorded to minimise noise and generally the signal to noise ratio should ideally be in the order of $10^3$ for reliable results. The sampling rate and the total number of samples per scan must be selected prior to the measurement. In practice, the sampling rate used must be relatively low to avoid distorting the signal due to the slower response time of the capacitance meter, which acts as a low-pass filter. Once the transients are recorded and averaged, the software employs three mathematical algorithms which are based on the Tikhonov regularisation method to extract the time-constants and hence the emission rates. These algorithms are called CONTIN, FTIKREG and FLOG. In practice, it is beneficial to use all three and compare the results to ensure that the emission rates observed are reliable.

It is also possible to use LDLTS to obtain the activation energy of a trap. In this case, the measurement temperature must be incremented in small steps of about 2K and the LDLTS measurement is then carried out at each new temperature. As the carrier emission from traps is temperature dependent, the emission rates are observed to increase with temperature, from which an Arrhenius plot can be constructed to obtain the trap activation energy, as discussed in section 4.3.1. This method tends to be more accurate than DLTS, which has an error of 50 meV.

4.5 System setup

The setup of the DLTS and LDLTS equipment is shown in Figure 4.11. The sample is mounted inside a vertical-mount high temperature (700K) cryostat. The measurements are performed under vacuum (~$10^{-4}$ mbar) and the cryostat is cooled by a constant-flow helium compressor. The temperature inside the cryostat is controlled using a temperature controller. The capacitance of the diode is measured by the Boonton capacitance meter.
Figure 4.11: Typical system setup required for DLTS and Laplace DLTS measurements.

4.6 Summary

The DLTS measurement probes the space-charge region of a Schottky or p-n junction diode under reverse bias. The capacitance transient due to emission from deep levels is monitored at two instances in time, whilst the sample temperature is ramped or cooled. The difference between the two capacitance values gives rise to the DLTS signal.

In contrast, the sample is held at a fixed temperature during Laplace DLTS and several thousand transients are recorded. The emission rates are extracted through complex algorithms and the time constant resolution is enhanced.
4.7 References

Chapter 5

Review of deep level transient spectroscopy of extended defects in silicon and gallium nitride

In this chapter deep level transient spectroscopy (DLTS) of extended defects in silicon and gallium nitride are considered. A general overview of band edge modification associated with extended defects and the resulting capture and emission kinetics are presented. The structural properties of point and extended defects in gallium nitride and silicon were discussed in Chapter 3. This chapter provides a summary of relevant DLTS results from silicon containing dislocations and from n-type gallium nitride.

5.1 Deep level transient spectroscopy of extended defects

In this section, the general characteristics of DLTS spectra that arise from the presence of extended defects are discussed.

At dislocations, the electrical activity is often due to the atomic structure of the dislocation (such as kinks), which are referred to as bandlike states, in addition to the localised states of impurities decorating\(^1\) the dislocation. The total density of deep states \(N(E)\) is given by the sum of the localised and bandlike states\(^1\). Therefore, it is of importance that the point defect densities are well-controlled. In a DLTS measurement the signal amplitude is determined by the trap concentration within the region probed. This is described in chapter 4. It was shown in sections 2.2.1 and 2.2.2 of Chapter 2 that the capture and emission from ideal point defects obey a linear relationship with the trap occupancy, \(f_n\) or \(f_p\). However, for extended defects, the Coulomb repulsion due to the charged dislocation has an effect on the capture and emission kinetics. The line charge at a dislocation has an associated local band-bending, which results in a barrier for subsequent capture, as illustrated in Figure 5.1. The deep level of a neutral dislocation is denoted by \(E_d^{(0)}\) and lies slightly below midgap. Once the bandlike states become

---

\(^1\)The term 'decoration' refers to impurities which have segregated to the dislocation core.
occupied by charge-carriers (electrons in Figure 5.1), the deep level associated with the dislocation is shifted to $E_d^{(n^+)}$, where $n$ denotes the number of occupied states. The conduction band is raised by $\delta E_c$, which is expressed as

$$\delta E_c = \frac{Q}{2\pi \varepsilon_s} \left[ \ln \left( \frac{\lambda_D Q}{q} \right) - 0.5 \right]$$  \hspace{1cm} 5.1$$

where $Q$ is the uniform line charge of the dislocation per unit length, $\varepsilon_s$ is the semiconductor permittivity, and $\lambda_D$ is the Debye length. Equation 5.1 shows that the amount of band-bending has a strong dependence on the amount of charge present at the dislocation.

![Figure 5.1: Band diagrams associated with (a) a neutral (i.e. unoccupied) and (b) charged dislocation in an n-type semiconductor. The line charge of the dislocation results in local band-bending and a barrier for subsequent electron capture.](image)

The band-bending, $\delta E_c$, can be approximated to $\delta E_c = \alpha f$, where $\alpha$ is a constant and $f$ is the fractional occupancy of the bandlike states. The following expressions for the capture and emission rates at dislocations are those outlined by Schröter et al.\(^1\),\(^3\),\(^4\).

The capture rate, $r_c$, at extended defects in $n$-type material is given by

$$r_c = \sigma_n v_n n (1 - f) \exp \left[ \frac{-\delta E_c}{kT} \right]$$  \hspace{1cm} 5.2$$

The emission rate, $r_e$, at extended defects is dependent on the quasi-Fermi level, $E_{qF}$, the density of point defects, $N_d$, the total density of deep states, $N(E)$ and the emission time constant, $e_n$ in the following relationship
where $F_T$ is the total occupation of deep levels.

It was shown by Grillot et al.\(^5\) that the trap concentration, which is determined by the DLTS signal amplitude, is proportional to the logarithm of the fill pulse duration, $t_p$ and is given by

$$n_T(t_p) = \sigma v_{th} n_T r_T \ln\left(\frac{t_p}{\tau}\right)$$

where $n_T$ is the trap occupancy, $\sigma$ is the trap capture cross-section, $v_{th}$ is the thermal velocity of the carriers, and $\tau$ is the time required for the Coulombic barrier to evolve.

This relationship can be detected by plotting $\ln\left[\frac{(dC_{oo} - dC(t_p))}{C_{oo}}\right]$ as a function of $t_p$, where $dC_{oo}$ is the maximum DLTS signal when the deep levels are saturated and $C(t_p)$ is the DLTS signal height at a given fill pulse duration, which is below the value required to saturate the deep levels. If the emission detected is from point defects, then the plot will result in a linear relationship. Therefore, any deviation from a linear relationship is an indication that emission is occurring from extended defect structures. The logarithmic filling law is considered to be the only feature which is accepted as a fingerprint of an extended defect\(^6\).

Schröter et al. have developed computer simulations to model the behaviour of the DLTS spectra from extended defects with variations in the fill pulse duration during the measurement\(^1,3\). It was discussed above that a variation in fill pulse length affects the amount of local band-bending at the dislocation, leading to modified capture and emission rates. Experimental results and simulations indicate that DLTS of extended defects often exhibit line broadening with increasing fill pulse duration during a deep level measurement. This is typically more exaggerated on the lower temperature side of the peak detected, whereas the high temperature sides of the peaks are observed to overlap\(^1,3\). The line broadening coincides with a shift of the peak position to lower temperatures.
5.2 DLTS of dislocations in silicon

The materials characterised in this work are both $n$-type samples containing OISFs and $p$-type silicon containing oxygen-locked dislocations (O-LD). Therefore, it is of significance to discuss extended defect related levels in the literature. The first part of this section will provide an overview of dislocation-related DLTS results from $n$- and $p$-type Si. This is followed by electrical activity specific to OISFs. The last section considers oxygen related levels in $p$-type Si.

It has been widely reported that plastic deformation of semiconductor crystals results in deep levels within the bandgap. Extensive research has been carried out in order to determine whether the deep levels observed are due to the dislocations themselves, or due to point defects such as impurities at the core of dislocations. The DLTS spectra of both $n$- and $p$-type Si containing dislocations are complex and result in numerous peaks, some of which are broad in nature and are likely to consist of more than one level.

Kimerling and Patel were one of the first to report deep levels related to dislocations in $p$-type and $n$-type silicon using capacitance transient spectroscopy (CTS). This was followed by the study of carrier capture dynamics at dislocations using DLTS, carried out by Kveder et al. In both studies, Schottky diodes fabricated on $n$- and $p$-type Si were characterised after plastic deformation at 750-770°C and 680-700°C. The CTS and DLTS measurements were carried out before and after the plastically deformed samples were annealed. The spectra reported by Kveder et al. and Kimerling and Patel for $n$-type Si are displayed in Figure 3.6. The figure aims to portray the effects of annealing on dislocation related levels. The amplitudes are not exact and the peak positions are an indication only. The peaks displayed are due to majority carrier (electron) traps.

Spectra $A$ and $B$ (solid lines) are those reported by Kveder et al. of plastically deformed $n$-Si before and after a 20 min anneal at 780°C, respectively. Spectrum $C$ (dashed) corresponds to the CTS results obtained by Kimerling and Patel after a 1hr anneal at 700°C. The effects of a further 1hr anneal at 800°C and an additional 1hr anneal at 900°C are represented by spectrum $D$ (dashed). According to Kimerling and Patel, no further change to the spectrum was observed after a subsequent 1hr anneal at 1000°C.

The CTS spectrum of the deformed sample before annealing (not displayed) shows a broad peak due to an electron trap 0.68 eV below the conduction band edge. This level was found to move closer to the conduction band (to $E_c - 0.63$ eV), upon an increase in the amount of $n$-type doping from $5 \times 10^{13}$ cm$^{-3}$ to $\sim 10^{15}$ cm$^{-3}$. 
It can be seen in Figure 5.2 that the four electron traps shown in spectrum C at 0.28, 0.41, 0.48 and 0.63 eV below the conduction band edge disappear after an additional 1hr anneal at 900°C. The resulting spectrum, as shown in D, reveals one dominant peak, with a corresponding level at $E_c - 0.38$ eV. Kimerling and Patel suggest that the deformation of silicon introduces deep levels into the Si bandgap, possibly due to acceptor-like “dangling bonds”. The disappearance of most levels is proposed to be due to the reconstruction of these bonds.

![Figure 5.2: DLTS of plastically deformed n-type silicon before (spectra A and C) and after (spectra B and D) annealing. After Kveder et al. and Kimmerling and Patel.](image)

The broad peak in the ~ 170 – 280K region of spectrum A was reportedly made up of three levels, E(0.33-0.36 eV), E(0.48-0.51 eV) and E(0.58-0.60 eV). The range of activation energies for each level was discussed by Kveder et al. in terms of the logarithmic time dependence for the capture process. This is also applicable to the E(0.24 – 0.26 eV) level, emitting at ~ 150K in spectrum A. The fill pulse dependency of the deep level occupation in extended defects was discussed in section 5.1. The broadening of the DLTS spectra are explained by considering the Coulomb potential, $\Phi$, which builds up around the dislocations due to additional electrons (or holes in the case of p-type samples) in a multi-state system, containing many closely-spaced electron states. The authors argue that the potential $\Phi$ at the dislocation varies during the emission process, which may result in multiple exponentials within a single capacitance transient.

Following the notation of Omling et al., the dominant peak in n-type plastically deformed silicon which remains after annealing is commonly referred to as the C-line.
Following this notation, the E(0.18-0.19 eV), E(0.28-0.29 eV) and E(0.54 eV) levels are labelled the A, B and D lines, respectively. Unlike Kveder et al, Omling et al. did not observe fill pulse dependency of the activation energy for the A, B and D lines. These levels were reportedly associated with point defects in the vicinity of dislocations, because of their dependence on the amount of deformation. In particular, the D-line was reported to be in low concentration for low dislocation densities, especially for straight type dislocations.

Studies by Knobloch et al. on silicon containing clean 60 degree dislocations revealed only one electron trap E(0.28 eV), which the authors associated with the B-line. The silicon used for this work was grown on silicon germanium (Si$_{0.98}$Ge$_{0.02}$) by chemical vapour deposition (CVD). In contrast to results provided by Omling et al, Knobloch et al. have shown that the trap density of the B-line does not increase with increasing dislocation density. This is further supported by the work of Cavalcoli et al.

Omling et al showed that the C-line, E(0.37 – 0.39 eV) in Figure 5.2, is made up of two levels, labelled C$_1$ and C$_2$. These levels are reported to be dependent on the annealing and deformation methods, but stable up to 900°C. However, the C$_1$ level was not observed in n-type silicon containing clean 60 degree dislocations studied by Knobloch et al.

Two other samples investigated by Knobloch et al. were contaminated by gold implantation and subjected to rapid thermal annealing (RTA). The impurity densities were reported to be $10^4$-$10^5$ cm$^{-1}$ in one sample and $>10^6$ in another, and two additional electron traps were observed in these samples, labelled MF-E2 and MF-E3. The level of MF-E3 was found to be in the range 0.39 and 0.52 eV below the conduction band edge, and displayed line-broadening on the lower temperature side of the spectrum with increasing fill pulse length. The authors associate this level (MF-E3) with the C$_1$ level observed previously by other groups. The trap density of this level was observed to increase deeper into the sample, which follows the profile of the dislocation density in the Si epilayer, with a maximum at the Si - Si$_{0.98}$Ge$_{0.02}$ interface. Furthermore, it was shown by electron-beam-induced current (EBIC) measurements that the DLTS peak height (and hence the trap density) of the C-line is much larger in the regions which were observed to have a higher dislocation density. This supports the notion that the C-line is dislocation related.

Certain similarities exist in the results reported by Kveder et al. and Kimmerling and Patel on p-type Si. Both groups report more levels in p-type silicon than in n-type material. Kveder et al. have observed five levels due to hole traps, H$_1$(0.25 eV), H$_2$(0.39
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H₃(0.40 eV), H₄(0.47 eV) and H₅(0.67 eV). Furthermore, in both studies, DLTS of the p-type material after annealing produces a broad peak, also centred at around H(~0.35 eV), which is commonly referred to as the F-line. Kveder et al. suggest that the levels observed may be due to the dislocations themselves (arising from localised levels at the dislocation core), or possibly due to point defect clouds surrounding the dislocation. The annealing effects are difficult to compare to the previous work of Kimmerling and Patel, as the annealing temperatures and durations were different in the two studies.

The thermal stability of the broad peak centred at H(~0.35 eV), the F-line, in plastically deformed p-type silicon was investigated by Ono and Sumino. This level was observed upon deformation at 750°C in samples with different dislocation densities of 7.6×10⁶ cm⁻², 4×10⁷ cm⁻² and 1.4×10⁸ cm⁻². The peak height was found to be proportional to the dislocation density, whilst two other levels H(0.24 eV) and H(0.56 eV) only displayed a slight increase with larger amount of dislocations. Upon annealing at 900°C, the peak heights (and hence the trap density) of all three levels appeared to decrease. In an earlier study, Lemke detected the F-line as a result of deformation at 1000°C. This suggests that the F-line could be reduced upon annealing if it is formed by deformation at lower temperatures. These results suggest that the F-line is strongly dependent on deformation and annealing methods.

Dislocation-impurity interactions give rise to an inhomogeneous distribution of impurities, which result in the spatial variation of the electrical properties of materials. The electrical properties often follow the dislocation distribution in the crystal. The DLTS of plastically deformed n-type and p-type silicon is complex, but a general trend is visible. In both n-Si and p-Si, multiple peaks are detected in the initial DLTS spectra. Upon high temperature annealing, the DLTS spectrum displays a broad peak, which is centred around ~Eᵥ - (0.37 - 0.38)eV (the C-line) and around ~Eᵥ + 0.35 eV (the F-line) for n-type and p-type silicon, respectively.

It is possible to distinguish between point and extended defect related emission by observing the capture properties of the deep levels as a function of the fill pulse duration, as reported by Kveder et al.

It is evident that DLTS results on silicon containing dislocations vary significantly. Considerable work was carried out in the late 80s and 90s by various groups, including Lahiji et al., Peaker et al., Kaniewska et al. and Qian et al. to determine the effects of contamination on dislocation related deep levels. The findings suggest that the impurity decoration of extended defects is the main cause for electrical activity and
account for the variation observed in the literature. This is discussed in more detail in the following section, because the work was carried out primarily on oxidation-induced stacking faults (OISF). However, OISFs are a type of dislocation and the results are equally applicable to plastically deformed silicon.

5.2.1 OISF related deep levels in n-type silicon

Before commercial fabrication methods had been improved to successfully produce defect-free devices, the presence of dislocations and stacking faults were detrimental to device performance. It has been reported by Varker and Ravi that oxidation-induced stacking faults in p-n junction diodes lead to excess leakage currents\textsuperscript{19}. Kolbesen et al. showed a correlation between stacking fault density and leakage currents in MOS power devices\textsuperscript{20}.

Kawado\textsuperscript{21} reported EBIC studies of silicon containing oxygen-induced stacking faults. The OISF samples were fabricated by thermal oxidation at 1150°C between 1 and 5 hours in a dry oxygen atmosphere, after which the oxide was removed in order to deposit the Schottky contacts. The EBIC images reveal dark spots, which have been shown to correspond to the ends of line etch grooves. The author concludes that the Frank partial dislocations act as recombination centres, resulting in a decrease in the EBIC signal. The earlier work of Kimmerling et al. showed that the stacking fault plane itself also exhibits EBIC contrast\textsuperscript{22}. Castaldini et al. reported through infrared beam induced current (IRBIC) that electrical activity occurs along the stacking fault, as well as at the Frank partials\textsuperscript{23}.

The effect of gold and platinum on the electrical behaviour of OISF's in n-type silicon has been reported by Peaker et al\textsuperscript{16}. The authors studied clean (not intentionally contaminated), platinum diffused and gold diffused samples, all of which were damaged at the surface and oxidized at 1050°C to form OISF's, with concentrations ranging from 2×10\textsuperscript{6} to 5×10\textsuperscript{7} cm\textsuperscript{-2}, with average stacking fault lengths of 4μm. The diffusions were carried out in a nitrogen atmosphere at 700°C and 750°C for platinum and at 700°C, 750°C and 800°C for gold, with diffusion times varying between 5 and 30 minutes to create low levels of metal contamination. The sample containing clean OISF's produced a broad peak with an activation energy of 415 meV. The amplitude of this level was found to increase with stacking fault density. The authors note that this behaviour is similar to that of the C-line as reported by Omling et al. (section 3.1.2). The platinum and gold diffused samples produce deep acceptor levels at 227 meV and 560 meV below the conduction band, respectively. The clean (undecorated) stacking faults
displayed point defect like behaviour with a large capture cross-section of $1.7 \times 10^{-14}$ cm$^2$, whereas the capture process for decorated stacking faults displayed a logarithmic dependence on the filling time. At low decoration levels (samples with lower diffusion temperatures) the activation energy was found to increase with the level of metal contamination. The authors proposed that the metal impurities decorate the Frank partial dislocations and give rise to electrical activity. In samples which have undergone metal diffusion at higher temperatures to produce a larger metal concentration, the activation energies related to the metal contamination were reported to decrease with increasing impurity concentration. The authors note that the logarithmic capture behaviour of dislocations in silicon, as previously reported by other groups, may have been due to unintentional contamination, since their clean OISF samples displayed exponential capture properties that are characteristic of point defects.

The behaviour of the gold acceptor level in silicon is intriguing, as it was reported to have a different electrically active state depending on whether the diffusion is carried out at low-temperature (below 850°C) or at high-temperature (above 850°C). The level related to low temperature diffusion was found to anneal out at low temperatures, whereas the level due to high temperature gold diffusion is difficult to anneal\textsuperscript{24,25}. However, Kaniewska et al. have shown that the presence of OISFs stabilise the Au-level, whereby gold diffused at 800°C (in the lower diffusion temperature range) produces a level which is characteristic of Au diffused above 850°C\textsuperscript{17}.

The increase in activation energy upon metal contamination was also observed by Qian et al.\textsuperscript{18}. The DLTS spectra of nominally clean, Au- and Cu-decorated stacking fault samples show that the effect of metal decoration results in a shift of the DLTS spectrum towards higher temperatures. The capture properties of the decorated levels were also observed to be dependent on the fill pulse length. The activation energies for both the Au- and Cu-decorated levels were observed to decrease steadily when the fill pulse was increased from 0.01 to 15 seconds. The reported levels were 480-570 meV and 465-573 meV for the levels due to Cu- and Au-decorated stacking faults, respectively. This is in support of the finding that the capture properties of levels due to decorated stacking faults have a logarithmic dependency on the fill pulse duration, as reported by Peaker et al\textsuperscript{16}. The diffusions were carried out in a nitrogen atmosphere for 30 minutes at 750°C. The observed shift of the levels towards midgap due to Cu- and Au-decoration agree with the results presented by Peaker et al\textsuperscript{16} in the lower diffusion temperature range.
Significant properties of OISF-related levels have been presented by Kaniewski et al.\textsuperscript{26}. By applying the technique of spatial profiling by DLTS\textsuperscript{ii}, they showed that the broad peak occurring in the region of $\sim$130-250K, which is initially observed upon using a reverse bias of -6V, can actually be resolved into much narrower peaks. Three peaks were reported in this region; E($\sim$160K), E($\sim$215K) and E($\sim$230K). Trap concentration measurements as a function of depth have indicated that the E($\sim$160K) level is associated with the Frank partials bounding the stacking fault, as the trap concentration for this level is observed to follow the depth profile of the Frank partial dislocation density. It is proposed that the electrical activity associated with the E($\sim$160K) level is not due to the stacking fault itself. Furthermore, a point defect-like peak is reported to occur at $\sim$290K, for which the trap concentration increases deeper into the sample from the surface. A shallow level emitting at $\sim$110K also has a similar depth profile in comparison to the stacking fault density, but is detectable beyond the depth at which the Frank partials are present, as determined by TEM studies.

\subsection*{5.2.2 Oxygen and dislocations in p-type Si}

It is widely accepted that oxygen in silicon is stable and electrically inactive in an interstitial position (O\textsubscript{i}) as an isolated oxygen atom covalently bonded to two neighbouring silicon atoms\textsuperscript{27}. This has been shown in the 1950s by Kaiser et al. by infrared (IR) measurements\textsuperscript{28} on oxygen-doped silicon, which was later confirmed using X-ray diffraction measurements by Bond and Kaiser\textsuperscript{29}. The interstitial oxygen content has been shown to greatly influence the recombination activity of dislocations measured by electron-beam induced current\textsuperscript{30}.

Oxygen in silicon can lead to the formation of various types of thermal donor defects when annealed in the temperature range of 350-550°C\textsuperscript{31}. These levels can be annealed out at higher temperatures, but too high an annealing temperature can lead to the formation of other defects. The observed electrical activity has been associated with the diffusion of oxygen atoms to form stable clusters of four atoms\textsuperscript{32}. The level of the shallow thermal donor (STD) lies $\sim$37 meV below the conduction band edge. The neutral (TD\textsuperscript{0}) and the singly ionised (TD\textsuperscript{+}) thermal donors have levels $\sim$53–69 meV and $\sim$11–119 meV, respectively. However, in p-type Si with a high oxygen content, Claeys et al.\textsuperscript{33} and

\textsuperscript{ii} Spatial profiling by DLTS is described in chapter 4.
Chan et al.\textsuperscript{34} have detected a minority carrier (electron) trap in samples which have not undergone any heat treatments.

It has been shown by Feklisova et al.\textsuperscript{35} that the DLTS signal amplitude in dislocated p-type Si is dependent on the duration of deformation. Their results show that the trap concentration determined by DLTS is significantly reduced when the deformation duration, carried out at 700\degree C, is increased from 15 minutes to 1 hour. A further, but less significant decrease is observed when the deformation time is increased to 2 hours.

Castaldini et al.\textsuperscript{36} have associated the F-line H(~0.33 - 0.35 eV) in p-type Si, which survives upon annealing, with an impurity localised in the strain field of extended defects, such as dislocations or oxygen precipitates. The authors studied various samples with different deformation methods at either 670 or 800\degree C, some of which were subjected to high temperature annealing at either 800 or 1000\degree C. Numerous levels above the valence band edge are reported and labelled as T1 (0.27 - 0.28 eV), T2 (0.42 - 0.45 eV), T3 (0.4 eV) and T4 (0.38 eV). The level T3 has been associated with iron and oxygen related defects or complexes. One level of particular interest to this work is the appearance of a shallow level, \(-E_r + 70\) meV, at \(-\sim 50\)K in samples which have been subjected to bending along the [110] direction at 670\degree C for 1hr and subsequently been annealed at 800\degree C for 24 hours. The amplitude of this peak is extremely small and therefore is presumed to have a very low trap concentration.

5.3 Deep level transient spectroscopy of n-type hexagonal GaN

This section will discuss the deep levels detected by deep level transient spectroscopy (DLTS) in n-type hexagonal GaN. Figure 5.3 shows DLTS spectra obtained from n-GaN samples grown by MBE and HVPE, as described in the caption. The levels presented were obtained by Fang et al.\textsuperscript{37} and are representative of levels typically reported in the literature. A universal numbering scheme of levels does not exist in the literature (e.g. references 37 to 42). In Figure 5.3, the peaks are labelled with specific reference to Chapter 7, which presents the electrical characterisation results from hexagonal n-GaN. The magnitudes of the DLTS peaks are inconsequential and should not be viewed as absolute. Moreover, the peak positions are an indication of the levels observed and are not the same throughout the literature. This is because the peak position can be influenced by the rate window, reverse bias, the fill pulse magnitude and duration used in the measurement, and also whether the emission is from extended defects. However, it is of importance to display typical DLTS spectra of n-GaN in order
to familiarise the reader with the deep levels commonly observed and to discuss their capture properties. The DLTS technique is described in Chapter 4.

![Figure 5.3: Typical DLTS spectra of hexagonal w-GaN.](image)

The MBE grown sample (---) was 1.6 pm thick. The thickness of the HVPE grown samples were 5 pm (―) and 300 pm (----). Reproduced using results by Fang et al.1.

<table>
<thead>
<tr>
<th>Level</th>
<th>Ec - Er (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ei</td>
<td>-0.53 - 0.61</td>
</tr>
<tr>
<td>E2</td>
<td>-0.22 - 0.27</td>
</tr>
<tr>
<td>E5</td>
<td>-0.65 - 0.67</td>
</tr>
<tr>
<td>E7</td>
<td>-0.35 - 0.4</td>
</tr>
<tr>
<td>E13</td>
<td>-1 eV</td>
</tr>
</tbody>
</table>

Table 5.1: Approximate positions in the bandgap of common defect levels detected by DLTS in hexagonal w-GaN.

The levels shown in Figure 5.3 were also reported in GaN grown by MOCVD38,39, MBE40 and HVPE38,41. The DLTS spectra reported have significant implications for device performance. The dominant emission around room temperature arising from level Ei may be associated with leakage currents detected in reverse biased junctions42,43.

It was mentioned in section 3.2 of Chapter 3 that the HVPE growth technique compromises material quality for speed and that MBE compromises speed for material
quality. The red and blue lines in Figure 5.3 were reported from 5µm and 300µm HVPE grown GaN, respectively. The dislocations density decreases with increasing thickness and it is apparent from Figure 5.3 that the spectra from the 300µm thick sample (shown in blue) is more defined and the levels observed are more representative of point defect related emission. Furthermore, the emission from level $E_2$ does not appear to be present in the 300µm thick sample. Similarly, in the 1.6µm thick MBE grown sample, only levels $E_1$ and $E_2$ are dominant. The spectra suggest a correlation between dislocation density and deep level emission.

Hacke et al. investigated GaN grown by HVPE on two different substrate materials. The substrate materials used were zinc oxide (ZnO) and MOCVD grown GaN. Levels $E_2$, $E_1$ and $E_5$ were detected by isothermal capacitance transient spectroscopy (ICTS). The levels did not display a conclusive dependence on the substrate material. Slight variations in the activation energies were associated with the different amounts of strain at dislocations.

Soh et al. have carried out DLTS studies on GaN grown by MOCVD on crack-free and cracked templates in order reduce the screw dislocation density by an order of magnitude through rapid thermal annealing (RTA). By obtaining DLTS spectra before and after the RTA treatment, was possible to determine the levels associated with edge and screw dislocations. The results indicate that the level $E_1$ is still present after subsequent RTA treatments at 750, 850 and 950°C. However, carrier capture at $E_1$ displayed a logarithmic dependence on fill pulse duration, which is indicative of extended defect related emission. Therefore, the level $E_1$ was associated with threading edge dislocations, which were unaffected by the RTA treatments.

In contrast, the trap concentration of level $E_2$ is reported to decrease with the RTA treatments, suggesting that the level is due to screw and/or mixed type dislocations. This inference was based on the logarithmic capture dependence on the fill pulse duration, suggesting emission from extended defects.

### 5.3.1 Bias dependency and hydrogen passivation of the $E_1$ level

Annealing studies were carried out by Wu et al. on HVPE grown $n$-GaN. Levels $E_1(0.27eV)$, $E_2(0.61eV)$ and $E_5(0.65eV)$ were detected using DLTS. Upon reverse biased annealing (RBA) of 30min at 370K prior to the DLTS measurement, the trap concentration of all three levels were observed to increase. In contrast, zero biased annealing (ZBA) for 15min at 370K resulted in a decrease in the $E_1$ peak height.
However, a prolonged anneal (>12 hrs) was not found to decrease the peak height further\textsuperscript{46}.

The increase in trap concentration due to the RBA treatment was observed to be sensitive to the RBA temperature. Results show that the lower the RBA temperature, the smaller the increase in trap concentration relative to the concentration obtained after the ZBA treatment\textsuperscript{45}. From the three traps, the $E_1$ level appears to be most sensitive to the RBA treatment and this is illustrated in Figure 5.4. The reactivation energy for the $E_1$ level is derived to be $E_{\text{react}} = 0.96\,\text{eV}$\textsuperscript{46}.

By investigating four samples with different thicknesses, Wu et al. obtained a direct correlation between dislocation density and the amount of increase in trap concentration due to RBA. It is shown that a greater change in trap concentration is observed for samples with a larger dislocation density\textsuperscript{45}.

The reduction in peak height due to RBA treatment is explained by the presence of a mobile defect or ion, which is able to drift under an electric field and elevated temperatures\textsuperscript{45}. The negatively charged hydrogen atom, $H^-$, is suggested as a probable candidate\textsuperscript{46}.

Hydrogen is a common by-product of most growth methods\textsuperscript{47,48}. The hydrogenation of GaN for 30 min at 200°C was shown to reduce the $E_1$ peak height by a factor of 30\textsuperscript{49}.

Initial theoretical studies based on zincblende GaN suggested that $H^-$ is very stable in GaN, with a migration barrier of $\sim 3.4\,\text{eV}$\textsuperscript{50}. However, theoretical studies by Wright showed that $H^-$ is expected to have a higher mobility in wurtzite GaN\textsuperscript{51}. Both studies agree that $H^-$ prefers the Ga antibonding site\textsuperscript{50,51}. Wright notes that the mobility of $H^-$ is
blocked by a pair of Ga and N atoms at intervals of 7.8Å in the zincblende structure, which is not the case in hexagonal GaN51.

The above theoretical and experimental studies suggest that hydrogen passivation of deep levels in n-GaN is highly probable.

### 5.3.2 Emission from minority carrier traps

There is recent experimental evidence of a minority carrier (hole) trap in w-GaN grown by MOCVD52,53,54 and HVPE55. An acceptor level Eh, ~0.7 - 0.9 eV above the valence band edge was detected by DLTS52,54,56 on p+n junction diodes, and by optical DLTS (ODLTS)55 and minority carrier transient spectroscopy (MCTS)53 on Schottky diodes. The trap concentration of the Eh level is typically reported to be in the region of 1015 - 1016 cm-3 and the level observed is typically associated with the gallium vacancy158-61J.

Figure 5.5 shows minority carrier emission detected by DLTS using p+n junction diodes as in (a) and by MCTS using Schottky diodes, as shown in (b). In both (a) and (b) the Eh level is not apparent in Schottky diodes investigated by DLTS.

![Figure 5.5](image)

**Figure 5.5:** (a) Electron emission in Schottky diodes showing only electron emission. The Eh level in p+n junction diodes is detected using a forward bias pulse of 2V. After Hierro et al.52 (b) The positive spectra show electron emission obtained by DLTS on Schottky diodes. The presence of the Eh level is detected by MCTS. After Muret et al.53

In p -n junction diodes, the space charge region on the /7-type region of the junction is negligible and DLTS is used to study deep levels in the w-type region. The detection of the Eh level by DLTS using p*-n junction diodes is reported to require biasing parameters to ensure significant minority carrier injection. Hierro et al.52 note that no deep levels were observed in the p+n junction diodes investigated when the fill pulse amplitude was -0.2V. Furthermore, Asghar et al.54 only observed minority carrier
emission by applying an injection pulse of 0.5V prior to the DLTS sequence, with an extended fill pulse duration from 0.1 to 1s to achieve sufficient minority carrier injection.

The MCTS studies carried out by Muret et al. made use of samples grown by conventional MOCVD and by the epitaxial lateral overgrowth (ELOG) method in different reactors. The dislocation density in the ELOG samples was $\sim 10^7$ cm$^{-2}$, which is noted to be at least two orders of magnitude less than in samples grown by conventional MOCVD. During the MCTS measurements, a light source with a photon energy larger than the bandgap was used and the MCTS data was obtained through the Fourier transform of capacitance transients. The advantage of using this technique is that the Arrhenius plot is made up of many data points, hence increasing the accuracy of the derived acceptor level. The activation energy of the $E_h$ level was reported to be $E_v + 0.81$ eV, with a concentration of $\sim 10^{14}$ cm$^{-3}$ and a hole capture cross section of $2 \times 10^{14}$ cm$^{-2}$. Muret et al. note that the $E_h$ level was independent of the dislocation density, concentration or the reactor used.

In contrast, Ployakov et al. showed that the trap concentration of the $E_h$ level increased with higher dislocation densities. The $E_h$ level at $\sim E_v + 0.9$ eV was detected by the application of optical deep level transient spectroscopy (ODLTS) to both the N- and Ga-sides of the sample. The N-side of the sample was closer to the material-substrate interface and was reported to have a higher dislocation density. The hole trap concentration was seen to be larger on the N-side than for the Ga-side, which suggests that the traps giving rise to hole emission may exist at dislocations sites. Polyakov et al. studied HVPE grown GaN layers with varying thickness from 2.6 to 68 $\mu$m, again with the application of optical DLTS. A direct correlation between the concentration of the $E_h$ level and the sample thickness was observed. The 2.6 to 68 $\mu$m thick samples displayed acceptor trap concentrations in the range of $10^{15}$ to $10^{16}$ cm$^{-3}$. In the thick, free standing layer the acceptor concentration was found to be in the range of $10^{12}$ to $10^{13}$ cm$^{-3}$. These results coincide with the work of Oila et al. who have shown using positron annihilation studies that a direct correlation exists between dislocation density and acceptor states in the material.

Hierro et al. showed that the trap occupation of the $E_h$ level has a logarithmic dependence on the filling pulse. This indicates that the trapping behaviour of neighbouring defects is affected by the Coulombic repulsion resulting from adjacent occupied states. Schröter's model suggests that the emission from dislocation cores is due to a band of states and is signified by three characteristics. Firstly, the DLTS peak
temperature is observed to be strongly dependent on the filling pulse duration, $t_p$. Secondly, the low temperature side of the DLTS peak is expected to be linearly dependent on $t_p$. Finally, the high temperature side of the peak due to emission from a dislocation core is seen to overlap for all values of filling pulse used. Hierro *et al.* note that these characteristics are not observed for the $E_h$ level and suggest that the emission observed may not arise from dislocation cores.

*Muret et al.* investigated the electron-hole recombination properties the $E_h$ level by MCTS$^{53}$. The measured electron capture cross section is reported to be temperature independent and a single time constant is derived from the capture cross section measurements. *Muret et al.* suggest the presence of a point defect at dislocation cores, based on the properties of Ga vacancy reported in the literature. Furthermore, capture cross-section measurements indicate that the centre is still negatively charged after the process of hole capture. This result indicates that the defect has multiple charge states, $A'/A^2$ or $A^2'/A^3$, which is in support of previous theoretical work by *Elsner et al.*$^{60}$ and *Mattila and Nieminen*.$^{61}$

Multiple minority carrier levels were reported in the literature including those by *Auret et al.*$^{62}$ and *Asghar et al.*$^{54}$. An additional level at $\sim E_v + 0.25$ eV, with a trap concentration of $\sim 5 \times 10^{14}$ cm$^{-3}$, was detected by *Auret et al.* in samples grown by ELOG-MOCVD$^{62}$. On the other hand, *Asghar et al.* observed a dominant emission at $\sim 230$K due to a level at $\sim E_v + 0.5$eV, with a trap concentration of $8.0 \times 10^{15}$ cm$^{-3}$. Furthermore, a broad emission is detected in the 300K to 400K region, which is resolved into three peaks with levels $E_v + 0.7$eV, $E_v + 0.75$eV and $E_v + 0.86$eV. Using the basic energy-wavelength relationship $E = \hbar c / \lambda$, *Asghar et al.* relate the levels to the 427 (violet-blue), 457 (blue), 467 (blue) and 488nm (blue-green) spectral lines respectively. This is in support of previous work by *Nakamura et al.*, who have reported a broadband luminescence around 430nm, involving a deep centre at $E_c - 2.8$ eV. The results of *Ashgar et al.* would suggest that the level H1(0.5eV) is a candidate for violet-blue emission$^{54}$.

It was shown by *Auret et al.*$^{62}$ that 1.8 MeV proton bombardment of n-GaN with a dose of $4.4 \times 10^{13}$ protons cm$^{-2}$ is observed to reduce the trap concentration of the $E_h$ level ($\sim 0.87$eV) from $2 \times 10^{15}$ cm$^{-3}$ to $4 \times 10^{14}$ cm$^{-3}$. The authors controversially conclude that the $E_h$ level typically observed in the literature cannot be due to the gallium vacancy, as previously thought by other groups. *Auret et al.* argue that vacancies and interstitials are primary radiation-induced defects in semiconductors, and the
concentration of the gallium vacancy should therefore increase upon proton bombardment\textsuperscript{62}.

It is widely accepted that the hole trap is linked to the gallium vacancy and its complexes with oxygen at threading edge dislocations. However, there appears to be a controversy regarding the capture properties of the \( E_h \) level. Hierro \textit{et al.} suggest extended defect related emission\textsuperscript{59}, whereas Muret \textit{et al.} derive a single recombination time constant, indicating that the defect level concerned is not of a complex nature\textsuperscript{53}. It is also not clear whether the defect behaves only as a trapping centre or whether it is a path for recombination. Polyakov \textit{et al} have stated that this level is observed to capture electrons during the discharge period as a result of the forward bias pulse applied\textsuperscript{55}.

### 5.4 Summary

The modified carrier capture and emission at extended defects was discussed. The presence of a \textit{band of states} at extended defects results in a potential barrier for subsequent electron capture due to occupied states at the dislocation core. This is the basis of the logarithmic capture law used in DLTS to verify emission from extended defects. Furthermore, emission from extended defects typically results in line broadening when longer fill pulses are applied and the peak position is observed to shift to a lower temperature.

The dominant DLTS lines in plastically deformed \textit{n-} and \textit{p-type Si} are the \textit{C} and \textit{F} lines, respectively. These are reported to survive high annealing temperatures. DLTS results indicate that the electrical activity at dislocations is strongly dependent on the level of decoration.

DLTS of \textit{n-GaN} reveals dislocation related emission at around room temperature. This suggests that threading dislocations in GaN may pose significant problems for GaN based junction devices. Results indicate the presence of a hole trap in GaN grown by various methods. This level has been associated with the gallium vacancy. However, there is still some disagreement in terms of the capture properties of this defect. The negative charge associated with dislocations and the existence of gallium vacancies at dislocation cores in GaN were discussed in Chapter 3. Dislocations have been shown to be negatively charged and existence of vacancies at the dislocation core has been evidenced through positron annihilation studies, as discussed in Chapter 3. Therefore, the capture properties of the \( E_h \) level should resemble extended defect related emission. However, DLTS results do not fully support this argument, although fill pulse dependency was reported by Hierro \textit{et al.}
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Chapter 6

Deep level emission from extended defects in silicon

In this chapter, results are presented from the electrical characterisation of both n-type and p-type silicon containing extended defects. In the n-type silicon samples, the main interest of the work was the application of Laplace deep level transient spectroscopy (LDLTS) to study the carrier capture behaviour of active defects associated with extended defect structures consisting of oxidation-induced stacking faults (OISF). The understanding gained from this work enabled the interpretation of LDLTS results when applied to p-type samples containing oxygen-locked dislocations (O-LD). A review of OISFs and dislocation locking by oxygen was presented in chapter 3 and the characterisation methods used for this study were described in chapter 4.

6.1 Sample specifications and fabrication methods

The Schottky barrier diode fabrication process is outlined, followed by details of the n-type samples containing OISFs and p-type samples with oxygen-locked dislocations. The steps taken in the fabrication of Schottky barrier diodes are listed, followed by an outline of sample details. The formation of the stacking faults and the locking of dislocations by oxygen were performed prior to this work by the Oxford Materials group at Oxford University. However, the fabrication was carried out during and solely for this study.

6.1.1 Schottky diode fabrication

For both the OISF (n-type) samples and those containing O-LDs (p-type), the steps taken in fabricating Schottky diodes are listed below and are the same for both materials, unless stated otherwise.
I. Sample cleaning

1. Degreasing:
   Samples are placed in a beaker containing one of the following chemicals at a time for 10 minutes in an ultrasonic bath in the listed order:
   a) Trichloroethylene,
   b) Acetone,
   c) Methanol.

   After the final methanol stage, a rinse in deionised (DI) water is required. Samples are then placed in a mixture of sulphuric acid (H\textsubscript{2}SO\textsubscript{4}) and hydrogen peroxide (H\textsubscript{2}O\textsubscript{2}) at a ratio of 2:1 for 10 min, followed by a DI water rinse.

2. Oxide removal:
   Samples are dipped in 10% HF solution for 5 minutes and then rinsed with DI water.

3. Organic contaminants removal (RCA1):
   Samples are left for 10 minutes at an elevated temperature of 75-85°C in the following solution, with a subsequent DI water rinse:

   \[ 5 \text{ (H}_2\text{O) : 1 (H}_2\text{O}_2\text{) : 1 (NH}_4\text{OH) } \]

4. Metallic contaminants removal (RCA2):
   Samples are left for 10 minutes at an elevated temperature of 75-85°C in the following solution, with a subsequent DI water rinse:

   \[ 6 \text{ (H}_2\text{O) : 1 (H}_2\text{O}_2\text{) : 1 HCl } \]

5. Oxide removal prior to metal deposition:
   A dip in concentrated HF for 10 seconds is necessary in order to remove any oxide before the metal contacts are sputtered/evaporated. This is again followed by a DI water rinse.

II. Schottky Barrier deposition

a) \textit{n}-type OISF samples:
   For these samples, 1mm diameter gold dots are evaporated on the front surface of the silicon through a mask at a base pressure of \(~2\times10^{-5}\) Torr.
b) **p-type O-LD samples:**

To ensure that the Schottky barriers were directly above the dislocations, the 1mm dots were aligned using a mask aligner. This was possible with the aid of a map for each sample showing the positions of the dislocations, which was provided by Oxford University.

The mask aligner step involves spinning on positive photoresist at 5000 rpm for 30 seconds followed by a prebake at 90°C. After the prebake step, the samples are left in chlorobenzene for 5 min. The purpose of this step is to enhance the perpendicular features of the pattern to be exposed rather than resulting in slanted walls of resist. This is important in DLTS, as the area of the diode must be determined as accurately as possible for the determination of the trap concentration. Once the mask is aligned to the sample, it is exposed to ultraviolet (U.V.) light for 50 seconds and developed for 2 minutes. Immediately prior to the Schottky barrier deposition, the samples are dipped in concentrated HF to remove surface oxide.

The Schottky barrier used for p-type silicon is Titanium (Ti), which is sputtered to a thickness of ~50 nm. Subsequently, a thicker layer (~300 nm) of aluminium (Al) is sputtered without bringing the chamber to atmosphere to avoid the oxidation of the Ti layer.

### III. Ohmic contact deposition

For both types of samples, a layer of Al is evaporated on the back surface. The thickness is not a critical parameter and is not measured.

### IV. Sample bonding

This step is the same for all samples and involves mounting the samples on a ceramic bonding package using conductive silver paint, which also acts as the contact to the back (ohmic contact). The Schottky barriers are subsequently bonded to the gold pads on the ceramic package using gold wire. The use of a ceramic package is not necessary, but protects the Schottky contact from becoming scratched by the contact pins inside the cryostat.

#### 6.1.2 n-type OISF sample

The starting material for these samples was n-type Czochralski (CZ) silicon, with a resistivity of 1-2 Ωcm. The stacking faults in the sample were created by oxidising for 1 hour at 1100°C. The average length of each stacking fault was ~1μm.
6.1.1 p-type O-LD sample

This work was undertaken in collaboration with researchers at Oxford Materials, Oxford University. A topic of research at Oxford, in conjunction with MEMC, is the effect of dislocation locking by impurities in order to improve the mechanical hardness of silicon wafers. Three samples (A, B and C) have been prepared at Oxford University, containing dislocations which have been locked by oxygen. The principles of dislocation locking by impurities are discussed in chapter 3. The amount of unlocking stress required for dislocation movement is different for each sample and is determined by the annealing time.

Bars measuring approximately 20 mm × 3.5 mm × 0.7 mm were cleaved from a p-type CZ-silicon wafer, with an interstitial oxygen concentration of 1.05 × 10^{18} cm^{-3}. The cleaved edges were mechanically polished. The samples were indented at three regions along the bar at 40 μm intervals with a Vickers indent, which had a 10g load and was applied for 5s at a time. This created dislocation half-loops, situated on the \{111\} set of planes and were identified to be either of screw or 60° type. A schematic of this configuration is shown in Figure 6.1.

![Figure 6.1: Schematic of sample containing dislocation loops](image)

The dislocation half-loops were allowed to grow into the sample by four-point bending at approximately 570°C. The three samples were subsequently annealed at 500°C for different lengths of time in order to allow different amounts of oxygen to segregate to the dislocation cores, resulting in different amounts of unlocking stress for each sample. The amount of unlocking stress required for dislocation motion and the approximate number of oxygen atoms per unit length of dislocation was estimated using previous data\textsuperscript{1,2}. The details for each sample are displayed in table 6.1.
Table 6.1: List of annealing times for each sample, together with the stress required to start dislocation motion

<table>
<thead>
<tr>
<th>Sample</th>
<th>Anneal time (hrs)</th>
<th>Approximate unlocking stress (MPa)</th>
<th>Approximate number of oxygen atoms per unit length of dislocation ($cm^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>35</td>
<td>150</td>
<td>$2 \times 10^7$</td>
</tr>
<tr>
<td>B</td>
<td>15</td>
<td>75</td>
<td>$1 \times 10^7$</td>
</tr>
<tr>
<td>C</td>
<td>Not annealed</td>
<td>&lt;10</td>
<td>$\sim 1 \times 10^6$</td>
</tr>
</tbody>
</table>

The position of the dislocations within the samples were determined by Nomarski microscopy so that the Schottky barrier diodes could be placed directly on top of the dislocations, as described in section 6.1.1 (II). Approximately 50 $\mu$m of material was removed from the surface in order to eliminate the effects of oxygen out-diffusion and to remove the indents. To prepare the surface for electrical measurements, the sample surfaces were then polished by mechanical and chemomechanical methods.

6.2 Results: OISF sample

Figure 6.2 shows the DLTS spectrum of the OISF sample, at a reverse bias of $-2V$ and a forward bias pulse of 0.1V. This value of reverse bias has been chosen with the aid of I-V and C-V characteristics, to ensure that the carrier concentration is uniform and that the reverse leakage current is negligible within the region probed. The pairs of rate windows employed are $1000 \text{ s}^{-1}$ and $400 \text{ s}^{-1}$, $200 \text{ s}^{-1}$ and $80 \text{ s}^{-1}$, $50 \text{ s}^{-1}$ and $20 \text{ s}^{-1}$. The spectra reveal two peaks, which are labelled as SF1 ($-40 - 240K$) and SF2 ($-240 - 300K$). A broad DLTS peak ($-130 - 240K$) associated with nominally ‘clean’ OISFs in $n$-type Si has previously been reported$^{3,4}$, as described in chapter 3.
It can be seen that SF1 consists of more than one level. There are at least two 'shoulders' present to the left of SF1, which are labelled SF1b and SF1c. Although the main objective of this study is the application of Laplace deep level transient spectroscopy (LDLTS) to study the emission behaviour of extended defects, it is still of interest to understand the nature of the levels observed in DLTS. It has been shown by Kaniewski et al. that these peaks can be resolved into individual peaks by implementing the technique of spatial profiling⁴ (as described in chapter 5) and that the depth profile of one of the resolved peaks follows that of the stacking faults. Interestingly, the samples used in reference 4 were prepared under similar conditions and in the same cleanroom as those used for this current study. The main difference in the processing methods is the length of annealing time. Those investigated by Kaniewski et al. have been annealed for double the time (2 hours). Assuming that the levels can be related on this basis, the level they associated with the stacking faults could possibly be level SF1c in Figure 6.2.

The small peak above 240K, SF2, is likely to be due to a point defect, judging by the symmetry of the peak, and it appears to have a low concentration in comparison to SF1. The activation energy of this peak has not been obtained, as the main focus of the work involved the level associated with the OISF. However, results of Kaniewski et al. on n-type Si containing OISFs have also revealed a smaller point-defect-like peak in the

---

**Figure 6.2:** DLTS of sample OISF. The quiescent reverse bias was -2V, with a fill pulse voltage of 0.1V and a duration of 1ms.
same temperature range as that of SF2. If SF2 is in any way related to the level labelled 6 in reference 4, it could be expected to have an increasing trap concentration deeper into the sample, in which case it is not likely to be associated with the OISFs.

It was discussed in Chapter 5 that the capture properties of extended defects in silicon (and other semiconductors) are strongly influenced by the number of traps already occupied within the extended defect configuration due to the long range Coulomb potential associated with closely-spaced, many-electron (or hole) systems. This phenomenon is discussed in chapter 2 and some points are summarised here. The capture properties of extended defects have been extensively characterised using DLTS and it has been reported that the capture of the (next) incoming electron is greatly influenced by the states that are already filled in the extended defect configuration. This is observed as a change in the activation energy of the deep level as a result of a change in the fill pulse applied. The result is often a decrease in the activation energy and capture cross-section with increasing fill pulse. The states that are already filled provide a repulsive force for an incoming electron and a local band-bending exists at the extended defect.

To investigate this principle, the DLTS measurements were repeated using different fill pulses and the resulting activation energies of level SF1 were obtained. All other parameters were kept the same. Figure 6.3 shows the Arrhenius plots with three different fill pulse durations of 0.1ms, 1ms and 5ms. The derivation of the activation energy from an Arrhenius plot was described in Chapter 5.

Figure 6.3: Arrhenius plots of OISF sample at fill pulse lengths of 0.1ms(--), 1ms(- -) and 5ms(-- --).
There is a clear difference in the gradients of the plots. The derived values of activation energies for each fill pulse length used are listed in Table 3.2. The value reported in each case is the difference between the deep level and the conduction band edge.

<table>
<thead>
<tr>
<th>Fill pulse length (ms)</th>
<th>Activation energy (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>420</td>
</tr>
<tr>
<td>1</td>
<td>395</td>
</tr>
<tr>
<td>5</td>
<td>350</td>
</tr>
</tbody>
</table>

Table 3.2: List of activation energies derived as a result of a change in fill pulse length.

Results show that as the carriers flow over the states for a longer period of time, the activation energy of the defect level decreases, as previously reported\textsuperscript{5,6}. This effect is due to the band-edge modification at the dislocation core due to local charge build-up, as described in Chapter 2, section 2.4.1. The fill pulse in DLTS brings carriers into the depletion region where some are trapped by close-packed states at the dislocation core, resulting in a line charge. Increasing the duration of this filling process allows the trapping of electrons by states that are physically farther away from the dislocation core. This increases the charge at the dislocation line, resulting in an increase in the electrostatic potential of the system, which further increases the amount of band-bending. As the diode is brought back to its quiescent state, the activation energy of emission from traps is reduced by the repulsive electrostatic charge which builds up along the dislocation line. This is because these states are affected by the long-range Coulomb potential of the line charge at the dislocation core. This phenomenon is illustrated in Figure 6.4.

Figure 6.4: Band bending due to the fill-pulse dependent dislocation line-charge.
LDLTS measurements for this sample have been carried out at 220K, at the peak of SF1, with fill pulses of 1 and 5ms. The resulting spectra are presented in Figure 6.5. The same biasing parameters have been used as the DLTS measurement. There are a number of observations to be made about the differences between the emission rates due to the 1 ms and the 5 ms fill pulses. Firstly, four emission rates are detected and a clear shift towards higher emission rates are observed for all emissions as a result of an increase in fill pulse length. This is a direct observation of the effect of the filling pulse length on the emission rate from extended defects. This is due to the build-up of charge along the dislocation line, resulting in local band-edge modification, as illustrated in Figure 6.4.

The amplitudes of three of the four emission rates decrease as a result of increasing fill pulse. This effect was not expected, as an increase in fill pulse duration should result in an increase in the signal amplitude, due to more levels emptying at a given time. That is, if more levels are filled, then more should also empty during the measurement phase. The level of band-bending together with the Coulombic repulsion at the dislocation could be large enough to inhibit electron capture at certain levels in the band gap. In other words, these incoming electrons could experience a weaker binding energy to the deep level for a fill pulse of 5 ms than for a 1 ms fill pulse.

![Figure 6.5: Laplace DLTS of OISF sample at 220K](image)

If it can be assumed that the levels are saturated at some time between 1 and 5 ms, then the following model is proposed, to suggest an explanation for the decrease in amplitude
observed. It must be emphasised that the following is merely a model of the capacitance transients which could explain the decrease in the amplitude of some of the LDLTS emissions observed.

Figure 6.6 illustrates the possible capacitance transients during the above LDLTS measurement. Transient A would be representative of a transient arising from defects very close to (or at) saturation, such as the 1 ms fill pulse in the above case. The principles behind the capacitance transient in DLTS were described in chapter 5 and are briefly summarised here. After the fill pulse, the diode is brought back to a quiescent reverse bias, which reduces the diode capacitance to a value below its quiescent value, due to filled traps. The point in time at which the capacitance transient begins is set as $t = 0$. This is when the traps emit their carriers and the diode capacitance begins to return to its quiescent value. The transient arises due to the emission of electrons from deep levels. The trap occupancy is governed by an exponential dependency on time. In LDLTS, the data points before $t = 0$ are discarded, in order to analyse the transient only.

![Figure 6.6: Possible capacitance transients of saturated levels at extended defects.](image)

A further increase in the fill pulse duration would induce greater band-bending at the dislocation, which results in a larger barrier for electron capture. At the instance that the diode is brought back to the reverse bias, a build-up of uncaptured charge may exist between dislocations. This is illustrated in Figure 6.7.
uncaptured electrons due to a long fill pulse duration and resulting electrostatic barrier for capture

... \( SEc \) ...

band of states due to dislocations which are filled with electrons

Figure 6.7: The presence of uncaptured electrons between dislocations due to long fill pulse durations giving rise to a dislocation line charge and local band-bending at dislocations.

This will affect the time it takes from when the diode is returned to the reverse bias, to when the deep levels start to emit their carriers. This resulting transient process is represented by B in Figure 6.6, where the time difference between A(fo) and B(\( t_0 \)) is greatly exaggerated. The transient itself solely consists of the emission of carriers from deep levels, which will appear to emit faster due to the increase in fill pulse and resulting electrostatic potential. However, the time taken for the transient to reach equilibrium will not take much longer, as the levels will now emit faster than they would for a shorter fill pulse, due to electrostatic repulsion at the band of states.

The superposition of transients A and B from \( t = 0 \) is illustrated in Figure 6.8. Capacitance transients due to emission from extended defects are not exponential with time, due to the Coulomb interaction between closely-spaced levels7. Three regions are of interest in Figure 6.8, labelled 1, 2 and 3. It can be seen from the transients in Figure 6.8 that superposition of transients made up of different emission rates may lead to changes in amplitude.

Figure 6.8: Superposition of capacitance transients A (solid) and B (dashed) which have been introduced in figure 6.6.
Another observation worthy of note is that additional emission rates have not been observed after the fill pulse has been increased to 5 ms. An increase in fill pulse is a spatial extension. This is illustrated in Figure 6.9. A cross-section of a reverse biased n-type silicon is considered, such as in a typical DLTS experiment. The quasi-neutral region and the presence of dislocations are ignored for simplicity. The pathway of the incoming electrons during a fill pulse is indicated by the arrow. For shorter fill pulses, the filling of states obeys Fermi-Dirac statistics, as described in Chapter 2. Due to the potential difference between the two terminals, the states in the path of the electron movement are likely to fill first. However, with longer fill pulse durations, states which exist further away from the electron pathway will begin to fill. This process is referred to as a spatial extension of the filling of empty states. Such a spatial extension occurs in two dimensions, but not deeper into the bulk. This is because the states outside the depletion region (further into the bulk) are already full and the empty states should only exist within the space-charge region.

![Figure 6.9: Illustration of the spatial extension effect of the increase in fill pulse duration during a DLTS or LDLTS experiment. The electron path indicated corresponds to the fill pulse phase during measurements.](image)

By the spatial extension process described above, one could expect the appearance of additional levels as a result of a longer fill pulse. For example, other defect states such as the Frank partials at the end of stacking faults, could be sufficiently further away not to be filled by an increase from 1 to 5 ms of the filling pulse. However, filling of additional states may be possible by applying a much longer fill pulse, such as 50 ms.
It must be emphasised that the phenomena considered above are only possible models to describe the fill pulse dependence of the peak heights in the Laplace DLTS results observed. Limitations to the models exist and should be discussed. Firstly, the uncaptured charge between dislocations is only likely if the dislocations are very close to one another. Secondly, it is not possible to measure the time taken between when the reverse bias is applied to the diode (after the fill pulse) to when the deep levels begin to emit their carriers. Therefore, the above must only be viewed as a possible reason to why the peak heights are reduced upon an increase in the fill pulse length.

The use of Laplace DLTS has shown in this instance that the broad OISF-related level between 130 – 240K in fact is made up of multiple levels, with at least four emission rates. Furthermore, a direct effect on the emission rates from deep levels has been observed as a result of an increasing fill pulse length. It is widely known that capture properties at extended defects can be modified by changing the fill pulse length during a DLTS measurement, but the effect on the actual emission rates have not been reported. LDLTS has been previously applied to ion implanted silicon, in which multiple levels have been detected, but a direct observation of the change in emission rate as a result of the filling process is not known to be reported previously.

6.3 Results: Oxygen-locked dislocations

The biasing parameters used and the corresponding region probed during the DLTS measurements for samples A, B and C are presented in table 6.3. The depth probed during the DLTS experiment was obtained from the C-V plots using equation 5.8 in chapter 5.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Quiescent reverse bias (V)</th>
<th>Forward bias pulse (V)</th>
<th>Depth probed during DLTS (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-4</td>
<td>0.1</td>
<td>~1.2</td>
</tr>
<tr>
<td>B</td>
<td>-1.5</td>
<td>0.1</td>
<td>~2.2</td>
</tr>
<tr>
<td>C</td>
<td>-2</td>
<td>0.1</td>
<td>~3.3</td>
</tr>
</tbody>
</table>

Table 6.3: Biasing parameters used for samples A, B and C during DLTS measurements.

The parameters selected for each sample have been determined through C-V and I-V measurements (as for the OISF sample) to ensure that the leakage current is negligible during the measurement, whilst maintaining constant carrier concentration within the region probed. It is interesting to note that the depth probed in sample A below the
surface is almost half that of B, whilst the reverse bias used is more than double the reverse bias used for B. This will be significant when examining the DLTS results obtained.

Figure 6.10 presents the DLTS spectra obtained for samples A, B and C, at a rate window of 200s\(^{-1}\). The first noticeable result is the presence of a low temperature peak in the spectra for samples A and B, which is not present for sample C. The stress required to start the movement of dislocations in this sample is negligible (~10MPa) in comparison to samples A and B, which have an unlocking stress of 75MPa and 150MPa respectively. Oxygen atoms have not intentionally been allowed to segregate to the dislocation cores in sample C. Furthermore, it can be seen that the magnitude of this level is greater for sample A than it is for B, although the depth probed during A is half that of B. Recalling that sample A has the highest amount of oxygen at the dislocation cores, whilst C has the least amount, it is reasonable to conclude that this level is directly linked to the oxygen segregated to the dislocation cores.

![Figure 6.10: DLTS spectra of samples A, B and C at a rate window 200s\(^{-1}\) and a fill pulse of 1ms.](image)

Although the shapes of the low temperature DLTS peaks (samples A and B) are point-defect-like, further electrical characterisation reveals that their capture properties are complex. As with the oxygen-induced stacking fault sample, the variation of activation
energy with fill pulse length has been investigated for the low temperature peaks in samples A and B, which are listed in Table 6.4. The activation energy values in Table 6.4 correspond to the difference between the valence band edge and the deep level. In both samples, there is a clear decrease in the activation energy as the fill pulse length is increased. This further supports the notion that the low temperature peak is arising from the dislocation core, where there is a build-up of charge.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Fill pulse length (ms)</th>
<th>Activation energy (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>250</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>220</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>280</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>260</td>
</tr>
</tbody>
</table>

Table 6.4: Variation of activation energy with fill pulse length for the low temperature peaks observed in the DLTS spectra of samples A and B.

It is noticeable that the derived activation energies are extremely high considering that the emission occurs at temperatures of about 50-60K. This could be explained by considering that the defect states detected are in the strain-field of the dislocation core, with unusually large capture cross-sections, which may mean that the capture rate is faster than the emission rate. In this case, the calculated activation energy is not likely to be a meaningful representation of the emission process.

Figure 6.11 shows the Arrhenius plots of sample B with fill pulses of 1 and 10ms, which is also representative of sample A. Although the data resulted in good linear fit, the capture cross-section ($\sigma_p$) obtained by extrapolation to the intercept on the ln(e/T^2) axis was a value of greater than 1cm^2, which is physically impossible. Typical values of $\sigma_p$ for neutral traps are in the region of $10^{-15}$ cm^2 [10]. Again, these complex capture and emission processes are an indication that the defects detected are at dislocation cores.
A similar level emitting at ~50K was observed by Castaldini et al. in p-type Cz-Si samples which have been subjected to bending and annealing conditions. The level they observed is very small in magnitude (<0.01pF) and is dominated by other peaks at higher temperatures. This particular level is reported to be ~70 meV above the valence band edge. There may be several reasons why the peak they observed is not dominating the spectrum, as it is in this work (Figure 6.10). It is not specified in the reference whether or not the bending was performed by a four-point method. Furthermore, the authors have annealed the samples at 800°C for 1 hr. A detailed study by Senkader et al was carried out, who have measured the unlocking stresses of samples annealed for different times at various temperatures. The results suggest that a 1 hr anneal at 800°C should result in an unlocking stress of ~40MPa and ~70MPa for low and high oxygen concentrations within the samples, respectively. The O concentrations were not provided by Castaldini et al. However, it is possible that the concentration of oxygen in the samples were low. This could explain the small peak height reported in reference 11, in contrast to the dominant peaks observed in this work, where the unlocking stresses were ~75MPa and ~150MPa for samples B and A, respectively.
Further investigation into the capture properties of the low temperature level has been carried out using Laplace DLTS and the results for sample B taken at 50K, with the same biasing parameters, are presented in figure 6.12.

The LDLTS shows a clear increase in the emission rates, agreeing with the decreasing activation energies obtained and revealing extended defect behaviour. Similar spectra were obtained for sample A, with slightly higher amplitudes, but the emissions detected were also around the 100 s\(^{-1}\) and 500 s\(^{-1}\) regions. Upon increasing the fill pulse to 50 ms, two faster emission rates of smaller amplitudes are detected, instead of the emission at 500 s\(^{-1}\). Again, increasing the fill pulse does not allow states to be filled which are deeper into the sample, but it is a lateral spatial process as illustrated in Figure 6.8. This suggests that an additional level is possibly being filled when the fill pulse length is increased to 50 ms.

Several weeks later, this particular level (~60K) in sample A displayed a shift towards lower temperature, possibly as a result of repeated heating and cooling during the DLTS experiments. This shift was not observed in sample B, but it should be noted that sample A was used more often that B in the initial phase of the study. The Arrhenius plots before and after the shift are presented in figure 6.13. The activation energy of this level was reduced to about half the original value, but the peak shifted by only about 10-15K to the left. This could suggest that possibly some other impurity had originally formed a complex with oxygen atoms at the core, but this level could be mobile or may have changed its charge state.
Alternatively, the bonding configuration with the oxygen atom may have changed. However, no other impurities have been incorporated intentionally during fabrication, and the thermal stress applied during fabrication was minimal (maximum temperature of 90°C, for 25 minutes) and is therefore unlikely that impurities could have diffused far into the sample. Furthermore, any additional decoration at the dislocation is likely to result in a broader DLTS peak.

The new value of activation energy ($\sim E_v + 110 \text{ meV}$) is far more reasonable in the temperature range detected. Additionally, the extrapolated capture cross-section from the Arrhenius plot is now $\sim 10^{-10} \text{ cm}^2\text{s}^{-1}$, which is still high. Capture cross-section measurements should ideally always be measured experimentally, as the values obtained through an Arrhenius plot tend to give much higher values, where the error can be as much as fifty times the measured value\textsuperscript{10}. This measurement was attempted, but fill pulses in the range 10-100 $\mu$s were not short enough and the plots obtained were as a result of the slow capture from carrier tails extending into the space-charge region. The pulse generator in the Boonton capacitance meter was not suitable at the nanosecond fill pulse range. However, capture cross-section measurements before and after the thermal shift would have provided more information about the capture properties of this level.

Given the fact that this level is not surface related (as it was detected deeper into the sample), and that the amplitude of the peak follows the oxygen content at the dislocation core, the level is most probably linked in some way to oxygen. However,
LDLTS shows complex behaviour, which also suggests that the level observed is not due to isolated point defects.

The high temperature peaks have also been investigated with DLTS and Laplace DLTS. Figure 6.14 shows the DLTS spectrum of sample C, with minimal oxygen at the dislocation cores. The spectrum was recorded between 100 and 300K, at a rate window of 200s\(^{-1}\).

![Figure 6.14: DLTS of sample C between 100 - 300K, at a rate window of 200s\(^{-1}\).]

The peak labelled C1 appears to be characteristic of a point-defect, as it is relatively narrow and symmetric. A broad background emission is present to the left of C1 in addition to a 'shoulder' to the right, labelled C1b. The activation energy of C1 has been determined through DLTS at fill pulse lengths of 1 and 10 ms. The corresponding Arrhenius plots in figure 6.15 show that the capture properties of this level are not affected by an increase in fill pulse length, as the differences in the Arrhenius plots are minimal and within the error limit of DLTS measurements. This indicates that no band-bending exists at this level, which in turn suggests that the defect giving rise to C1 is likely to be a point-defect and is sufficiently far away from neighbouring defects not to be influenced by any long-range Coulomb potential which may be present. The profile of C1b is not clear, but it is possible that this level is also arising from a point-defect.
Laplace DLTS has been carried out at 225K (at the peak of C1) using fill pulse lengths of 1 and 10 ms in order to obtain further information about its capture properties and the results are shown in figure 6.16. Upon initial observation, the spectra look complex and more typical to be arising from an extended defect-type structure, with multiple levels, or 'band-like states'. However, closer inspection reveals that the emissions with a rate of less than 100s⁻¹ do not shift with increasing fill pulse.
On the other hand, the emissions above 100s\(^{-1}\) display a shift towards higher emission rates and an additional level is also detected.

It must be noted that figure 6.16 is a logarithmic plot and the results become more apparent when plotted on a linear axis, as shown in figure 6.17. It can be seen that the shifts observed for the slower emission rates (<100 s\(^{-1}\)) are minimal and within error limits of Laplace DLTS. It is also visible that the faster emission rates (>100 s\(^{-1}\)) exhibit a much more significant shift with increasing fill pulse. This result agrees with the observation that the DLTS line of sample C is due to a combination of point and extended defects.

Furthermore, an additional level is detected when the fill pulse is increased to 10 ms. Again, this could be attributed to the 'spatial extension effect' of a longer fill pulse, allowing levels to be filled which could be physically further away.

![Figure 6.17](image.png)

*Figure 6.17: Linear plot of Figure 6.11 to show the relative changes in emission rates with an increase in fill pulse.*

The LDLTS results of sample C show that conventional DLTS is not always sensitive enough to detect the interaction between levels. The Arrhenius plots in figure 6.15 showed no extended defect-like behaviour, but closer examination with Laplace DLTS has revealed that certain levels are physically close enough to one another, giving rise to an electrostatic potential and local band-bending. It is apparent from the LDLTS results...
that there is a combination of point and extended defect activity contained within the simple DLTS peak in Figure 6.14.

LDLTS has also been applied to samples A and B in the high temperature region of \(\sim 150 - 300\)K. The results obtained were similar for both samples. The LDLTS spectra of sample B at 225K are shown in Figure 6.18. This is the same temperature as for sample C, for which the results were displayed in Figures 6.16 and 6.17.

![ LDLTS of sample B at 225K with fill pulse lengths of 10 and 50 ms.](image)

Figure 6.18: LDLTS of sample B at 225K with fill pulse lengths of 10 and 50 ms.

A comparison of figures 6.16 and 6.18 reveals that the LDLTS spectra of samples B and C at 225K are considerably different. However, closer examination of the emission rates present shows that the emission rates visible in the spectra of sample B (figure 6.18) are also present in the LDLTS results of sample C (figures 6.16 and 6.17). On the other hand, sample C exhibits three additional peaks in the spectra taken at a fill pulse of 10 ms. This could be due to a number of factors. One possible reason for this result is that annealing removes deformation-induced defects\(^5\)\(^,\)\(^12\) and whilst sample C has not been annealed at all, sample B has been annealed for 15 hours at 500°C. This could explain the fewer emissions observed for sample B in comparison to sample C. It is also possible that certain defects do not possess a homogeneous depth profile and may exist in clusters. These additional levels may possibly not be present in the region probed in sample B during the LDLTS experiment. Furthermore, it must be noted that the regions probed during LDLTS were 2.2 and 3.3 \(\mu m\) for samples B and C, respectively.
6.3.1 Capacitance-temperature characteristics

Figure 6.19 shows the zero voltage capacitances (i.e. $C_{V=0}$) of samples A, B and C as a function of temperature. It has been previously reported that an increase in capacitance is an indication that deformation-induced states are being removed\(^5\). It is evident in Figure 6.19 that the annealing time has a strong effect on the open-circuit capacitance of the diodes, with sample A (annealed for 35 hours) having the highest capacitance and sample C (not annealed) having the lowest. A higher capacitance in the same material is indicative of more carriers.

\[\begin{align*}
\text{Figure 6.19: Zero voltage capacitances of samples A, B and C as a function of temperature.}
\end{align*}\]

Another feature worth mentioning is that the capacitance of sample A shows a much larger dependency on temperature. Sample C hardly displays any C-T dependency, whilst the dependency of B resembles that of A, but is less steep in the 50-100K and the 250-300K regions. It is interesting to note that the C-T relationship observed for a particular sample follows the DLTS spectrum of that sample to a certain extent. It can be seen from Figure 6.10 that above $\sim$200K and $\sim$250K for samples B and A respectively, the DLTS signal and hence the trap concentration is greatly reduced. In other words, the hole traps above these temperatures are no longer occupied and the effective acceptor concentration in the samples are now given by $(N_A + N_T)$, where $N_T$ is the trap density.
The zero voltage capacitance of a Schottky diode is caused by the depletion region at thermal equilibrium. This is discussed in chapter 5, but the equation is repeated here:

\[
C = \frac{\partial Q_D}{\partial V_{bi}} = \frac{\varepsilon_s q N_A}{\sqrt{2(V_{bi} - V - kT/q)}}
\]

where \(\varepsilon_s\) is the semiconductor permittivity, \(V_{bi}\) is the built-in voltage, \(V\) is the applied voltage (in this case \(V = 0V\)). The only variable between the samples that could give rise to the differences observed in the C-T relationships in this case is the value of \(N_A\), which can be substituted by \((N_A + N_T)\).

The length of anneal time during the four-point bend conditions could have had an effect on the depth profiles of the related traps in each of the samples. The number of acceptor states in the depletion width at thermal equilibrium is different in each of the samples, resulting in different capacitances.

6.4 Summary

Historically, Laplace DLTS has generally been applied to point defects. However, results from this work have shown that it is a valuable tool for the deep level characterisation of extended defects, revealing results not directly obtainable with conventional DLTS. Using LDLTS, a direct influence of the fill pulse duration on trap emission rates has been observed in both the OISF and O-LD samples. The DLTS and LDLTS results of the O-LD samples have shown that a level emitting at low temperatures is present, with complex capture properties. Results suggest that this level is most likely due to the presence of oxygen at the dislocation core. Furthermore, broad DLTS spectra in the temperature range of 130 – 300K have been resolved with LDLTS revealing capture properties which could not be obtained through conventional DLTS. Additionally, it has been shown that the annealing time of the sample has had an effect on the acceptor profiles within the samples.
6.5 References

Chapter 7

Emission from point and extended defects in n-type gallium nitride

In comparison to silicon, gallium nitride (GaN) is a relatively new material for electronic devices. With a bandgap of 3.34 eV at room temperature, GaN is highly suited for high temperature, high power and high frequency applications. The emission from the most common deep level found in n-GaN occurs around room temperature. The complex nature of deep levels in n-type hexagonal GaN was discussed in Chapter 5. This chapter presents electrical characterisation of hexagonal n-GaN provided by Cambridge University. Deep level transient spectroscopy (DLTS) and Laplace DLTS (LDLTS) were used to investigate emission from deep levels and to detect extended-defect related emission. Particular emphasis is placed on the effects of thermal stress on device characteristics and emission from deep levels.

7.1 Sample details

The growth of the material and Schottky diode fabrication were carried out at the Cambridge Centre for GaN at Cambridge University, headed by Professor Colin Humphreys.

The gallium nitride wafer was grown by metal-organic chemical vapour deposition (MOCVD) on a c-plane sapphire substrate. A 1 μm thick layer of nominally undoped GaN was grown directly on the sapphire to serve as a buffer layer between the substrate and the active n-type layer. The Si doped n-GaN layer was grown on top of the buffer layer around 1020°C in an atmosphere of hydrogen and ammonia. The gallium source was trimethyl gallium (TMGa) and silane (SiH₄) was used as the Si source. Sufficient Si was introduced during growth to produce an electron density of at least ~ 2.6×10¹⁸ cm⁻³ at 300K. The sample was subsequently cooled to room temperature in a flow of ammonia and hydrogen. No annealing step was used in the growth process. Three
samples (~1<1 cm-2) were cleaved from the same wafer for Schottky diode fabrication. Four diodes on these samples were used for electrical characterisation; one from samples S1 and S2 and two diodes from sample three. These are labelled SIDIO, S2D12, S3D7 and S3D10. Figure 7.1 shows a schematic of the GaN material.

![Figure 7.1: Schematic of the GaN layers grown on a sapphire substrate. The Si-doped layer was etched back to deposit the ohmic contact (Ti/Al/Ni/Au). The Schottky barriers are Au dots with a diameter of 1mm.](image)

The average threading dislocation (TD) density in the active layer is \( \sim 4 \times 10^8 \text{ cm}^{-2} \). The pure edge and mixed-type dislocation densities are believed to be in equal concentrations, with a less than 1% screw dislocation density. The main impurities present in the material are considered to be carbon, hydrogen, oxygen and silicon, based on work carried out at Cambridge on samples grown under similar conditions.

### 7.2 Carrier density and device characteristics

This sections shows typical results of the carrier density \( \langle n \rangle \) as a function of voltage \( (V) \) determined through capacitance-voltage (C-V) measurements. Temperature effects on the carrier density are investigated.

#### 7.2.1 Carrier concentration

Figure 7.2 shows the carrier density for samples S1D10 and S2D12 at reverse biases of -1 and -2 V, between 60 and 600K. The reverse voltage (and hence depth) dependency of the carrier concentration is significantly different for the two samples studied. In sample SID10, the variation in carrier concentration values recorded at -1V and -2V is minimal in comparison to S2D12, where the difference is about an order of magnitude. The drop in free carrier density deeper into the sample is an indication that the density of electron traps is increasing away from the surface. It has been previously reported that the trap density in GaN is higher at the material-substrate interface, where the dislocation density is greatest.2 The difference between \( rc(-1V) \) and \( n(-2V) \) for sample S2D12 in Figure 7.2 is less at 400K than at 300K, indicating that carrier emission...
occurs from traps at a depth corresponding to the -2V region above 300K. Furthermore, the carrier concentration recorded at -IV is observed to drop slightly between 400K and 500K for S2D12. In contrast, the value of $n(-2V)$ is greater at 500K than at 400K. This further suggests that the trap density is greater away from the surface and deeper into the bulk.

On the other hand, the carrier density at -IV follows that at -2V closely for sample S1D10. However it will be shown that a similar result to that of S2D12 is observed in S1D10 at larger reverse biases. The comparison between voltage dependencies of $n$ in the two samples cleaved from the same wafer is an indication that the trap density is non-uniform within the material.

\[\text{Figure 7.2: Carrier concentration as a function of temperature for samples S1D10 and S2D12 recorded at a reverse bias of -IV and -2V.}\]

Figure 7.3 shows the free carrier density profile for sample S1D10 recorded at 70K, 300K and 600K. It can be seen from Figure 7.3 that a dramatic change in the carrier concentration profile occurs at 600K. There is an overall drop in carrier density, which is most significant deeper into the sample, which is indicative of carrier trapping at elevated temperatures. This effect is associated with the formation of a minority carrier trap above ~ 560K, which will be discussed in section 7.6.
The carrier density profiles at 70K and 300K show a sharp drop when the reverse bias exceeds -2V. The differences in carrier concentration as function of voltage are an indication that the distribution of deep level traps is non-uniform. All samples studied display a sharp reduction in the carrier density at reverse biases greater in magnitude than -2 or -3V.

7.2.2 Current-voltage measurements

Figure 7.4 shows the current-voltage (I-V) characteristics for samples S1D10 (60K), S2D12 (300 and 600K) and S3D7 (300K). Figure 7.4 shows that the rectifying capability of diode S2D12 is reduced when the sample is heated to 600K. The reverse breakdown voltage drops by about half a volt from -2V (300K) to -1.5V (600K). This is accompanied by a lower turn-on voltage in the forward direction.
Figure 7.4: Current-voltage characteristics of samples S1D10 (60K), S3D7 (300K) and S2D12 (300K and 600K).

Figure 7.5 displays I-V characteristics recorded between 210K and 380K at increments of 10K for Sample S1D10. The temperature has been allowed to settle to within 0.1K at each new temperature. At each temperature, the corresponding value of current has been recorded at voltages of -5V, -3V, -1V, 1V and 2V.

Figure 7.5: Current, I, at biases of -5, -3, -1, 1 and 2V between 200 and 380K.
A general trend is visible in Figure 7.5. For a forward bias voltage of 2V, the diode passes nearly three times more current at 380K than at 210K. The effects are similar for a reverse bias voltage of -5V, although the amount of reverse leakage current only doubles over the same temperature range.

The high temperature reliability of GaN based devices has been investigated by many, including Yoshida et al.3,4, who examined the lifetime of devices under constant current injection at elevated temperatures, for 300 – 1010 hours. It was found that the devices, field-effect and bipolar-junction transistors examined, did not display any degradation in performance. However, Figures 7.4 and 7.5 indicate that reverse bias leakage current increases at elevated temperatures in the material studied.

Although the samples used for this study have been cleaved from the same wafer, the high frequency characteristics differ between the samples. The leakage currents could be a result of the processing methods, such as poor Schottky barrier formation, as well as due to dislocations and defects. Hsu et al.1 have associated reverse bias leakage currents in GaN with the dislocations present in the material by comparing current maps to topographic images and transmission electron microscopy results.

The following sections discuss the deep levels detected by DLTS and Laplace DLTS in the gallium nitride samples examined in this work.

7.3 Deep level transient spectroscopy of gallium nitride

Figure 7.6 displays the deep level transient spectrum of sample S1D10 from 100 to 600K, at a rate window of 200s⁻¹, which is representative of all samples studied. A -2V quiescent reverse bias (V_R) was applied and the fill pulse magnitude (V_F) was 0V. The fill pulse duration (t_p) was 1ms.

The DLTS spectrum is typical of n-GaN reported by other groups, although no universal numbering scheme exists and relevant levels are labelled differently in the literature (e.g. references 5 and 6). Properties of the deep levels reported in the literature are discussed in more detail in Chapter 5.

On initial inspection, the peak shapes are characteristic of extended defect related emission due to the broad nature of the spectrum between ~100 and 500K. Such broad spectra are indicative of close separation in temperature between emissions. However, the peak shape is not enough to determine extended defect related emission. This is
because numerous point defects may be situated physically far apart from each other, with similar energy separations from the conduction band edge.

![DLTS Spectrum](image)

**Figure 7.6**: DLTS spectrum of sample S1D10 from 100 to 600K at a rate window of 200s⁻¹, with a quiescent reverse bias of -2V, fill pulse amplitude of 0V and a fill pulse duration of 1ms.

DLTS and Laplace DLTS results are presented in the following sections to examine the capture and emission properties of the deep levels displayed in Figure 7.6 and to distinguish between point and extended defect related emission.

When the sample was cooled down in order to select another rate window, the diode no longer appeared to support the same level of capacitance at the reverse bias used for the measurement. The next spectrum taken immediately afterwards is shown in Figure 7.7. The peak labelled E₁ (Figure 7.6) completely disappears and a large negative peak due to minority carrier emission is visible. Further investigation into this level is provided in section 7.7. Sections 7.3 to 7.6 only focus on the emission from majority carrier (i.e. electron) traps.
Figure 7.7: DLTS of sample S1D10 immediately after the spectra shown in Figure 7.6.

Figure 7.7 actually consists of two spectra, because the software used is limited to a temperature range of about 400K. Further data points cannot be recorded in the spreadsheet, which is limited in the number of columns available. To plot the above two figures, the DLTS measurements have been done in two different settings and therefore the peak heights shown are only an indication and not a true value. The results presented here will be discussed in more detail in the following sections.

7.4 Shallow levels

Figure 7.8 (a) shows the DLTS results obtained for sample S1D10 in the temperature range 60 to 170K, with a quiescent reverse bias of -2V. The fill pulse magnitude was -0.5V, with a duration of 10 ms. This level is not shown in Figure 7.6, as it was observed at a lower temperature after the DLTS spectra displayed a shift in temperature, which will be discussed in later sections. The shallow level in Figure 7.8 is labelled as $E_4$. The activation energy of the level is derived to be 65 meV from the Arrhenius plot displayed in Figure 7.8 (b). The trap density derived from the DLTS plot is $N_T \approx 3 \times 10^{15}$ cm$^{-3}$. The trap concentration obtained indicates that below about 100K, the centre traps $\sim 0.01\%$ of the free carrier density that is available at room temperature.
Figure 7.8 (a): DLTS of Sample S1D10 between 60 and 170K, showing emission from a shallow level, E4. The reverse bias was -2V and the fill pulse voltage was -0.5V lasting 10ms.

Figure 7.8 (b): Arrhenius plot of level E4 using DLTS data displayed in Figure 7.8 (a).

An activation energy of 64meV was previously reported by Look et al by Hall effect measurements in 0.7-1 MeV electron irradiated GaN grown on sapphire. The authors associated this level with the nitrogen vacancy, VN. However, it was mentioned in Chapter 4 that the n-type conductivity in GaN can be accounted for by the concentration of oxygen and silicon atoms, which exceed that of the VN. Theoretical work suggests that the gallium vacancy, as opposed to the nitrogen vacancy is the dominant native defect in -type GaN. Therefore, level E4 is unlikely to be due to the nitrogen vacancy.
Figure 7.9 displays the Laplace DLTS results for the same sample, taken at 90K, with filling pulse durations of 500ps, 5ms and 50ms. The data show two dominant emission rates and an additional emission is detected upon increasing the fill pulse duration to 50 ms. The emission rate of the peak on the left displays a small increase when the fill pulse duration is increased from 0.5 to 5 ms. However, a further tenfold increase in the filling pulse duration to 50 ms does not result in faster emissions. Dislocation related emission is likely to exhibit an increase in emission rate as a result of a further tenfold increase the fill pulse duration. This suggests that the level responsible for this emission may be a point defect, which saturates quickly. This is supported by the almost equal magnitudes of the 0.5 and 50 ms peaks. The smaller magnitude of the 5 ms peak is most likely due to a noisy signal and not a true representation of the process.

The activation energies for these levels have also been found using Laplace DLTS by incrementing the temperature in steps of 2K and allowing the temperature to settle to within 0.01K prior to each measurement. The filling pulse length used was 10ms, which provided three peaks for analysis, similar to the LDLTS scan obtained using a fill pulse duration of 50 ms.

The emission rates of the peaks at the specific temperatures have been recorded and used to derive the activation energy of the levels concerned. The Arrhenius plots of the three emissions are shown in Figure 7.10. The resulting activation energies obtained are 39meV, 30meV and 17meV. The activation energy obtained through DLTS is about twice the values obtained through LDLTS. The error bars in DLTS are typically
±50 meV and the activation energies reported through LDLTS are within these error bars.

Figure 7.10: Arrhenius plots to obtain the activation energies from emission rates detected by LDLTS at 90K of sample S1D10.

The DLTS peaks in Figure 7.8 are representative of a point defect, judging by their symmetry. However, they are broader than expected for an ideal point defect, which may explain the multiple emissions observed in the LDLTS spectra. No significant shift is observed in the LDLTS peaks with increasing filling pulse duration. The DLTS and Laplace DLTS results indicate that the level $E_4$ may be due to shallow donors in the material.

Activation energies of $\sim 27-30$ meV for the Si donor have been quoted in the literature\cite{12,13,14}. The values of $\sim 17$ meV and $\sim 32-37$ meV for the silicon and oxygen donors, respectively have been quoted by Götz\cite{15}. The Arrhenius plots in Figure 7.10 appear to have significantly different intercept values on the $\ln(e/T^2)$ axis indicating differences in the capture cross-section ($\sigma_n$) prefactors. However, it must be noted that the intercept value is not a reliable indication of $\sigma_n$. Based on Laplace DLTS results, the Arrhenius plots in Figure 7.10 and the values reported in literature\cite{12-15}, it is probable that the activation energies obtained are due to different impurities. The 39 meV may be related to the oxygen donor at a nitrogen site. The 30 and 17 meV could be due to the Si donor at a gallium site (Si$_{Ga}$). The differences in the Si donor activation energies may be due to nearest neighbours or the strain field of the dislocations. It is also probable that certain donor atoms may be in the vicinity of deep level traps which do not empty in this temperature range. Hence, the activation energy of 17 meV may be as a result of
local band-bending near dislocations. This model is supported by the Laplace DLTS result in Figure 7.10. The peak on the left displays a slight increase in emission rate when the fill pulse duration is increased to 5 or 50 ms from 0.5 ms. No further increase in emission rate with longer fill pulses is indicative of a point defect, as there are no nearby empty traps to fill at this temperature.

In summary, the level at $E_C - 65$ meV detected by DLTS was shown to be made up of two emission rates using Laplace DLTS. Activation energies of 39, 30 and 17 meV were obtained using LDLTS. These levels are indicate point defect related emission and are likely to be due to the Si$_{Ga}$ and O$_{N}$ donor levels.

### 7.5 Deep levels

#### 7.5.1 Level $E_1$

The broad emission around room temperature is labelled $E_1$ and is displayed in Figure 7.6. The position of the level $E_1$ within the GaN bandgap is found to be 624 meV and 503 meV below the conduction band at filling pulses of 1 ms and 50 ms respectively. The Arrhenius plot is displayed in Figure 7.11 and a difference in the gradients for the 1 ms and 50 ms pulse lines is clearly visible. The trap concentrations are $\sim 6 \times 10^{15}$ cm$^{-3}$ and $\sim 1.1 \times 10^{16}$ cm$^{-3}$ for the 1 ms and 50 ms filling pulse scans respectively, at a rate window of 200 s$^{-1}$.

Figure 7.11: Arrhenius plots of level $E_1$ with fill pulse durations of 50 ms and 1 ms.

Figure 7.12 shows the DLTS scan of level $E_1$ from 300 K to 400 K with filling pulse durations of 500 μs, 5 ms and 50 ms. The scans indicate that a tenfold increase in filling
pulse from 500ps to 5ms has a minimal effect on the peak position in temperature. However, a further tenfold increase to 50ms results in a noticeable shift towards a lower temperature, which could be representative of emission from a band of states, such as at a dislocation core. Increasing the filling pulse to 50ms from 5ms induces a much larger increase in the DLTS peak height, indicating that long fill pulses are required to saturate the defect states.

Figure 7.12: DLTS of level E1 in sample S3D10 obtained using fill pulse durations of 500ps, 5ms and 50ms.

Figure 7.13 shows the DLTS spectra of sample S1D10 from 100 to 380K. The reverse bias in this measurement was -3V, with a fill pulse amplitude of -1V, in order not to detect surface related states. The DLTS measurement was repeated using 1 and 50 ms fill pulse durations. A large increase in the peak height is observed, which is equivalent to an increase in trap concentration, as mentioned previously. Furthermore, all levels detected appear to shift closer to the conduction band, which is apparent from the shift towards lower temperature of all peaks. This is characteristic of extended defects, where local band-bending exists due to the band of states present in the bandgap. Electrical properties of extended defects were discussed in Chapter 5.
An additional peak, labelled $E_s$, is detected upon increasing the fill pulse duration to 50 ms. The longer fill pulse duration of 50 ms has resulted in comparable trap concentrations between $E_i$ and $E_s$. The peak shape of the $E_s$ level is indicative of a point defect. If this level was due to a band of states, line broadening would occur on the lower temperature side of the peak. From Figure 7.13 alone, it is not possible to determine whether or not this level is affected by the repulsive forces of nearby levels, because the peak position is not visible with a fill pulse duration of 1 ms. The measurements were terminated at 380K because of the limited rows available for data entry. However, previous and subsequent DLTS scans did not reveal a peak in the 400-500K temperature range.

Closer inspection of level $E_i$ reveals a change in the peak shape when the fill pulse length is extended from 1 to 50 ms. In contrast to the stacking fault sample investigated in chapter 6, this level exhibits much less line broadening on the lower temperature side of the peak. Therefore, there is a possibility that level $E_s$ is made up of more than one level. The different levels giving rise to the $E_i$ level could arise from a defect which exists at more than one site in the bulk. It is likely that the emissions emanate from defects in the vicinity of dislocations due to the large fill pulse dependency observed.
Room temperature (i.e. 300K) emission in sample S1D10 has been investigated by Laplace DLTS and the results are displayed in Figure 7.14. The biasing parameters were the same as for the DLTS spectra shown in Figure 7.13, apart from the fill pulse durations. In Figure 7.14, the fill pulse durations used were 0.1, 1 and 10 ms. The emissions due to the 0.1 and 1 ms are not clearly visible due to the large peak heights of the emissions from a 10 ms fill pulse length. The LDLTS spectra from 0.1 and 1 ms fill pulse lengths are plotted separately in Figure 7.15. However, Figure 7.14 has been included to show the effect of a tenfold increase from 1 to 10 ms in the filling pulse duration. Four dominant peaks are observed in Figure 7.14 and 7.15. The spectra clearly show a large increase in peak height and a shift towards higher emission rates as the filling pulse is increased to 10 ms from 1 ms.

A 1 ms fill pulse at 300K should detect emissions relating to the Eib and Ei levels. The higher emission rates are likely to correspond to the Eib level, whereas the lower emission rates may possibly relate to levels Ei and Es.

Figure 7.14: LDLTS of sample S1D10 at 300K, with fill pulse durations of 100 ps (—), 1 ms (—) and 10 ms (—).

The spectra show a large increase in peak height as the filling pulse is increased to 10 ms. Furthermore, an increase in emission rate for the 10 ms fill pulse spectrum is evident, which indicates the presence of extended defects. Figure 7.15 shows the LDLTS spectra for the 0.1 and 1 ms fill pulse experiments. It is likely that the 200s1 emission due to the 0.1 ms fill pulse shifts to the 500s1 emission as a result of a tenfold increase in the fill pulse length. This inference is based on the behaviour of the emission...
rates displayed in Figure 7.14: The 500s⁻¹ emission due to the 1ms fill pulse (labelled A) shifts to -800s⁻¹ and displays a significant increase in peak height when the fill pulse duration is extended to 10 ms. If the same behaviour were to be modelled to the change in emission rates due to the 0.1 and 1 ms fill pulses, then it is possible that the emission rates do increase as a result of longer fill pulse durations.

Figure 7. 15: This figure is equivalent to Figure 7.14, but only the spectra resulting from the 100ps (—) and 1ms (—) fill pulse durations are displayed.

Emission from extended defects is highly probable, judging by the fill pulse behaviour of the DLTS spectra in Figure 7.13. The broad spectra (-100 - 400K) suggest that numerous emissions are spaced closely in temperature. A range of activation energies for levels Ei and Es have been reported previously in the literature, as discussed in Chapter 5. This further suggests that the emission rates detected by Laplace DLTS should display fill pulse dependency characteristic of extended defects.

In order to investigate the behaviour of level Es, Laplace DLTS measurements have been carried out at 354K, which corresponds to the maximum of the 50ms DLTS spectrum in Figure 7.13. The emissions have been split into sets and labelled A, B, C, D, E and F. There are two additional levels in comparison to the LDLTS results in Figure 7.14. These additional emissions are likely to be sets A and B, which arise from levels deeper in the bandgap and display and emit at a slower rate at this temperature. At 354K, the set of emissions labelled F are likely to arise from levels which display maxima at a lower temperature than Es in Figure 7.13, possibly Ei. Fill pulse dependency has been observed for levels emitting at 200s⁻¹ in both the DLTS and
Laplace DLTS results in Figures 7.13 and 7.14-15. Therefore, the fill pulse dependency observed for set F in Figure 7.16 is likely to arise from dislocation related levels.

\[ T = 354K \]
\[ V_r = -2V \]
\[ 0.8 \]
\[ V_D = -0.5V \]
\[ 500 \text{us} \]
\[ 5 \text{ms} \]
\[ 50 \text{ms} \]

Figure 7.16: LDLTS of sample S3D7 recorded at 354K.

The emission set C does not exhibit fill pulse dependency and indicates the presence of point defects or small complexes. The emission from set C suggests that no local band-bending exists for this level. Sets D and E show the largest peak heights and coincide with the emission rates that are likely to arise from level E5. However, the DLTS spectra in the 300-500K temperature range is very broad and other levels could exist in this temperature range. It must be noted that the dislocation density in the material is \(~4\times10^8\) cm\(^{-3}\), which corresponds to \(~3\times10^4\) emergence points directly under each Schottky diode. Such a structure is expected to have an effect on the position of impurities within the lattice and could lead to small separations in temperature of the emissions from levels.

Emission sets D and E display a fill pulse dependency at shorter fill pulses. A shift is observed when the fill pulse length is extended to 5 ms from 0.5 ms. However, a further tenfold increase to 50 ms has minimal effect on the emission rates. This behaviour is indicative of a point defect which is in the vicinity of extended defects, as it saturates at a much lower fill pulse than would be expected for large clusters or impurities at a
dislocation core. Therefore, the emission sets C, D and E could be due to point defects which exist at different lattice sites.

**Trap profiling**

The trap concentration of level Ei has been measured as a function of depth into the sample and the results are displayed in Figure 7.17. As described in Chapter 4, the relevant DLTS measurements must be carried out at the right biasing conditions in order to probe a specific depth. The results indicate that this defect is more abundant towards the surface than in the bulk, with almost a linear drop in trap concentration with depth. It must be noted that a DLTS signal deep into the sample is much weaker than the surface. This is because a linear increase in reverse bias does not correspond to a linear change in depth probed. In other words, a smaller filling pulse is required to probe the region 0.062-0.068µm under the surface than to probe 0.038-0.044µm of material. Therefore, the carriers deeper in the material effectively experience a smaller potential difference to accelerate them to the surface. On the other hand, a reduction in trap concentration with depth of level Ei has been reported by another group16.

A potential concern that arises when analysing the trap concentration as a function of depth, is the Debye length. This is discussed in Chapter 4. The Debye length for this material has been calculated to be \(-5.2 \times 10^{-12}\) m, using equation 4.5. This is -100 times smaller than the lattice spacing and almost three orders of magnitude smaller than the depth probed during the measurement. Therefore, effects of the quasi-neutral region can, in this case, be ignored.
Laplace DLTS measurements have been carried out in the same regions as in the above trap concentration versus depth measurement. The LDLTS measurements have been recorded at 320K using the same biasing parameters, with fill pulse durations of 1 and 50ms. Figure 7.18 shows the LDLTS spectra in the 44 to 38 nm region below the surface, recorded using fill pulse durations of 1 and 50 ms. Seven emission rates are present, of which the four dominant peaks appear on the 40 to 800 s\(^{-1}\) region of the emission rate axis. Comparing the LDLTS results with the DLTS spectra recorded using a fill pulse duration of 50 ms (Figure 7.13), it is possible to conclude that the dominant emission in the LDLTS spectra may be due to Ei. This is because judging by the peak position of the Ei level at a rate window of 200s\(^{-1}\), the 50 ms spectrum, it is most likely that the peak position corresponding to the 800s\(^{-1}\) scan would appear around 300-320K.

\[ V_r = -2.48V \]
\[ V_D = -1.30V \]

Depth: 0.044 to 0.038 um

\[ t_p = 50 \text{ ms} \]

Figure 7.18: LDLTS of sample S3D7 recorded at 320K with biasing parameters corresponding to the region 38 to 44 nm below the surface.

All Laplace DLTS peaks are observed to shift towards higher emission rates when the fill pulse duration is increased to 50ms from 1ms. This is an indication that the levels observed in this region of the sample (38 to 44 nm) are in a region of local band-bending as a result of electrostatic repulsion between band-like states in the bandgap.
The slow emission rate (\(^{\sim}1s'1\)) may arise from near midgap states, such as level E\(_3\) in Figure 7.6, which are likely to emit at a much slower rate at 320K.

Figure 7.19 shows the LDLTS spectra at the same temperature (320K), but in the region of 44 to 50 nm below the surface. In this region, there are also seven emission rates relating to the 50ms fill pulse duration. However, a 1ms fill pulse only results in six emission rates. Furthermore, an emission is detected at 40s’1 which does not shift with an increase in fill pulse length.

\[ V_r = -3.03V \]
\[ V_p = -2.48V \]

Depth: 0.050 to 0.044 um
\[ t_p = 1ms \]
\[ t_p = 50 ms \]

In Figure 7.20, the data corresponding to the 50ms fill pulse lengths from Figure 7.18 and Figure 7.19 are displayed in the same graph to investigate the bias dependency of the emission rates. The results show that six out of the seven emission rates do not shift towards higher emission rates. It must be noted that the potential difference between the reverse bias and the fill pulse used to probe the 38 to 44 nm region is about twice the potential difference for the 44 to 50nm region.
$t = 50 \text{ ms}$

- Depth: 38 to 44 nm
  - $V_r = -2.48 \text{ V}$
  - $V = -1.30 \text{ V}$

- Depth: 44 to 50 nm
  - $V_r = -3.03 \text{ V}$
  - $V_n = -2.48 \text{ V}$

Figure 7.20: LDLTS spectra for the 38 to 44, and the 44 to 50 nm regions below the surface obtained using a fill pulse duration of 50 ms.

The bias dependency of the $E_j$ level was investigated by DLTS at a rate window of 50s'. The resulting spectra for sample S3D10 are displayed in Figure 7.21. The reverse bias amplitude and the fill pulse duration used in both scans was $-2 \text{ V}$ and $1 \text{ ms}$, respectively. The fill pulse magnitudes used were 0 and IV. A shift towards lower temperature is observed when the fill pulse magnitude is increased to IV. This is indicative of barrier lowering.

The $E_{i}$ peak narrows on the high temperature side as a result of an increase in fill pulse and a slight separation between $E_i$ and $E_j$ is now visible. However, the shoulder on the low temperature side of $E_j$, which is labelled as $E_{ib}$ in Figure 7.6, becomes less apparent when the fill pulse magnitude is increased. Furthermore, it does not appear to exhibit a significant shift in peak position. The exact peak positions of the $E_{ib}$ level are not visible and therefore it is not possible to conclude for certain that the $E_{ib}$ level is not bias dependent.
The results suggest that the bias dependency of the levels is sensitive to the region of material probed. This may be explained by considering that the electrostatic repulsion in a wider area is greater than for a small area, which could be enhanced by applying a forward bias pulse.

### 7.5.2 Level E2 (100 - 200K)

The activation energy of level E2, was obtained through DLTS with a filling pulse duration of 50ms and 10ms. The resulting Arrhenius plots are displayed in Figure 7.22. The derived activation energies are 350meV and 250meV for filling pulse durations of 10ms (—) and 50ms (- -) respectively. The trap concentration, \( N_T \), was \( 8 \times 10^{14} \) cm\(^{-3}\).

A level at \( E_c - 0.24 \) eV was associated with screw dislocations by Soh et al.\( II \), as the concentration of this level was observed to be minimal in samples with low screw dislocation densities. The density of screw dislocations in the samples studied in this work is less than 1%. If the level observed by Soh et al. is due to the same defect giving rise to the level \( E_2 \) in this work, then this could provide an explanation to the small amplitude of this level in the DLTS results.
The decrease in activation energy due to an increase in filling pulse duration suggests that the level E\textsubscript{2} is most likely an extended defect or due to point defects which have segregated to the dislocation cores. However, the peak shape is not clear from DLTS scans such as in Figure 7.6, because E\textsubscript{2} is joined to the broad E\textsubscript{1} peak. To provide further insight into the emission behaviour of this level, Laplace DLTS data was collected using different filling pulse durations. The quiescent reverse bias was -2V and the filling pulse voltage was -0.5V to ensure that surface states do not participate in the emission process. The LDLTS data are displayed in Figure 7.23. The first noticeable result is that two distinct emissions are present. Most importantly, however, it can be seen that a defect state is present, emitting at \( \sim 2\text{s}^{-1} \), whose emission rate is not affected by the increase in filling pulse duration. This finding suggests that another defect is also present, sufficiently further away from surrounding defect structure, as not to be affected by the Coloumb interaction. The defect resulting in the slower emission of less than \( 1\text{s}^{-1} \) displays a large increase in emission rate with filling pulse duration, especially for 50ms. This emission is likely to arise from an impurity or defect in the strain field of the dislocations, or impurities that have segregated to the dislocation cores.

It is not clear as to why the emission rates observed are much slower than usual at this temperature. The emission rates less than \( 1\text{s}^{-1} \) are more likely to be due to levels exhibiting maxima at higher temperatures on the DLTS spectra at a rate window of \( 200\text{s}^{-1} \). The small amplitudes of the peaks in comparison to other LDLTS results shown could be explained by considering that the DLTS peak height at this temperature is also considerably less when compared to emissions in the 300K region.
The slow emission rates observed suggest that the dominating part of the non-exponential transients are in the region of $t \gg 0$. This could occur due to slow rising transients, which may not have reached their quiescent values although the maximum number of samples has been selected for the measurements. Slow rising transients which do not reach equilibrium, even after a long sampling time, are an indication that a background emission is present possibly due to defects in the dislocation strain field. It must be noted that at such high dislocation densities, most lattice sites are expected to be affected by the dislocation strain fields.

### 7.5.3 Near-midgap states

The activation energy of the level $E_3$ (500 - 600K in Figure 7.6) could not be obtained through DLTS due to limitations in the software. The maximum allowable temperature setting in the Trapview software is 600K. When the higher rate window of 200s is employed, the peak temperature is above 600K. Additionally, at those temperatures, lower rate windows of 10s and 4s appeared extremely noisy and it was not possible to determine the peak position in temperature. Instead, Laplace DLTS was used to obtain the activation energy of this level by incrementing the temperature in steps of 2K and allowing the temperature to settle to within 0.01K prior to commencing the measurement. The resulting Arrhenius plot is shown in Figure 7. 24 for sample S3D10. The derived activation energy is $Ei = E_3 - 1.46$ eV.
Figure 7.24: Arrhenius plot of level E3 obtained through Laplace DLTS.

It must be noted that the value obtained is subject to some speculation due to the behaviour of the LDLTS spectrum. Only one level behaved as expected and shifted in the right direction with increments in temperature. Ideally all levels present should provide data to derive an activation energy, however this was not observed in this instance. This does not mean that the levels observed through LDLTS are a false representation, but rather that the material is complex due to the 31000 end points as stated previously. The interaction between neighbouring states must be taken into account when evaluating such spectra.

The Laplace DLTS fill pulse tests of level E3 are displayed in Figure 7.25. At this temperature range, the emission rate at the deep level should be greater than the capture rate. The Coulomb forces from surrounding states should not be strong enough to influence the emission from other neighbouring states. Therefore, it is likely that the emission at this temperature is point defect like, as observed from the LDLTS results in Figure 7.25.

It is also possible that the defects with a level near midgap are not physically located at the dislocation core, but are isolated point defects. However, the emission rate at ~200s\(^{-1}\), corresponding to the spectrum of the 0.5 ms fill pulse, does display an increase to ~300s\(^{-1}\) when longer fill pulses of 5 and 50 ms are used. This particular emission rate does not exhibit a further shift towards higher emission rates when the fill pulse length is increased from 5 to 50ms. This could indicate the presence of a level which is not at the dislocation core, but is physically close to neighbouring states. This is because the
emission from dislocation cores would be expected to display a further increase in emission rate with longer fill pulses. Such behaviour of the LDLTS spectra was presented in Figure 7.14.

\[
T = 600K \quad V_r = -1.5V \quad V = 0V
\]

- 500 us
- 5 ms
- 50 ms

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure7.25}
\caption{LDLTS spectra of sample S3D10 at 600K with fill pulse durations of 0.5 ms (---), 5 ms ( ), and 50 ms (---).}
\end{figure}

Figure 7.26 displays the LDLTS spectra at 600K for sample S2D12, using the same biasing parameters which were used in Figure 7.25. The spectra for this sample are more complex and the emission rate axis has been split to display the results more clearly. On initial inspection the behaviour of the LDLTS spectra with fill pulse appears to differ from that observed in Figure 7.25. Firstly, the emission rates appear to shift when longer fill pulse durations are applied. It must be recalled that the axis in Figure 7.26 is split and the shifts observed in the lower graph (0 to 12 s) are minimal (~1 emission per second). Furthermore, closer observation reveals that the set A and B emissions in Figures 7.25 and 7.26 are very similar in their behaviour with fill pulse duration. Only emissions due to the 5 and 50ms fill pulse lengths are observed for sets A in both Figure 7.25 and 7.26, which display a slight increase in emission rate with fill pulse duration. For sets B in
both figures, the increase in emission rates from the 0.5 to 5ms fill pulse is greater than for the 5 to 50ms.

**Figure 7.26:** LDLTS spectra of sample S2D12 at 600K with fill pulse durations of 0.5 ms (—), 5 ms ( ), and 50 ms ( ). Other biasing parameters are the same as for the LDLTS data presented in Figure 7.25.

The similarity observed for sets A and B in Figures 7.25 and 7.26 could indicate that these emissions arise from the same defect in diodes S2D12 and S3D10. The differences observed in the lower emission rates could suggest that defect distribution relating to the near-midgap emissions is non-uniform. It is unlikely that emissions in samples S2D12 and S3D10 are due to different impurities, because the samples have
been cleaved from the same wafer. Therefore, the differences are likely to be due to the effects of the dislocation strain fields.

### 7.6 Minority carrier emission

In Section 7.3, the formation of a minority carrier trap as a result of subjecting the sample to elevated temperatures was mentioned. This section will discuss the formation of this level and its characteristics in more detail. The presence of a minority carrier level in $n$-$GaN$ that lies -0.7-0.9 eV above the valence band was discussed in Chapter 5. Figure 7.27 shows the DLTS spectra of sample S2D1 with levels $E_i$, $E_{ib}$ and $E_2$ (initial) and the scan recorded immediately after the sample was taken up to 600K (post thermal stress). The scan shown in blue was performed less than one hour later and is significantly different. It shows a large negative-going peak, $E_h$, which is indicative of a minority carrier trap. In the following sections the term *post thermal stress* will generally be used to indicate that the sample was taken up to near 600K and cooled to room temperature form the $E_h$ level. The term initial, or before thermal stress, will be used to indicate the condition of the sample where only majority carrier peaks ($E_j$, $E_2$ and $E_3$) are present, as shown in Figure 7.6, unless otherwise stated.

![Figure 7.27: DLTS of sample S2D12 before (-- ) and after (—) thermal stress.](image)

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
</tr>
</thead>
</table>
In both the initial and post thermal stress measurements in Figure 7.27, the quiescent reverse bias was set to -2V, and the fill pulse amplitude was -0.5V, with a duration of 1ms. In some cases, the DLTS scans of the minority carrier level have been terminated once the peak position was obtained. This was done in order to minimise the amount of thermal stress that the samples were subjected to.

It is apparent from Figure 7.27 that both E₁ and E₁₁b disappear due to the formation of the E₉ level. Furthermore, the amplitude of level E₂ also appears to decrease. There are two possible explanations for this behaviour. The DLTS signal is the consequence of a capacitance transient, which is sampled in time. The capacitance transient, in turn, is determined by the time-dependent trap occupancy. If the energy separations of the minority and majority carrier traps from the valence and conduction bands are comparable, then emission of holes and electrons will occur simultaneously at both traps at a given temperature. Therefore, if the DLTS spectrum displays a negative peak due to a minority carrier level, then hole capture (i.e. electron emission from the hole trap to the valence band) and hole emission must exceed the electron equivalent.

Applying this model to Figure 7.27 would indicate that the amplitude of E₂ may decrease as a result of hole emission. It must be noted that minority (hole) carriers do not normally exist in Schottky diodes. However, these materials are of poor crystalline quality and hole leakage currents could be a possibility.

The second possibility that should be considered is the passivation of the electron traps by a mobile impurity. It has been shown by Hierro et al. that the DLTS signal of level E₁ can be reduced to almost zero by hydrogenation in an H-plasma for 30min. Upon hydrogenation, the trap concentration of level E₁ is reported to reduce to less than $10^{13}$ cm$^{-3}$ from an initial concentration of $4.1 \times 10^{14}$ cm$^{-3}$. Furthermore, the bias dependency of level E₁ amplitude has been investigated by Wu et al., which the authors associate with hydrogen. This will be discussed in more detail later in the chapter.

The trap concentration, $N_T$, of level E₁ was measured to be $\sim 6 \times 10^{15}$ cm$^{-3}$ for a fill pulse duration of 1 ms. The trap concentration of E₉ was found to be $\sim 9 \times 10^{15}$ cm$^{-3}$ with the same biasing conditions. This value is larger than obtained for E₁, even though the peak of E₁ is greater in magnitude than that of E₉. This is because $N_T$ is derived using the carrier concentration and capacitance values at the quiescent reverse bias at 300K. The appearance of the minority carrier peak due to thermal stress resulted in a change in the carrier concentration profile of the samples studied. A significant difference in the C-V measurements was observed after the sample was heated to 600K and subsequently...
cooled to room temperature. This is discussed in section 7.6.1. In order to ensure that the carrier concentration and quiescent capacitance values are representative of the sample when calculating the trap concentration, C-V data have been obtained at 300K prior to each new DLTS experiment.

Figure 7.28 displays the profiles of the minority carrier peaks in the three other samples S1D10, S3D7 and S3D10. In sample S3D10, a double peak is apparent. This may be due to different lattice positions in the vicinity of the dislocation core and will be discussed later in this chapter. If the sample is allowed to rest (i.e. not used for electrical measurements), the spectrum recovers to the original scan as shown in black, in Figure 7.27. The period of recovery has been observed to be different for each sample, but is typically between a couple of days and up to a week. It is difficult to measure this time period, because any thermal stress or biasing will have a direct effect on the time of recovery. The hole level observed is a metastable level. Therefore, it is difficult to compare the levels to each other. However, the behaviour of the minority carrier trap with varying fill pulse durations can be investigated in order to obtain information about the capture properties of this level.

Figure 7.28: DLTS scans of samples S1D10 ( ), S3D7 (—) and S3D10 ( ), showing the peak due to minority carrier emission as a result of thermal stress.

It was stated in Chapter 5 that the minority carrier emission in α-GaN has frequently been associated with the gallium vacancy and its complexes with oxygen. Optical DLTS
measurements so far have reported this level without having to subject the sample to any thermal stress. This suggests that the defect concerned is inherently present in the sample. However, in our work, this level is not observed without having to subject the material to thermal stress. It was previously shown by Auret et al. that minority carrier levels in Si Schottky diodes can be detected by DLTS when forward bias fill pulses are applied. In samples which have not undergone any thermal stress, DLTS measurements were carried out with a forward bias pulse to investigate whether the level could be activated. The results did not indicate the presence of minority carrier emission.

The formation of the Eh level was found to have implications for the trap concentration of the Ei level after the sample has been allowed to recover to the original scan. Figure 7.29 shows the initial DLTS spectra of sample S3D7 and the scan after the sample was allowed to recover after thermal stress. The term *initial* refers to the first DLTS scan recorded of a sample, or the one after a period of recovery where only majority carrier peaks are observed.

The peak shape of the initial scan in sample S3D7 is different than observed for S1D10, which suggests that the initial concentration of traps relating to E₅ were greater in S3D7.

![Figure 7.29: DLTS scan of sample S3D7 showing levels E₁ and E₅ before thermal stress (—) and after recovery ( ). The term ‘recovery’ is described in the text.](image)

Table 7.1 shows the trap concentration of level Eᵢ obtained from an initial DLTS scan (i.e. not subjected to any thermal stress) and from a scan of the same sample which has been left to recover for a period of three weeks, following thermal stress.
**Approximate trap concentration (cm$^3$)**

<table>
<thead>
<tr>
<th>Thermal history</th>
<th>Approximate trap concentration (cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None (initial scan)</td>
<td>$5 \times 10^{15}$</td>
</tr>
<tr>
<td>3 week recovery after thermal stress</td>
<td>$7 \times 10^{15}$</td>
</tr>
</tbody>
</table>

Table 7.1: Trap concentration of $E_i$ obtained from an initial scan and after a period of recovery subsequent to the formation of the $E_h$ level.

The trap concentration of $E_i$ recovers to above the initial value once it is allowed to rest following the formation of the $E_h$ level. This suggests that the $E_i$ level was initially passivated by an impurity, which has dissociated from the $E_i$ level and possibly formed a complex with another defect or impurity.

### 7.6.1 Changes to carrier density

The first time the sample was cooled back to 300K from 600K in order to start the scan using another rate window pair, the measurement could not be carried out using the previous biasing conditions. A reverse bias of -1.5V or larger resulted in significant capacitance loss and high leakage currents due to the formation of the $E_h$ level and associated changes in device characteristics, detected by C-V and I-V measurements.

Figure 7.30 shows the change in carrier concentration before and after the sample was taken up to 600K. The ‘initial’ scan (blue) is obtained from the first ever C-V plot carried out on this particular sample. The dotted black line shows the drop in carrier concentration when the sample was taken up to 600K and cooled down to 300K. The carrier concentrations in the samples were found never to fully recover after several weeks. This also has consequences for the volume of material being probed for a given set of biasing conditions. Figure 7.31 shows the depth into the material as a function of applied reverse bias. Again, the blue line is obtained from the first C-V plot and the dotted black line was recorded after heating the sample up to 600K and cooling down to 300K. The solid black line represents a ‘recovered’ plot, which is taken after the sample is allowed to rest for some time and the DLTS spectrum recovers to the original state. It can be seen that at a reverse bias of -3V, the depth into the material is almost doubled when compared to the initial line. These changes were true for all samples.
Figure 7.30: Carrier concentration as a function of voltage before ( ) and immediately after (——) thermal stress. The solid black line is recorded after the DLTS spectra recover to that shown in Figure 7.6. All measurements were taken at 300K.

Figure 7.31: Depth as a function of voltage before ( ) and immediately after (——) thermal stress and after partial recovery.
Figure 7.32 presents the current-voltage (I-V) characteristics before and after the sample was heated to 600K and subsequently cooled to room temperature. The I-V characteristics after a period of recovery are also shown. It is apparent that the change in reverse bias characteristics is far more significant in comparison to the change in forward bias characteristics. A -0.7V reduction in the turn-on voltage is visible due to thermal stress, which increases marginally towards its original value after a recovery period. The considerable increase in the reverse leakage current due to thermal stress is an indication of barrier height lowering. The reverse leakage currents were found not to decrease back to the initial value after a recovery period.

![I-V characteristics of sample S3D7 at 300K before (—) and after ( ) thermal stress. The scan in blue shows the I-V characteristics of the same sample after recovery, where the DLTS scan displayed emission due to majority carrier levels.](image)

Trap concentration as a function of depth into the material could not be measured for the hole trap, because it was not possible to measure the capacitance at the required biasing conditions. All post-thermal stress DLTS and LDLTS measurements had to be recorded with smaller reverse bias settings (-1.5V or smaller, depending on the sample).
7.6.2 Formation temperature of $E_h$

In order to find out the approximate temperature at which the level $E_h$ forms, the maximum DLTS measurement temperature was incremented in steps of 20 or 30K. At each end point, the temperature was allowed to settle for 20min. The sample was then cooled back to 300K in order to start a new scan with a higher end point in temperature. The subsequent DLTS scan would show whether the minority carrier level had formed. The first measurement end point was 450K, because Laplace DLTS measurements were previously carried out at this temperature, with no apparent changes to device characteristics. This indicated that the temperature of formation is most likely above 450K. The results are shown in Figure 7.33 and reveal a gradual decrease in peak height, and hence active trap concentration, of level $E_1$ as the end temperature is increased. In the last scan, labelled $m6$, the level $E_h$ is visible and suggests that it is due to thermal stress encountered as a result of the scan labelled $m5$, during which the sample has been taken up to 540K and allowed to settle for 20min. As the previous scan $m4$, with an end point of 520K, does not indicate the presence of the $E_h$ level, it may be concluded that the minority carrier level is activated at a temperature between 520K and 540K.

![Figure 7.33: DLTS spectra of sample S3D7.](image)

The end temperature has been incremented by 20 – 30K for each scan to determine the formation temperature of the $E_h$ level. The sample has been allowed to settle for 20 min at each new end temperature. The dotted line indicates the zero line on the dC axis.
Using the end temperature of each scan as an annealing temperature together with the resulting maximum amplitude of the subsequent DLTS spectrum, an Arrhenius plot was constructed to obtain the formation energy of the minority carrier level. The resulting Arrhenius plot is shown in Figure 7.34. The formation energy of the \( E_h \) level is derived to be 550 meV.

![Figure 7.34: Arrhenius plot of level \( E_h \) constructed using the DLTS peak height as a function of annealing temperature.]

Table 7.2 lists the measured trap concentrations for the subsequent DLTS scans recorded after the sample was cooled back to 300K, following a 20 min settling period at the end temperature of the previous DLTS measurement.

<table>
<thead>
<tr>
<th>Measurement end temperature (K)</th>
<th>Approximate trap concentration of level ( E_j ) in subsequent scan (cm(^3))</th>
<th>Approximate trap concentration of level ( E_h ) (cm(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>First scan</td>
<td>( 8 \times 10^{15} )</td>
<td>-</td>
</tr>
<tr>
<td>450</td>
<td>( 5 \times 10^{15} )</td>
<td>-</td>
</tr>
<tr>
<td>480</td>
<td>( 5 \times 10^{14} )</td>
<td>-</td>
</tr>
<tr>
<td>500</td>
<td>( 2 \times 10^{14} )</td>
<td>-</td>
</tr>
<tr>
<td>520</td>
<td>( 6 \times 10^{13} )</td>
<td>-</td>
</tr>
<tr>
<td>540</td>
<td>-</td>
<td>( 1 \times 10^{14} )</td>
</tr>
</tbody>
</table>

Table 7.2: Trap concentration of \( E_j \) obtained in the scan following the 20 min 'anneal' at the end temperature of the previous measurement.
7.6.3 Bias dependency

Investigations indicate that the acceptor level does not form if the sample is cooled from 600K to room temperature with the application of a constant reverse bias for the duration of the cooling period. For convenience, this method will be referred to as reverse biased cooling (RBC). In the case that the sample is cooled without any bias applied, it will be referred to as zero biased cooling (ZBC). The results of sample S3D7 are shown in Figure 7.35.

The initial scan (black line) is the DLTS spectrum without any prior intentional thermal stress applied to the sample, where the Eh level is not present. Once this scan was complete, the sample was allowed to settle at 600K for 20min. The sample was then cooled to 270K with a reverse bias of -2V applied throughout the period of cooling. The DLTS measurement was then repeated with the same biasing conditions as the initial scan. This scan is shown in the blue line. Not only is the minority carrier emission not present, but the RBC increases the peak height of the level Ej.

![Figure 7.35: Effect of reverse bias cooling (RBC) and zero bias cooling (ZBC) on levels Ej and Eh.](image)

Level Ei was previously reported by Wu et al. to be bias-dependant and the increase in peak height with reverse bias annealing was associated with the dissociation of a mobile impurity (most likely H), which otherwise forms a complex with the defect giving rise to the Ej level.
After the scan (shown in blue) was completed, the sample was again allowed to settle at 600K for 20 min. The sample was then cooled down to 270K again, but this time with no bias applied (zero biased cooling, or ZBC). In the subsequent DLTS measurement (shown in red) the minority carrier emission is clearly visible. This scan was terminated at 400K, as it was only designed to investigate the bias-dependence of the level $E_h$.

### 7.6.4 Effect of thermal stress on deep level stability

**Level $E_1 / E_5$**

Figure 7.33 may pose the question as to whether the minority carrier level would also form if the sample was to be annealed for long enough at a lower temperature. LDLTS measurements were carried out on numerous occasions between 400K and 500K on samples when the minority carrier level was not present (either recovered or not yet formed). Although subsequent DLTS measurements did reveal a slight change in the height of level $E_1$, results did not indicate a presence of a minority carrier trap. However, it would be reasonable to conclude that the temperature of formation of the hole trap could be somewhat lower than 540K, given enough time.

Following LDLTS measurements at elevated temperatures lasting one day, a shift to lower temperature of the DLTS spectrum was observed. During LDLTS, the sample is kept at a constant temperature for each new temperature, in addition to the time required for the temperature to settle to within 0.01K. This is usually 30 minutes to ensure accurate results. The settling time is especially important when investigating materials containing extended defects, because emissions are generally closely spaced in temperature. Typically, at least six data points are required for a reliable Arrhenius plot. This corresponds to a total annealing time of about 6 hours, because LDLTS measurements usually last for about 40 minutes. The duration of the measurement depends strongly on the noise and how quickly the transient returns to the quiescent value. It was found that a reverse bias of -3V for DLTS (or LDLTS) measurements was no longer possible due to capacitance loss. The DLTS spectra of the majority carrier levels after the ‘anneal’ step, due to prolonged LDLTS measurements at elevated temperatures is displayed in blue in Figure 7.36.
The red scan in Figure 7.36 shows the initial DLTS scan of sample SID10. A glitch in the scan is visible around 240K, which is possibly due to noise and will be ignored in this instance. The black scan is taken after the sample has been heated to 600K and cooled down without any intentional annealing. Both the red and black scans have been obtained with a reverse bias of -3V and a fill pulse amplitude of -IV, with a duration of lms. The broad peak which originally dominated the scan above 240K is significantly reduced in amplitude. Furthermore, the peak heights of Ei and Eib are now comparable as a result of thermal stress. However, it cannot be determined for certain whether the level Ei is still present in the ‘post thermal stress’ scan (black). The peak point of the level labelled as Ei is about 50K to the left on the temperature axis of where it was originally.

A significant shift in the spectra is observed following the annealing affect of the Laplace DLTS measurements which have been recorded in the 400 - 500K temperature region and also at 600K. Additionally, a rise in the DLTS peak height suggests an increase in trap concentration. The shift in spectra could arise from slight shifts in the lattice positions of the defects or impurities, as a result of further annealing.
In sample S3D10, the Eh level displayed a ‘double peak’ and these have been labelled Ehi and Eh₂ in Figure 7.37. The level present in the other samples studied is most likely Eh₂, judging by the peak point in temperature. However, it cannot be said for certain which level is the one detected in the other samples, because the spectra all display a shift as a result of further thermal stress. Figure 7.37 shows the effect of annealing at 600K without bias (zero bias annealing, or ZBA). The black line shows the initial DLTS spectra, which has been obtained subsequent to heating the sample to 600K and cooling back to 300K, without intentional annealing. The blue and the red lines display the Ehi and Eh₂ peaks as a result of 30 min and 1 hr ZBA at 600K. All three scans have been recorded on the same day and with the same biasing conditions.

![Figure 7.37: DLTS of sample S3D10 at a rate window of 50s', showing effects of zero-bias annealing at 600K for 30min (— ) and 1 hour ( ). The initial scan is shown in black. The reverse bias was -1.5V. The fill pulse amplitude was 0V, with a duration of 1 ms.](image)

It is apparent from Figure 7.37 that Ehi peak position shifts to a lower temperature, whereas the peak position of Eh₂ shifts to a higher temperature due to annealing at 600K. This suggests that the level Ehi moves closer to the valence band, whereas level Eh₂ moves deeper into the bandgap. This effect is illustrated in Figure 7.38.
The gallium vacancy were found to become mobile at 500-600K by Saarinen et al., who have carried out positron annihilation studies on electron irradiated GaN\textsuperscript{21}. Furthermore, the calculated activation energies of $V_{Ga}$(ON)$_{x}$ complexes in GaN (where $x = 1, 2$ or $3$) are reported to be different depending on whether they exist in the bulk or at dislocation sites\textsuperscript{22}. These findings suggest that the shift of levels observed in Figure 7.37 could be due to the formation or movement of $V_{Ga} - (O_N)_x$ complexes. It must be noted that most DLTS measurements of GaN in the literature have been below 500K.

Another group who employ a high temperature cryostat have reported the detection of a negative transient\textsuperscript{16}. However, the maximum temperature of measurement observed in this reference is about 570K and no annealing at elevated temperatures has been mentioned. The authors do not report the formation of a minority carrier trap, which suggests that the formation of $E_h$ level either requires annealing at temperatures above 560K, or higher temperatures of 600K without an annealing step.

Table 7.3 shows the change in trap concentrations of $E_{h1}$ and $E_{h2}$ as a result of the ZBA anneal at 600K.

<table>
<thead>
<tr>
<th>Thermal history</th>
<th>Approximate trap concentration (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_{h1}$</td>
</tr>
<tr>
<td>Post thermal stress (no additional annealing)</td>
<td>$7 \times 10^{16}$</td>
</tr>
<tr>
<td>30 min ZBA</td>
<td>$2 \times 10^{14}$</td>
</tr>
<tr>
<td>1 hr ZBA</td>
<td>$1.9 \times 10^{14}$</td>
</tr>
</tbody>
</table>

Table 7.3: Trap concentrations of $E_{h1}$ and $E_{h2}$ upon zero biased annealing for 30min and 1hr at 600K

The drop in the trap concentrations derived from the scan after the initial thermal stress step to those after the ZBA steps appear to be very high in comparison to the change in the DLTS peak heights. This is due to the change in carrier concentration and the
quiescent capacitance at the reverse bias used for the DLTS measurements. The effects of the ZBA at 600K on the carrier density are shown in Figure 7.39.

It is apparent that an additional 1 hr anneal at 600K has no further effect on the trap concentration of \( \text{Eh}_2 \) and the peak positions of both levels. However, the carrier concentration profiles in Figure 7.39 show an additional drop in the carrier density as a result of a further 1 hr anneal.

![Figure 7.39: Effects of ZBA at 600K on carrier concentration. The black line shows the carrier concentration profile after the initial thermal stress. The data has been recorded at 300K.](image)

It is unclear as to why the peak height of the \( \text{Eh}_1 \) level decreases due to an anneal at zero bias. The double peak consisting of \( \text{Eh}_1 \) and \( \text{Eh}_2 \) was also initially present in sample S3D7. It must be noted that S3D7 and S3D10 are different diodes situated on the same sample. The peak height of \( \text{Eh}_1 \) level was observed to decrease in magnitude after the reverse bias and zero bias cooling (RBC and ZBC) experiments described in section 7.6.3. This is illustrated in Figure 7.40. The initial scan refers to the scan that was recorded after the first thermal stress step (i.e. the first time the sample was heated to 600K and cooled down without bias). The scan in blue was recorded some time after the ZBC and RBC experiments, where the \( \text{Eh}_1 \) peak only appears as a slight shoulder to the left of \( \text{Eh}_2 \). During the RBC and ZBC experiments, the sample was allowed to settle at 600K for 20 minutes, without any applied bias. This effect is similar to the zero bias...
annealing experiments described above. However, it is noteworthy that the Ehi level is still present after a 30 min anneal for diode S3D10, whereas a 20 min anneal is long enough to anneal out the Ehi level detected in diode S3D7. This suggests that the defect concentration and distribution of the defect giving rise to Ehi is not homogeneous in the material, because both diodes tested are on the same sample.
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\text{Figure 7.40: DLTS spectra of sample S3D7 showing the initial double peaks present at rate windows of 80s's}^1 (—) and 200s's}^1 (- - -). The scan after the RBC and ZBC treatments is also shown.

7.6.5 Fill pulse dependency

Fill pulse tests have been carried out on sample S3D10 by Laplace DLTS at 350K which are displayed in Figure 7.41. This temperature has been chosen in order to detect emissions due to both the Ehi and E_{h2} levels immediately after the ZBA treatments. The DLTS scans in Figure 7.37 have been recorded using a rate window of 50s's}^1. At the measurement temperature of 354K for the LDLTS scans, the set of emissions labelled A are likely to be due to level E_{h2}. This is because the peak position of E_{h2} at a rate window of 50s's}^1 in Figure 7.37 appears at a higher temperature of 430K. This suggests that at 354K, the emission rate is likely to be close to or less than 50s's}^1. Similarly, the emission set B is most likely to arise from level Ehi, because at 354K, the emissions from Ehi are likely to be occurring at a faster rate.
It can be seen from Figure 7.41 that the set A emissions all shift towards a faster rate when the fill pulse is increased from 0.5 to 50ms. However, it must be noted that the shifts observed are in the order of 1 emission per second. Therefore, it is not possible to conclude for certain that the set A emission rates exhibit fill pulse dependency. The slow emission rates of set A could arise from the level $E_{h_2}$. This is because the maxima of $E_{h_2}$ occurs at a higher temperature, which suggests that this level should emit at a slower rate at 350K. For set B, the 100s$^{-1}$ emission rate does not display fill pulse dependency, which is indicative of a point defect related emission. On the other hand, the -500s$^{-1}$ emission due to a fill pulse duration of 0.5ms shifts to a lower emission rate with an extended fill pulse length. A possible reason for this will be discussed in section 7.7.3.

Laplace DLTS measurements were also carried out on diode S3D7 at 360K. This particular diode is on the same sample (sample 3) as S3D10. The spectra were recorded using fill pulse durations of 0.01, 0.1 and 1ms. The results are displayed on a split axis in Figure 7.42. The fill pulse dependency of the emission rates occurring under 200s$^{-1}$ are very similar to those displayed in Figure 7.41 for diode S3D10. Again, a small shift towards faster emission rates is observed with increasing fill pulse duration for the three emission rates under below 100s$^{-1}$. Also, the emission at $\sim$100s$^{-1}$ is the only emission rate which does not exhibit fill pulse dependency, as was the case for diode S3D10 in
Figure 7.41. Furthermore, the emission rates between 100 and 1000 s$^{-1}$ appear to emit slower as the fill pulse is increased. The difference between LDLTS results from diodes S3D10 and S3D7 is that two additional emission rates are observed for diode S3D7. This may be due to the higher measurement temperature for diode S3D7, or due to some differences in the strain fields of the dislocations.

Figure 7.42: Laplace DLTS of the Eh level in sample S3D7 at 360K.
Figure 7.43 presents the DLTS spectra of sample S1D10, which have been recorded using fill pulse durations of 1 and 50 ms. The reverse bias used for both experiments was -2.5V, with a fill pulse amplitude of -0.5V. The peak shape of the Eh level displays a high level of symmetry and is indicative of a point defect. However, the fill pulse dependency of the level is intriguing. Increasing the fill pulse duration to 50ms results in a shift of the Eh peak to ~ 395K from 380K, which is not typical of point or extended defects. For emission arising from the vicinity of extended defects, the peak position is likely to shift towards lower temperatures due to local band-bending as a result of Coulombic repulsion between closely-spaced levels in the bandgap. The shift to a higher temperature in this case is more likely to be due to the modification of the capacitance transient as a result of the electron emission from level $E_s$.

It can be seen in Figure 7.43 that a 50ms fill pulse results in a positive value of the DLTS signal in the temperature range of ~ 300 - 350K, which appears to be negative when using a 1 ms fill pulse.
The positive peak resulting from the 50ms fill pulse in Figure 7.43 is labelled as level E5. It is not possible to be absolutely certain about the nature of the peak from the DLTS spectrum in the above figure. However, based on the peak position of levels Ei and E5 in the 50ms fill pulse spectra in Figure 7.13, E5 appears to be the most likely contender for the positive peak in Figure 7.41. It must be noted that the spectra in Figure 7.13 are obtained using a rate window of 200s', which suggests that the peak position of Ej at a rate window of 50s' would appear at a lower temperature than shown in Figure 7.13. The detection of a majority carrier level by applying a longer fill pulse further supports the concept that electron emission and capture occur simultaneously. Therefore, thermal stress is likely to result in a greater electron capture rate (or hole emission rate) at Eh than electron emission at electron traps in the upper half of the bandgap. This may explain the decrease in the Ej level with increasing annealing temperature, as shown in Figure 7.33. It is probable that the peak height of Ej decreases due to the increase in peak height of the Eh level.

The fill pulse dependency of the Ehi and Eh peak positions were also investigated for sample S3D10. DLTS spectra at a rate window of 50s' have been recorded using fill pulse durations of 1, 25 and 50 ms. All other parameters were kept the same and the results are displayed in Figure 7.44. The peak positions of level Ehi are found to be -330K, 325K and 340K with fill pulse durations of 1, 25 and 50 ms, respectively.

![Figure 7.44: DLTS of sample S3D10 recorded using fill pulse durations of 1 (—), 25 (—) and 50 ( ) ms.](image)
The peak position temperatures suggest that there is no definite dependency of the Ehi level on fill pulse. The shifts observed in temperature could be due to the ambiguous interaction of simultaneous electron capture and emission processes at a given temperature. This, combined with the temperature hysteresis in subsequent DLTS measurements could account for the differences observed in the peak positions. It is not possible to determine the peak position of the Eh2 peak at a fill pulse duration of 50 ms. However, the peak shapes with fill pulse lengths of 1 and 25 ms suggest that the peak position does not shift to a lower temperature when the fill pulse is increased to 25 ms. These findings indicate that both Ehi and Eh2 levels exhibit isolated point defect behaviour.

Unlike S1D10, the E5 level is not detected in sample S3D10 when the fill pulse duration is extended to 50 ms. This could indicate that the trap concentration of E5 is not homogeneous within the material.

The fill pulse dependency of the Eh level in S1D10 (Figure 7.43) was investigated using Laplace DLTS. The spectra obtained using fill pulse durations of 0.5, 5 and 10 ms are displayed in Figure 7.45. It is apparent that S1D10 exhibits fewer emissions than S3D7 and S3D10, for which the DLTS spectra displayed two levels, Ehi and Eh2.

All peak heights, excluding the emission labelled D, do not increase when the fill pulse duration is extended to 10 ms from 5 ms. Furthermore, none of the emissions exhibit fill pulse dependency. These results are a strong indication that the hole trap detected has a point defect nature.

Figure 7.45: Laplace DLTS of S1D10 at 410K with fill pulse durations of 0.5 ( ), 5 ( ) and 10 (—) ms.
However, it was found that the fill pulse dependency of the Ehi and Eh levels can be modified when a much longer fill pulse of 100 ms is applied. This is shown in Figure 7.44. The sets of spectra labelled A, B and C in the \(<100s\) region display a shift to higher emission rates when the fill pulse is increased to 100 ms. A model to explain such a dependency on fill pulse length is described in section 7.7.4.

The decrease of the higher emission rates with extended fill pulse durations in Figure 7.46 was also evidenced in Figures 7.41 and 7.42. A model is proposed in section 7.7.3 to provide an explanation for this outcome.

7.6.6 Activation energy measurements of the Eh level

The activation energy measurements for the Eh level were problematic due to the additional thermal stress encountered after each scan. The situation is made more complex due to the simultaneous electron emission occurring from deep electron traps. Therefore, the activation energy values derived are an indication of the behaviour of the Eh level under thermal stress. Figure 7.47 shows the Arrhenius plots obtained for S3D7.
before additional thermal stress and also for S3D7 and S2D12 after the $E_h$ level was observed to shift, after further stress.

![Figure 7.47: Arrhenius plots of the $E_h$ level before and after a shift of the peak position to a lower temperature.](image)

The activation energy values derived from the Arrhenius plots in Figure 7.47 are displayed in Table 7.4.

<table>
<thead>
<tr>
<th>Sample and condition</th>
<th>Activation energy, $E_T - E_v$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S3D7 initial</td>
<td>708</td>
</tr>
<tr>
<td>S3D7 after shift of peak position</td>
<td>553</td>
</tr>
<tr>
<td>S2D12 after shift of peak position</td>
<td>435</td>
</tr>
</tbody>
</table>

Table 7.4: Activation energies of the $E_h$ peak in S3D7 before, and in S3D7 and S2D12 after a shift in peak position to lower temperatures.

The term *initial* for S3D7 refers to peak position of the $E_{h2}$ level, which remained after the $E_{h1}$ level was reduced, as shown in Figure 7.40. However, the peak position of the $E_h$ level in sample S3D7 moved to a lower temperature as a result of further unintentional thermal stress due to DLTS and Laplace DLTS measurements at elevated temperatures. The $E_h$ level in S2D12 was not measured before the peak position was observed to move to a lower temperature.
It must be noted that the activation energy values obtained after thermal stress are inconsequential. This is because the level observed in this work is metastable and the peak temperatures are highly sensitive to temperature cycling. The sample is repeatedly heated and cooled during DLTS measurements in order to record other sets of rate windows for the construction of an Arrhenius plot. Such additional thermal stress has an effect on the peak positions of subsequent DLTS spectra. The level is observed to be inherent in GaN grown by most methods [REF], but when measured using the Schottky diodes in this study, it is a metastable level.

7.7 Discussion

It is evident from the results presented in this chapter that the deep level emission from defects in the samples studied is a complex process. The high dislocation density (~ 4 x 10^8 cm^-3) corresponding to ~ 31000 end points under each Schottky diode should be noted. Although threading edge dislocations in GaN are not expected to have deep levels in the bandgap, the electrical activity associated with dislocations in GaN has been attributed to impurities trapped in the strain field of dislocations23. It was discussed in Chapter 2, section 2.3 that impurities at the strain field of dislocations may have a distribution of activation energies, which may result in multiple emissions24. Therefore, it is highly probable that the numerous emissions observed in the Laplace DLTS spectra are due to effects of the dislocation strain fields on positions of the impurity levels within the bandgap.

The following sections summarise the deep levels detected in the n-GaN samples studied. This is followed by a detailed discussion of the effect of thermal stress on the deep levels, focusing on the minority carrier level observed.

7.7.1 Electron traps and dislocation related emission

A broad emission between ~100-450K was detected in the DLTS scan shown in Figure 7.6. Only the peak positions of E1 is clearly visible in the spectrum. Both levels E1 and E2 have been associated with extended defects in the literature due to their fill pulse dependent activation energies, as discussed in Chapter 4. The levels displayed similar behaviour with fill pulse in the DLTS experiments, where reductions in the activation energies were detected. This was associated with local band bending due to Coulomb interaction between nearby states with the application of longer fill pulses. However, the Laplace DLTS results clearly show both point defect and extended defect related
emission, where some emission rates do not increase when the fill pulse duration is increased. Furthermore, an increase in the fill pulse length from 1 to 50ms in the DLTS experiment showed the presence of a peak, $E_5$. The peak shape of $E_5$ is characteristic of point defect related emission, which was undetected when a fill pulse of 1ms was applied. This suggests that the $E_5$ level could be detected by a 50ms fill pulse because it does not exhibit fill pulse dependency and thus does not shift to lower temperature. This is confirmed by Laplace DLTS results (Figure 7.16), which show that the emission rates recorded at 354K are most likely to arise from the $E_5$ level and do not exhibit fill pulse dependency. The level $E_5$ is likely to be due to a point defect.

A near-midgap state, $E_3$ at $\sim E_C - 1.46$ eV, was detected using Laplace DLTS, which exhibits point defect related emission. This type of capture behaviour could be due to several reasons, two of which are considered here. Point defects with near midgap energy levels could be randomly distributed in the bulk. In this case, the multiple Laplace DLTS emissions detected could be a result of different amounts of strain at different bulk positions. Secondly, the point defect related emission could be due to the emission rate at this temperature being far greater than the capture rate.

### 7.7.2 Minority carrier emission

Results in section 7.6 describe the appearance of a metastable hole trap, $E_h$, which can be induced by thermal stress. The $E_h$ level is clearly observed after an anneal at 560K. In this section, possible reasons for the appearance of the $E_h$ level will be provided with discussions based on relevant results reported in the literature. Figure 7.48 is a flowchart listing results observed due to (1) heating the sample to 600K and (2) allowing the sample to recover for a period up to 3 weeks. The results observed are listed in the light blue boxes. These are reasoned against results provided in the literature, which are listed in light yellow boxes. By comparing the results in this work against those reported in literature, processes labelled A, B, C and D have been deduced to provide possible explanations for the results observed. However, DLTS and Laplace DLTS alone cannot confirm their validity. The flowchart is discussed in more detail below.

The following processes examine the possibilities of hole injection from the metal to the semiconductor, electron excitation to the valence band and additional gallium vacancy formation due to thermal stress. It is acknowledged that the last process would be unlikely at 600K, but it is nevertheless discussed, for completeness.
**Process A: Gallium vacancy detection**

As discussed in chapter 5, the minority carrier level detected by DLTS in \( p^+n \) junction diodes, and by optical DLTS and MCTS in Schottky diodes, as reported in the literature, was associated with the gallium vacancy. These findings suggest that the gallium vacancies and their complexes are inherently present in \( n \)-GaN. The results in section 7.6 show that if the sample is heated to 600K and cooled down to room temperature, the subsequent DLTS scan shows a minority carrier peak (\( E_h \)). This is accompanied by a significant modification of diode characteristics: The carrier concentration is observed to decrease and this effect was observed to be deeper into the bulk (away from the surface), as shown in Figures 7.30 and 7.31. The discussion below examines possible reasons for the formation of the \( E_h \) level in the DLTS spectrum.

**A-1: Hole injection**

If the height of a Schottky barrier formed on an \( n \)-type semiconductor is greater than half the bandgap, the region of the semiconductor adjacent to the metal becomes \( p \)-type and contains a high density of holes\textsuperscript{25}. The barrier height can be derived using \( C-V \) data, by plotting \( C^{-2} \) against \( V \). The intercept on the \( V \) axis, \( V_i \), can be used to obtain the value of the barrier height, \( \phi_b \) using the following relationship:

\[
\phi_b = V_i + \xi + \frac{kT}{q} \tag{7.1}
\]

where \( \xi \) is the separation between the Fermi level and the conduction band edge\textsuperscript{25}. Using the above relationship, the value of \( \phi_b \) was derived to be \(~4.8 \text{ eV} \) before the sample was heated to 600K and \(~4.5 \text{ eV} \) after thermal stress. The \( C-V \) measurements were recorded at 300K. This method is not accurate, because it assumes that the carrier concentration is uniform within the sample. The carrier concentration is non-uniform in our samples (as determined by \( C-V \) measurements) and although only values up to \(-1.5\text{V} \) were selected to maximise linearity, values of \(~4.5 - 4.8\text{eV} \) are greater than the bandgap. This is not possible, because it suggests that the metal and semiconductor are not in contact, in which case the Fermi levels would not coincide.

Another method of measuring the barrier height is by using the current density values as a function of temperature at \( V = 2\text{V} \) (Figure 7.5). A plot of \( \ln (I / T^2) \) against \( 1/T \) should result in a straight line with a slope equal to \(-q\phi_0/k \), where \( \phi_0 \) is the barrier height at zero bias\textsuperscript{25}. The data did not result in a linear fit and using a small section of the data gives a barrier height of 0.038eV. Experimental barrier heights on GaN reported in the literature...
are typically less than 1.5 eV\textsuperscript{26,27,28}, which would result in minimal minority carrier injection. However, it was reported by Maffeis et al.\textsuperscript{29} that a 10min anneal at 600°C under ultra-high vacuum enhanced the barrier height by 0.35 eV, suggesting that barrier height modification at higher temperatures is highly probable. Furthermore, the I-V characteristics of samples studied in this work show that the reverse bias leakage currents are significantly increased after thermal stress, as displayed in Figure 7.32.

A-2: Electron promotion to valence band

An additional contribution to the number of holes participating in the deep level emission and capture at level $E_h$ could be the electrons in the valence band. At elevated temperatures of 600K, the electrons in the valence band are likely to be promoted to the $E_h$ level. This inference is based on the amount of energy provided to the electrons at temperatures above 400K. For example, the activation energy of the $E_3$ level was measured to be $\sim$1.46 eV. This is the change in enthalpy associated with exciting an electron from the defect level to the conduction band. By considering that the energy separation between the valence band edge and the $E_h$ level is less than $(E_C - E_3)$, it is possible to conclude that electrons may be excited from the valence band to the $E_h$ level. This would create a population of holes in the valence band, which can contribute to the capture and emission processes at the $E_h$ level. This process could occur in conjunction with the hole injection process discussed above.

A-3: Additional gallium vacancy formation

The hole injection and electron promotion models do not account for the decrease in carrier density, which matches the reported depth profile of $V_{Ga}$. They also do not explain the decrease in the trap concentration and shift in peak position of the $E_{hi}$ level with zero boas annealing. Therefore, the possibility of additional gallium vacancies will be considered. However, it is acknowledged that vacancy formation is often produced by high energy electron irradiation. Although the formation of additional gallium vacancies is unlikely at a temperature of 600K, it will be considered for completeness. Theoretical calculations agree that the gallium vacancy should have a low formation energy in GaN when the material is heavily $n$-type, with the Fermi level close to the conduction band edge and that it should exist as a triple acceptor ($V_{Ga}^{3-}$)\textsuperscript{30,31}. Additionally, an increase in the gallium vacancy concentration was shown by positron annihilation studies to result in a comparable reduction in free carrier density\textsuperscript{32}, which agrees with the work presented in this thesis. Furthermore, it was shown that the depth profile of gallium vacancies follows that of the dislocation density and was found to be
more abundant towards the material-substrate interface\textsuperscript{33}. The changes observed in the carrier density profiles after thermal stress strongly indicate that additional carrier trapping centres are being formed. The significant reduction of the carrier concentration deeper into the bulk matches the reported depth profile of gallium vacancies. The samples prepared for this work have not undergone an anneal step during the growth process. This may have an effect on the crystal lattice stability under elevated temperatures.

The absence of the $E_h$ level due to reverse bias cooling could be explained by considering that carriers are depleted from the space-charge region and hence are not given the opportunity to be trapped by the $E_h$ level. Gallium vacancies created by electron irradiation at room temperature were reported to become mobile at 500-600K\textsuperscript{21}. Providing that gallium vacancies have formed, they could become mobile and drift much deeper into the sample under reverse bias conditions, as they will be repelled by the negative potential at the surface and attracted to the positive potential at the Ohmic contact. The DLTS measurements performed will not show this effect. This is because the region probed during typical DLTS measurements is $\sim 0.05 \mu$m, when the $E_h$ level is not detected. Therefore, the resulting DLTS spectra are likely to present a majority carrier peak.

**Process B: Gallium vacancy – oxygen complexes**

It is suggested that enhanced carrier concentration in $n$-type GaN and carrier compensation in $p$-type GaN can be associated with oxygen at a nitrogen site, $O_N$\textsuperscript{34}. The level of the $O_N$ defect has been found to be close to the conduction band and the defect is assumed to be a shallow donor\textsuperscript{35}. At room temperature and above, the oxygen donor is assumed to be ionised and to exist as $O_N^+$ in the bulk. Additional formation of gallium vacancies as suggested above will create triple acceptors in the material, $V_{Ga}^{3-}$. Therefore, the formation of $V_{Ga} - (O_N)_x$ defects is highly probable, where $x$ can be 1, 2 or 3, as discussed in chapter 4.

This is supported by theoretical and experimental work. Firstly, the theoretical formation energy of $V_{Ga} - (O_N)_x$ is found to be lower than for the isolated $V_{Ga}$, as reported by Elsner \textit{et al}.\textsuperscript{22}. SIMS measurements have revealed that the oxygen concentration increases towards the substrate-material interface\textsuperscript{36,37,38}, suggesting that the depth profile of gallium vacancies are comparable to that of oxygen in the bulk. Furthermore, native vacancies (those formed during growth) were found to be stable up to 1300 – 1500K, in contrast to those formed by electron irradiation\textsuperscript{21}. This indicates
that Ga vacancies form stable compounds with other impurities or defects in the material. Results in this work show that the carrier concentration does not return to its original values after a period of recovery, after which only majority carrier emission from deep levels is detected in the DLTS spectra. This could be explained by considering the possibility of additional gallium vacancy ($V_{Ga}^{3-}$) formation due to thermal stress, which can trap up to three electrons. Such a defect would then form stable complexes with the abundant ionised oxygen donors, which may provide an explanation for the considerable and non-reversible reduction in the carrier density.

**Process C: Crystal lattice recovery**

When the sample is allowed to recover for a period of several days to 3 weeks, the initial DLTS scan showing majority carrier emission is recovered and the minority carrier level is no longer present. Additionally, the carrier concentration increases towards the original value, although it does not fully return to the initial value. It was discussed above that gallium vacancies formed by electron irradiation at room temperature were found to become mobile and recover at 500 – 600K, as reported by Saarinen et al. The partial recovery of the free carrier density (Figures 7.30 and 7.31) may indicate that the crystal lattice recovers gradually.

**Process D: The $V_{Ga}$ and the $H^-$**

A negative peak is not detected in the DLTS scan if the sample is cooled from 600K with a reverse bias applied. This could be explained as follows: During the heating process and at 600K, the emission rate at deep levels is expected to be greater than the capture rate. This means that during the heating process, the gallium vacancy is not able to capture an electron, because the emission process is dominant at higher temperatures. During the cooling period under reverse bias, the electrons are removed from the space charge region and are not captured by the gallium vacancy, which is a triple acceptor ($V_{Ga}^{3-}$). During the cooling phase under reverse bias, the vacancies recover in long-range migration processes as suggested by Saarinen et al., without having captured an electron.

Hydrogenation of $n$-GaN was shown to reduce the trap concentration of the $E_i$ level by three orders of magnitude. Furthermore, the increase in trap concentration of the $E_i$ level as a result of cooling with an applied reverse bias is similar to the result reported by Wu et al. The peak height of the $E_i$ level was reported to increase as a result of reverse bias annealing at 370K. The authors suggest the presence of a mobile impurity,
most likely \( \text{H}^- \), which passivates the \( \text{E}_1 \) level. Upon reverse bias annealing, \( \text{H}^- \) is suggested to drift away from the defect giving rise to the \( \text{E}_1 \) level. Recent theoretical calculations showed \( \text{H}^- \) should be readily mobile in wurtzite GaN\(^{40}\).

The results reported by Wu et al. are similar to what is observed in our samples: The trap concentration of the \( \text{E}_1 \) level was observed to increase due to two processes, namely reverse bias cooling, but also after a recovery period (i.e. once the sample is heated to form the \( \text{E}_h \) level and subsequently allowed to rest). Therefore, it is highly probable that \( \text{H}^- \) dissociates from the \( \text{E}_1 \) defect at elevated temperatures.

However, to explain the increase in the concentration of the \( \text{E}_1 \) level after a period of recovery, it must be assumed that \( \text{H}^- \) is complexing with another defect or impurity. This is because the formation of the \( \text{E}_h \) level does not involve reverse bias cooling or annealing, hence the \( \text{H}^- \) impurity is unlikely to drift away from the space charge region. Therefore, the formation of the \( \text{V}_{\text{Ga}} - \text{H}_y \) complex (where \( y \) can be 1, 2, or 3) should be considered (process D, Figure 7.48). The formation energies of \( \text{V}_{\text{Ga}} - \text{H}_n \) (where \( n = 1, 2 \) or 3) are reported to be in the range \( \sim 1.3 - 1.5 \) eV\(^{41}\) for heavily \( n \)-type GaN and calculated to have large binding energies\(^{41}\).

### 7.7.3 Capture properties of the \( \text{E}_h \) level

The negative charge associated with dislocations was discussed in chapter 4. This has been reported by numerous techniques, including electron holography\(^{42}\). The depth profile of vacancy type defects detected through positron annihilation studies were shown to follow the depth profile of dislocations and that of oxygen in the material\(^{33}\). Furthermore, theoretical work suggests that gallium vacancies and their complexes with oxygen exist primarily at dislocations, with formation and transition energies dependent on their positions in the vicinity of dislocation cores\(^{22}\). The above suggests that the \( \text{E}_h \) level should display extended defect related emission, with local band bending due to Coulomb repulsion from neighbouring states. However, such behaviour was not reported in the literature for the \( \text{E}_h \) level. Hierro et al.\(^{43}\) reported that the capture properties of the \( \text{E}_h \) level showed fill pulse dependency, but DLTS spectra with different fill pulses did not represent emission from dislocation cores. This is based on the model formulated by Schröter and is discussed in Chapter 5. Emission from dislocation cores is signified by line broadening on the lower temperature side, overlapping of the spectra on the high temperature side and a clear shift of the peak position to lower temperatures. Additionally, Muret et al.\(^{44}\) report point defect related emission, based on a measured single time constant, as opposed to multiple time constant typically observed for
extended defect related emission. In this work, the Laplace DLTS results suggest that the emission is point defect related. However, extended defect related emission could be detected if the fill pulse duration was set to 100ms, which is extremely long. The following model is proposed to explain the point defect related emission which is suggested to arise from the vicinity of extended defects.

It was discussed in chapter 3 that the cores and strain fields of dislocations act as trapping sites for impurities and defects. It was shown in this work and in the literature that the electron levels $E_i$, $E_2$ and $E_5$ displayed extended defect related emission. However, the probability of impurities occupying a site at dislocation cores is governed by Fermi-Dirac statistics, as discussed in Chapter 3, section 3.1.2 and described by equation 3.2. Therefore, it is highly unlikely for gallium vacancies to segregate to one area of a dislocation and for electron traps to segregate to another. Instead, a mixed structure of minority carrier and majority carrier traps is likely to exist at dislocation cores. Figure 7.49 shows a random arrangement of electron and hole traps at the core of a threading edge dislocation.

![Figure 7.49: Random arrangement of electron and hole traps at a threading edge dislocation. Process (a) represents the fill pulse and (b) represents the return to quiescent reverse bias during a typical DLTS or Laplace DLTS experiment. The small circles at the dislocation cores represent electron traps and the larger circles represent hole traps. The smaller filled circles represent emitted electrons. Hole traps emit electrons during the filling pulse.](image)

During the fill pulse, electron traps will capture, and hole traps will emit, electrons. Similarly, deep electron traps will emit their electrons during the return to quiescent reverse bias and hole traps will capture electrons. This is because a hole trap will capture holes from the valence band during the fill pulse, which is equivalent to emitting an electron to the valence band. The capture and emission processes during the DLTS and Laplace DLTS measurements are summarised in Table 7.5.
<table>
<thead>
<tr>
<th></th>
<th>During fill pulse</th>
<th>During reverse bias</th>
<th>Capacitance transient</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Electron trap</strong></td>
<td>Electron capture from VB</td>
<td>Electron emission to CB</td>
<td>positive</td>
</tr>
<tr>
<td><strong>Hole trap</strong></td>
<td>Hole capture from VB (electron emission to VB)</td>
<td>Hole emission to VB (electron capture from VB)</td>
<td>negative</td>
</tr>
</tbody>
</table>

Table 7.5: Capture and emission at electron and hole traps during the reverse bias phase and the fill pulse in a typical DLTS or Laplace DLTS experiment.

During the fill pulse dependency experiment using Laplace DLTS, emission from extended defects is signified by an increase in the emission rate with longer fill pulse durations. In the case of the $E_h$ level, the hole emission rate should increase when longer fill pulses are applied. However, Figure 7.49(b) suggests that the Coulomb interaction between nearest states may be weakened due to a random arrangement of electron and hole traps. The hole emission rate may even decrease as a result of a longer fill pulse. This is because hole emission is equivalent to electron capture, which will be suppressed at $t = 0$ of the capacitance transient, because the neighbouring electron traps are still occupied at $t = 0$. This is likely to result in a barrier for electron capture at the beginning of the electron emission from electron traps. This is observed for emission rates above $100s^{-1}$ in Figures 7.41, 7.42 and more clearly in 7.46. The slower emission rates are not affected, because at $t >> 0$, the majority of electron traps are likely to have emitted their electrons and thus electron capture (hole emission) is not hindered.

Similar results were reported by Muret et al.\textsuperscript{44} regarding the capture properties of the $E_h$ level. The authors investigated the recombination behaviour of the level using minority carrier transient spectroscopy (MCTS) by applying a light pulse followed by a filling pulse as in a DLTS experiment. The results showed that hole emission (i.e. electron capture from the valence band) is suppressed when sufficiently long fill pulses are applied following the light pulse\textsuperscript{44}.

The model in Figure 7.49 also explains the dramatic increase in emission rates between 1 and $100s^{-1}$ in the LDLTS results in Figure 7.46, when the fill pulse is extended to 100ms. At such long fill pulse durations, the emission rates from electron traps also increases, as evidenced by Laplace DLTS experiments on the $E_{1b}$, $E_1$ and $E_5$ levels (section 7.5.1). This means that the rate of electron capture from the valence band will increase for $t >> 0$. This is because as $t$ increases, the electron emission from electron traps results in a more positive charge surrounding the hole traps. This is likely to
induce local band bending and increase the hole emission rate (and hence the electron capture rate from the valence band).

### 7.7.4 Dependency of emission on the trap position in the lattice

The $E_h$ level displays a range of activation energies and is found to be unstable as a result of additional thermal stress, such as annealing at 600K or prolonged Laplace DLTS measurements at elevated temperatures.

Theoretical studies by Eisner et al. suggest that the formation and transition energies of the $V_{Ga}$ and $V_{Ga} - (O_N)_x$ complexes are dependent on the position of the defect$^{22}$. This is because different positions in the vicinity of the dislocation core are associated with different levels of tensile and compressive strains. The effect of such strains on the bandgap was discussed in Chapter 2, section 2.3 and is repeated in Figure 7.50.

![Figure 7.50: Effects on the bandgap at the dislocation line due to the tensile strain immediately below the extra half plane of atoms and compressive strain at the dislocation line.](image)

It can be seen from Figure 7.50 that deep defects existing at the dislocation line are more likely to behave as recombination centres due to the accumulation of electrons and holes at the conduction and valence bands, respectively. Therefore, it follows that the level within the bandgap of a defect located at the dislocation line will be dependent on the level of strain. The structure reported by Eisner et al. showing the different positions at the dislocation is repeated in Figure 7.51. It can be seen that position 2 has the highest amount of strain. Therefore, the transition energies associated with a defect at this position are likely to be low.
Table 7.6 shows the levels of the vacancy-oxygen complexes above the valence band edge, at various positions shown in Figure 7.51, as presented previously in Chapter 4.

<table>
<thead>
<tr>
<th>Position</th>
<th>$E\ (V_{Ga})^{2/-3-}$</th>
<th>$E\ (V_{Ga}-O_N)^{1/-2-}$</th>
<th>$E\ (V_{Ga}-O_{2N})^{0/-}$</th>
<th>$E\ (V_{Ga}-O_{3N})^{+/0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (bulk)</td>
<td>1.4</td>
<td>1.0</td>
<td>0.7</td>
<td>0.9</td>
</tr>
<tr>
<td>1 (core)</td>
<td>0.8</td>
<td>1.0</td>
<td>0.7</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>3</td>
<td>0.8</td>
<td>1.4</td>
<td>1.0</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 7.6: The theoretical energy levels of $V_{Ga}$ and $(V_{Ga} - O_N)_x$ complexes at various positions in the vicinity of a dislocation core, as reported by Eisner et al.\textsuperscript{22}. The values in Table 7.6 suggest that the level of the $V_{Ga}$ and $(V_{Ga} - O_N)_x$ defects above the valence band edge are dependent on their positions at the dislocation. The defects are expected to exhibit a range of activation energies depending on their positions. This could explain the shifts in the DLTS spectra and the different activation energies observed as a result of additional thermal stress. The shifts in the spectra were most evident as a result of a 30min and 1hr anneal at 600K, as reported in section 7.6.4. It is probable that slight variations in the positions of the acceptor type defects could result in a change in the bandgap position of the defect, as indicated by Figure 7.50.

The multiple emission rates observed in the Laplace DLTS experiments for the $E_h$ level could be due to the different lattice positions of the vacancy type defects. Furthermore, different numbers of oxygen atoms at the $V_{Ga} - (O_N)_x$ complexes could arise in distinct emission rates.
7.8 Summary

This chapter has presented DLTS and Laplace DLTS results from $n$-type GaN grown on sapphire by MOCVD. Shallow donor levels were reported at $\sim E_C - 65$ meV using DLTS. Further examination by LDLTS revealed three emission rates at a fill pulse of 10ms, which were used to derive activation energies of 17, 30 and 39 meV. Based on the results reported in the literature, these levels are likely to be associated with the $\text{Si}_{\text{Ga}}$ and the $\text{O}_N$ donor levels.

Two electron traps $E_1$ and $E_2$ were found to have fill pulse dependent activation energies, suggesting that these defects are located in the vicinity of, or at, dislocation cores. The fill pulse dependent emission rates detected by Laplace DLTS measurements at the peak temperature of $E_1$ support the notion that emission from the $E_1$ level is dislocation related. The trap concentration of this level is found to decrease deeper into the material.

Another electron trap, $E_5$, was detected at longer fill pulses of 50ms in the DLTS spectra. The peak shape of this level suggests that it is point defect related. Laplace DLTS measurements confirm this, as most emission rates recorded at the peak temperature of $E_5$ displayed little, or no fill pulse dependency.

A near-midgap state was found, with a level at $\sim E_C - 1.46$ eV and the Laplace DLTS measurements for this level show no obvious fill pulse dependency, which is indicative of randomly distributed point defects. However, it is also possible that these defects exist at dislocation cores. At temperatures approaching 600K, other neighbouring levels such as $E_1$ and $E_2$, will have emitted their electrons and hence the capture at $E_3$ will not be affected by the Coulomb potential of nearby states.

A minority carrier level, $E_h$, was detected after the sample was heated to near 600K and cooled back down to room temperature or below. The formation of this level corresponded with a decrease in the carrier concentration, which was found to be more significant deeper into the bulk. The DLTS spectrum recovered to the original, showing only electron levels, if the sample was allowed to rest for a sample-specific period. The gallium vacancy and its complexes with oxygen donor(s) are the strongest contenders for this level, based on the available literature. The formation of the minority carrier level is most likely due to the barrier modification at elevated temperatures and the creation of a hole population in the valence band due to electrons being excited to the $E_h$ level.
7.9 References


Chapter 8

Conclusions and future work

In this work, silicon (Si) and gallium nitride (GaN) containing extended defects were characterised using deep level transient spectroscopy (DLTS) and Laplace DLTS (LDLTS). The results on silicon and gallium nitride are presented in Chapters 6 and 7, respectively. In this chapter, the conclusions based on the results presented are outlined and suggestions for future work are provided. The final section of this chapter includes a discussion on the application of Laplace DLTS to extended defects. A general conclusion regarding the application of Laplace DLTS to extended defects is discussed.

8.1 Silicon

In the silicon samples containing oxygen induced stacking faults, fill pulse dependent activation energy of the dominant peak SF1 was evidenced by DLTS. Further investigation using Laplace DLTS revealed multiple emission rates, for which fill pulse dependency was observed. This is believed to be the first time that the effect of local band bending at dislocations on emissions from extended defect levels is witnessed by Laplace DLTS.

Improving mechanical hardness of silicon by means of dislocation locking by oxygen was shown to have possible implications on device performance, if they are in the vicinity of device active regions. A dominant deep level has been detected at ~200 meV, which appears to move closer to the valence band (~100 meV) upon repeated heating and cooling of the sample. The peak height of the level has displayed a strong dependence on the annealing time and hence the amount of oxygen at the dislocation core. Furthermore, Laplace DLTS results indicate that the emission from this level is dependent on the fill pulse duration. Such a dependency is generally associated with the presence of extended defects due to the Coulomb interaction of nearby states resulting in local band bending.

The application of Laplace DLTS at 225K showed that emission rates are present which do not exhibit fill pulse dependency. Such emissions could arise due to point defects
which are sufficiently farther away from dislocation cores and thus are unaffected by neighbouring occupied states.

8.1.1 Future work

It was mentioned in Chapter 6 that the capture cross-section of the oxygen-related level in the silicon samples containing O-locked dislocations could not be obtained due to the time resolution of the pulse generator in the capacitance meter. However, it would be beneficial to carry out capture cross section measurements to gain further understanding regarding the charge state of the level. This is because the activation energy of the level was found to be unusually high at such low temperatures.

Thermal double donors in silicon are common unless they are annealed out at higher temperatures. It is undoubtedly clear that the level observed is not a donor level. This is because the DLTS peak for a donor level in p-type silicon would be negative. In contrast, the O-related level observed in our samples is a positive peak. However, samples like the ones studied could be formed by using a higher annealing temperature, such as 600K to confirm the stability of the O-related level. The disappearance of this level with the use of a higher annealing temperature during the oxygen segregation phase would be a favourable result for the silicon industry.

Silicon has an indirect bandgap and the luminescence from silicon should not be efficient. However, it has been shown that photoluminescence (PL) studies of dislocations in silicon lead to the D1, D2, D3 and D4 lines in the 0.8 to 1 eV range\textsuperscript{1,2,3}. The D1 line was reported to arise from clean and oxygen decorated dislocations\textsuperscript{4} and oxygen implantation of Si was shown to give rise to two PL bands at 0.85 and 0.78 eV\textsuperscript{5}. It would be of significance to investigate the PL, if any, from the samples containing oxygen-locked dislocations studied in this work. The intensity of the PL lines relating to oxygen should increase with increasing unlocking stress and hence the amount of oxygen at the dislocation cores.

8.2 Gallium nitride

The electrical characterisation of deep levels in hexagonal n-type gallium nitride (n-GaN) grown by metal organic chemical vapour deposition (MOCVD) has revealed six electron traps and a metastable hole trap. The electron levels include shallow donor levels, two dislocation related levels (E\textsubscript{1} and E\textsubscript{2}), a point defect level (E\textsubscript{3}) and a near midgap state (E\textsubscript{3}). The shallow donor level was initially detected by DLTS
measurements, giving a donor level of $E_C - 65\text{meV}$. Laplace DLTS measurements revealed three emission rates for fill pulse durations above 10ms. The variation in emission rate with increments in temperature resulted in activation energies of 17, 30 and 39 meV below the conduction band edge. These results are comparable to shallow levels reported in the literature and were associated with the silicon donor at a gallium site ($\text{SiGa}$) and the oxygen donor at a nitrogen site ($\text{On}$). The dislocation strain fields are likely result in different activation energies for the same defect.

The level $E_1$ is the most common level reported in wurtzite $n$-GaN. In this work, the level $E_1$ is found to exhibit fill pulse dependent activation energies, suggesting that the emission is dislocation related. This is confirmed by Laplace DLTS measurements, which reveal multiple fill pulse dependent emission rates. The trap concentration of level $E_1$ decreases away from the surface and deeper into the bulk. The activation energy of level $E_2$ was also found to vary with the fill pulse duration used in the DLTS measurements and is also likely to arise from dislocation related states. Such levels could be associated with impurities that have segregated to dislocation cores. At high dislocation densities in the order of $10^{8}\text{cm}^{-2}$, most lattice sites are likely to be affected by the dislocation strain fields.

A level at $E_C - 1.46\text{eV}$ was found by Laplace DLTS measurements. The LDLTS spectra displayed numerous emission rates, with no clear dependence on fill pulse duration. This behaviour is typically associated with point defects. However, the results cannot be used to conclude that the defects giving rise to near midgap emissions are randomly distributed point defects. This is because near 600K, the electron emission rate will exceed electron capture rate for neighbouring defects, such as $E_1$ and $E_2$. Therefore, surrounding defects are likely to be empty at this temperature and will not give rise to a long range Coulomb potential to influence the capture kinetics at deeper levels, such as $E_3$.

A hole trap, $E_h$, was observed in the DLTS spectrum if the sample was heated to near-600K and cooled down. The formation of this level is associated with a significant decrease in carrier concentration. Both the DLTS and Laplace DLTS results indicate that the $E_h$ level is likely to be due to a point defect. A minority carrier level was previously reported in the literature in $n$-GaN Schottky studied by optical DLTS and $p^+n$ junction diodes, suggesting that it is inherently present in the material grown by most methods. Therefore, the detection of the minority carrier level in this work may be due to an enhanced hole population in the valence band upon thermal stress.

Comparison with the available theoretical and experimental results in literature suggests
that the minority carrier level is likely to be due to the gallium vacancy and its complexes with oxygen donors, \((V_{Ga} - O_n)_x\).

The complex nature of the Laplace DLTS of the electron and hole levels is likely to be due to the dislocation strain fields. It is suggested that acceptor and donor type defects may be randomly distributed along the threading edge dislocations.

### 8.2.1 Future work

Based on the literature, it would be reasonable to conclude that the gallium vacancies and associated complexes are inherently present in \(n\)-type gallium nitride. Therefore, it can be suggested that a certain number of such defects are present in the samples studied in this work. To ensure that this inference is correct, it is important that a characterisation technique is selected, which is more sensitive to minority carriers. One such technique is minority carrier transient spectroscopy (MCTS), which excites minority carriers by shining monochromatic light through a semi-transparent Schottky barrier diode and measuring deep level emission using DLTS.

In order to investigate fully the effects of thermal stress on the concentration of minority carrier traps, MCTS should be applied to the SBD before and after thermal stress. If thermal stress does increase the minority trap concentration, then this would become evident in the MCTS measurements.

Defect-induced electronic states in the gallium nitride bandgap lead to a broadband emission with a line width of \(~1\) eV, which is centred at \(2.2 - 2.3\) eV and located in the yellow part of the spectrum. This is commonly referred to as the yellow luminescence band \((YL)\) and has been associated with a transition from a shallow donor to a deep acceptor\(^6\). Positron annihilation studies by Saarinen \textit{et al.} have revealed a strong correlation between \(V_{Ga}\) density in the GaN samples and the intensity of the yellow luminescence in \(n\)-type GaN grown by MOCVD. It has been suggested that the deep acceptor participating in the YL is the gallium vacancy \((V_{Ga})\) and/or its complexes with oxygen, \(\{V_{Ga} - (O_n)_x\}\). It would be beneficial to investigate the effect of thermal stress on the YL in \(n\)-GaN samples.

Theoretical calculations have suggested that the formation energy of \(V_{Ga}\) is low (high) when the Fermi level is close to the conduction band (valence band), as discussed in Chapter 3. The Fermi level in unintentionally doped samples should be significantly lower than samples which have been doped intentionally with silicon. The unintentionally doped samples could be subjected to similar thermal stresses as reported in chapter 7 to investigate whether the minority carrier level would still form when the
Fermi level is closer to midgap. Furthermore, any differences in the general DLTS spectra between doped and undoped samples may aid in determining the nature of the electron levels detected. It would be far more accurate to measure the activation energy of the $E_h$, $E_{h1}$ and $E_{h2}$ levels with optical experiments, such as optical DLTS (O-DLTS) or MCTS. This is because the resulting capacitance transient would not be affected by the presence of majority carrier (electron) emission. It has been discussed in chapter 7 that the detection of the minority carrier trap is likely to be a result of electron capture (from the valence band) at deep levels exceeding electron emission at a given time and temperature. Furthermore, the initial scans in chapter 7 have shown that majority carrier emission does exist at the same temperature range as the minority carrier emission after thermal stress. Therefore, it is possible that the negative capacitance transient representing minority carrier emission is not a true representation of the electron capture process. This principle can be explained in more detail when the nature of the DLTS signal is considered. It was mentioned in chapter 4, section 4.3, that the maximum DLTS signal, $\delta C_{\text{max}}$, occurs at the maximum time constant of emission, $\tau_{\text{e (max)}}$. This relationship determines the difference between the capacitance value of the transient, which is sampled at two points in time, $C(t_1)$ and $C(t_2)$. If both electron capture and emission are taking place, then the capacitance transient is a result of both processes and not due to electron capture alone. Therefore, the value of $\delta C_{\text{max}}$ obtained from the transient will not occur at the maximum time constant of the electron capture (minority carrier emission). Instead, the value of $\tau_{\text{e (max)}}$ obtained will be made up of two processes, electron capture and emission.

### 8.3 Laplace DLTS and extended defects

The results obtained using Laplace DLTS on $n$-type GaN and $p$-type Si were invaluable to understanding the behaviour of deep levels in the bandgap. It was shown using LDLTS that the broad peaks typically observed are not only due to extended defects and certain emissions are present which are not affected by long range Coulomb interactions. It must be noted that broad peaks in DLTS are typically due to numerous emissions. This information is lost if DLTS alone is used. In GaN, the decrease of higher emission rates with increasing fill pulse was observed when examining the $E_h$ level. This was used to construct a possible model of the defect structure to explain the point defect related emission, which was thought to arise from
threading edge dislocation cores. This would not have been possible using DLTS alone. Furthermore, the minority carrier level, $E_h$, appears to be a simple point defect, when examined by DLTS measurements. However, Laplace DLTS measurements showed that multiple emissions are present at a given temperature.

Laplace DLTS is typically not applied to extended defects, because of the complex emission and capture relationships due to the local band bending at closely spaced levels in the bandgap. However, it was shown in this work that it is precisely this band edge modification which makes Laplace DLTS highly beneficial in characterising emission and capture at extended defects. This is believed to be the first time that Laplace DLTS was used extensively to investigate capture properties at extended defects and to distinguish between point and extended defect related emission.

Extensive computer models have been developed by many, including Schröter, to simulate the capture and emission at extended defects based on DLTS. Research has gained invaluable information through such modelling. Similar simulations should be developed for the behaviour of Laplace DLTS spectra of extended defects with variations in the fill pulse durations. Such models, when confirmed experimentally would add further information to the current understanding of extended defect related emission. Firstly, with the use of Laplace DLTS, it is possible to view the transient in full. This is in contrast to conventional DLTS, where the transient is only sampled at two intervals in time. Secondly, the transients in DLTS measurements are often noisy, which is worsened at slower rate windows. However, in Laplace, it is possible to record several thousand transients, resulting in a typical signal to noise ratio of $>$1000. Admittedly, the capacitance transient is the essence of a deep level measurement.
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