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Abstract

Diagnostic assessment is an important part of human learning. Tutors-to-face
FODVVURRP HQYLURQPHQW HYDOXDWH VWXGHQWVY S
relatively new learning. In that perspective, this thesis investigates the development of
anagent based rB-assessmen®ystem in the identification of knowledge gaps in
studenvy OHDUQLQJ EHWZHHQ D VWXGHQW{V GHVLUHG
concepts.7KH DLP LV WR WHVW D VWXGHQW V SULRU VNLOO
and desired concept of learnirithis thesis thus presents the use of Prometheus agent

basel software engineering methodology for the-Bssessment System requirement
specification and design. Knowledge representati®ng a description logiclBox

and ABox for defining a domain of learningAs well asthe formal modelling of
classification rules using ruleased approach as a reasoning process for accurate
FDWHJRULVDWL RBKjlls Rihd \ApprgeddeQ racarfimendatiad learning
materials.On implementation, rmagent oriented programming languagieosefacts

and rule structure apologlike wasemployedn the development oD JHQ W\ DFWLR
and behaviour. Evaluation results showed that students have skill gaps in their learning
while they desire to study a highlewvel concept at a given time.
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Glossary

Atomic formula: This is a formula of the forp(t:.  « n).\Wor example, thexpression
p(a, b)is anatomor atomic formulavherea andb are terms or literals, anpredicate

Base symbol in DL:Are primitive concepts that only occur on the rigfandside of
axioms.

Body of a Plan: is the course of action to be used to handle eventplathentexts

(or preconditions)are believed true at the tima agentplan is chosen to handén
event.

Classification: Classification in the prassessment system is the act by which an
agent applies a set of pecenditions in its plaontexto match belief updas so as to
categorise a student and trigger the release of learning materials, for either a pass or a
fail pre-assessment.

Context: Represents the circumstances or conditions in which a plan can be selected
for execution. They are constraints that atpeeted to be true before the action in a
plan.

Curriculum : This refers to the knowledge and skills students are expected to learn.
They are specific course or lessons taught by a teacher in a school.

Desired_Qoncept This is any of the class node copti the SQL ontology tree that
a students expected to enter before the commencement ehgsessment.

Events: $UH ZKDW KDSSHQV DV D FRQVHTXHQFH WR FKDQJ

Named symbol in DL: Are the concepts being defined that ocaumsthe lefthand
side of axioms

Percepts:Are events that are observable by agents.
Plans: A plan is an option of the action that an agent can select and perform. In other
word, they are recipe for action or some given courses of actions. They represent

DIHQWWIHW QR Z

Predicate In logic based statements, the expresga) or p(a, b)is an atomic
formula where is a predicate. A predicate can be unary or binary.

Protocols $UH VLPSOH VHTXHQFH RI DIHQWVY FRPPXQLFD\)
Swing: Is a java library that provides GUI components for developing user interface.

Triggering_event: Denotes the events that a plan is meant to handle.

XXi



Chapter 1

Introduction and Pre-Learning

Diagnosis

1. Introduction

Concepts of learning are interdependent and chronological. In human learning the
successful learningf a target concept may be dependent upon relative and previously
learned concepts in a given sequence of learningleBreing assessment or pre
assessment as a process of learning is an enquiry into previous learning and an
invitation of prerequisite kmwledge into a new and highkevel concept learning. This

could enhance new concept learning and improve performance. In tebedrimigg
environments, this process is frequently carried out by human tutors. But how can this
process be replicated in agent basedystem such as, the Pr&ssessment System

that is designed in this stuely

1.1 Motivation for Study

In a learning domain, tutors teach concepts in the order of stayolmplex or from
knownto-unknown. Before a higher concept or topic isgtaty lower topics in the

hierarchy of learning ought to be understood. In a teade@ming session, a tutor

PD\ SUREH VWXGHQWVY SUHUHTXLVLWH WRSLF UHODWI
such scenarios, when the tutor asks questions, stddentJ HVSRQVHV PD\ EH L
wrong. Based on this diagnosis of knowledge, the tutor is informed of the cognitive
status of his students and how to begin his new teaching. Therefore, the motivation of

this thesis is to investigate a strategy on an agemdbsygstem that can imitate the
DFWLRQ RI WKH KXPDQ WXWRU 7KH VA\VWHP PDNHV (

knowledge status, and then recommend supplementary materials so as to close any

gaps.
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1.2 Research Question

The research problem of this work is stated in the question:
How can students be helped to identify gaps in their current learning so that they can

be fully prepared for the next stage in their learning?

1.3 Purpose of The Research

The purpose of this HDUFK LV WR LGHQWLI\ JDSV-léathingW X GHQ V
or preassessment strategy, and develop a conceptual ontology to apply in-the pre
assessment process on a multiagent system platBefare the commencement of

learning, students are firand foremost prassessed on the relative prerequisite
concepts to aesired conceptwhere thedesired concep the intended and chosen

concept of learning. This is to ascertaimengthsor weaknessesyhether students

possess the background knowleddgo proceed to learn the chosen concept

successfully.

1.4 Aim of The Study

The aim is to developmodel ofPreassessment System that can @& VHVV VW XGHQ
learning in a given domain amoluse logic basedilesin specifyingthe classification

of skills and recommendation of suitable learning materials for students.

1.50bijectives of The Study

Theobjectives of this study are as follows:
1. To investigate a systematic way identifying JDSV LQ VWXGHQWVY N
which may hinder them in themext stage of learning. This is to allow students
to seltdiagnose any gaps on their previous learning before the start of a new

module.

2. To build a domain ontology of related concepts and use declarative logic based
representation in the system in thegess of learning gap identification prior
to the start of a higher and desired learning by students.
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3. To investigate the communication of ontological concepts in the system in the
SURFHVYV RI LGHQWLI\LQJ JDSV LQ VWXGHQWVY OH

4. To develop the tooldat allow the system to recommend supplementary study

materials to close the gaps in their current learning.

5. To evaluate the effectiveness of the system by assessing how effective it is in

helping real students improve their learning.

1.6 Defining The Pre-assessment System

The Preassessment System is agent based elearning system that perceive the
knowledgeof studentscommunicatesuch knowledge, ake decisionscategorise
students according to knowledge assembled, and finally recommend suitable learning
materials. This aforementioned processes are functionalities that are handled by a
group of agents.

Thedomain content of theystemis Structured Query Langge (SQL). The system

uses thexample of SQL learning structure from théoduction to SQI(Lans 2006)

The concepts of learning are interdependent on each other and shall be arranged in an
ontologytree structure that is modelled after the SQL teagriiraterials that were

made available for this work by database tutors in Sheffield Hallam Univerbigy.

system keeps activitieR | V W Xdaiih@ te\cfurse gire-assessmenthis isfor

WKH WiwWde dgtd provideptimal assistance to studenit&t may be facing

difficulties in their SQL query constructsin this research, the problem is a
classificationRl VWXGHQWVY OHDUQLQJ DFWLYLW\ IRU OHDU(

1.7What is Learning?

Learning can be categorised as a change in #r@ahstate of humans or machines

after a sequence of acquired experiences. But whether these experiences have caused
any changes in thet N Q RiZ Hdgmally determined by some form of assessment.
Inclusively, learning is search and find, recognising,sifgisg, grouping, separating,
sorting, drawing similarities, taking instruction, or making prediction using existing

knowledge. Learning is a display of intelligence which comprises information
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gathering, fault detection, diagnosis and progndiatko 001) describes learning
as having to recognise a conceptClfs a concept,a learn the concef means to
learn to recognise objedisr features]in C. In artificial intelligence (Al), a concept

is a class or object.

Learning can be permanent or temporaryneaning that a concept or process can be
learned or unlearned. In a teachiegrning process, one way to determine the
occurrence of learning is through some form of assessment: To ascertain whether a
concept is larned or has been unlearnkdthis work, the process dichotomous, and
comprisesf:

f &ODVVLILFDWLRQ RI VWXGHQWVY OHDUQLQJ

f Student Learning.

&ODVVLILFDWLRQ RI 6WXGHQWVY /HDUQLQ.

In this work, classification refers tthe selective decision makg and groupingf
VWXGHQWVY UHVSRQVHV WR WKH TXL]]JHV EDVHG RQ W
Classification ighe ability of the agertiased systeito recognise and classify features
according to its given rulg®r plans) wheregents haveheir knowledge or beliefs
represented in logibased structure. tAthe match of some beliefsvhether initial

beliefs or update beliefsjnessages are communicatetrchangeably and a trigger

for classification is performed falfil | the overallgoal of the agent based system

1.7.2Human Learning

Assessment is a critical catalyst for student learr@an6le & Warburton, 2005), and
this is used to measure the outcome of learning. At any given stage in a learning
SURFHVV WKLV LV LPSHUDWLYH EHFDXVH RI WKH QHH
such, assessment can be administered through one or anatarb of the test
techniques:

summative-- for grading purposeat the end of study term

formative -- for immediate feedback during coursdedrning;

diagnostictIRU HYDOXDWLQJ VWXGHQWVY SULRU NQRZ(
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selfassessmentIRU VWXGHQWVY UHIOHFWLRQ RI RZQ HJS
XQGHUVWDQGLQJ 2Y5HLOO\ ORUJD@onole %XOO
& Warburton, 200%

Using a schematic diagram, Figure &ah be used tdepictthe processes of learning,
unlearning and forgettingnder some hypothetical activity representestimsulus (S)

(e.g. question) ancesponse (R{e.g. answeractivity. The Figure 1.1 maps learning,
unlearning and relearning processes to some sfatasd &, and possible reward

factors that influencegarning

Fig.1.1: Transition State Diagram of Learning and Unlearning Processes.

So= Initial state (i.e. a start or previous state).
S = Transition state (i.e. new learning state) wherdl, 2, 3, «, n.

Particularly for humans, the schematic representation shows the transition states in
metacognitive activities from initial state to a new learning stateand vice versa
FRXSOHG ZLWK WKH HIIHFW RI UHZDslaGiéwHRroBIRé LW LY H
studies of classical conditioning (Pavlov, 1960) and operant conditioning (Skinner,
1938) whergoositiveandnegative rewardaereshown to influence learning.

To determine the occurrence of learning, one process to employ is the use of pre
learning diagnosisThis is vital and effective in assessing students whether the
foundation is already laid for higher concept learning. I Wew, skills diagnosis

provides the opportunity forap®@ HDUQLQJ DVVHVVPHQW RI D OHDUC

with regard to a given target concepuitors in contemporary classroom practice make
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HQTXLULHYVY LQWR VWXGHQWVY S UWmR telatvelR BighetGJH EH
concepts. This is to determine the background knowledge readiness for the new
conceptWhen teachers give students the opportunity to explore their prior knowledge

and beliefs, and then thoughtfully look and listen at what is revealed; they are gathering
information for responsive instruction. This style of teaching intentionally connects

what students already know with the desired outcomes (STEM, 2013).

With intelligent learning systems, students themselves can embark ahagglbsis
ZLWKRXW WKH WXWRUTVY LOQOWHUYHQWLRQ LQ WKHLU RZ
on the learningddder. But most-earning systems stidlo not use effective strategies

IRU HYDOXDWLQJ VWXGHQWVY H[LVWLQJ NQRZOHGJH
knowledgeis building blocks that arsequentially planned from known-unknown,

the existence of gamrzone of proximal developmdiygotsky, 1978) would inhibit

the successful learning of further concept(s).

1.8 Need for Preassessment in Learning

Preassessment is the inquiry into relevant-gxesting knowledge at the start of a
learning proces®tidentify whether a student has the necessary background to enable
them to move forward with the new material that they wish to learn. Thdegreng
assessment creates a synergy between previous learning and the start of new learning.
In the processfdnquiry, preassessment prompts related prior learninghe views

of Conole & Warburtor(2005 diagnosticassessment is used by tutors to determine
VWXGHQWYVY S.AhdradicheQdR (2UD3) &akélthat diagnostics begins before

a course of leaing with the purpose of identifying what learning resources are needed
by studentsThis is quite differenfrom other forms of assessmeRbr example
formativeassessmernhatis designed to provide students with feedback on progress
and developmenwhetherthe student understasdhe current teachin@r summative
thatis used to identify the students approximate level and giving the right score or
grades(Conole & Warburton, 20Q5Andronico et al. 2008 By deduction, pre
assessment leads to betfermative assessment leading tiee best summative

evaluation.
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As the tutor in a facéo-face classroom context may perform a-j@a&ning or
diagnostic assessment concerning a particular knowledge concept before teaching a
higher level concept, so should intelligent tutoring systems (ITS) be modelled to assist

a learnerln a \rtual learning environmenbne of the major problems in deploying
materials for learning is ensuring that students have sufficient prior knowledge at the
stat of a new study session. This is made more complicated by the range of different

routes that they may have taken to reach this point in their study.

Our effective approach t@medy this situation is sedfssessment or salfagnosis on
prerequisiteconcepts to the higher concept that is desired. This way, gaps that may
inhibit further knowledge may be detected and appropriate recommendsttnto

fill any gaps by intelligent learning systens.so doing, students will have greater

preparedness fdrigher or desired learning activities.

Thus this research demonstrates agagessment procedure inmalltiagent system
(MAS) that can identify gaps in learning. The chosen tool for developing the
multiagentPre-assessment SystesnJason AgentSpeak hguage Bordini, Hibner
& Wooldridge, 2007. This is due to the language support for: belief structure in logic
based representation, il@gent communication via speech acts performatives, and

persistent beliefs.

The domain content of the passessment system is the SQL database. The database
which is called thefENNIS_DATABASE was modelled and hosted on the QL

server SQL quizzes and queries are dependent on this database, and students shall
have access to tliatabase in order to provide answers to theapsessment quizzes.

The TENNIS_DATABASEis made up ofive data tables

TheFigure 1.2presents an overview of the pgesessment systeandtheinteraction
amongstthe agent component3he systeminterads with the user through the
CArtAgO (CommonART ifact for AgentOpen environment) artifactThe CArtAgO
is the artifact (Ricci, Piunti, & Viroli; 2011in which the multiagent systeobserves

its input orpercepts
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Fig.1.3: Overview of The Prassessment System (adapted from Ehimwenma, Beer & Crowther

All composite agents have their indivialised tasks intheir ConditionAction rules

otherwise known as plans. These plemsstitutevariousagentfunctions as designated

dutieswithin the MAS. The agents are cooperative through knowledge communication

so as to achieve the overall design goal ofgggessment, which is, to identify learning
JDSV LQ VWXGHQWVE readhinengationd foD I€aBing Dnbiterials via
universal resource locator (URL) link§ hus the strategic purpose and functions of

the Preassessment System are:

1) Perceive events.

2) Communcate messages via performatives.

3) Process perceived events (e.g. S€incepts, query statements, logic based

statement), feedback to the studamigl carry oupre-assessment.

4) Assemble updated beliefs, match the plan that satisfies the giverupetbéd

beliefs from an array of agent plans, and trigger classification.

5) While doing 4) above, dynamically keep students' activisgory for the

course tutor access to unravel the technical difficulties confronting his students.

6) Makesuitablerecommendation for learningaterials

1.9 Contribution to Knowledge

Thefindings andsignificant contributions of ik research study are

1. ,GHQWLI\LQJ JDSV LQ VWXGHQWYV J-as8addner® L Q J

Mechanism
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2. Goal specification for agents using Agent oriented software engineering
methodology for developinglearnirg system.

3. Use of description logisyntax fordefining an ontologpf a learning domain.

4. Modelling classification featuresith logic based representatitor agents for

the prediction of appropriate knowledipvel learning materials.

1.10 Overview of Thesis

This thesis has been structured imtight ChaptersChapter 2explores the literature

of knowledye representationgescription logic (DL) languageDL notation and
symbols for knowledge modellinghis includethe TBox and ABoxcomponats. The
Chapter also presemntelligent tutoring systems, assessment systems and- multi
agents. Chapter 3 continues with the literature omgents agent properties,
architecturesand methodologies. In furtherance, the chapter discusses speech acts
theory asa protocol for knowledge sharing in agent based systeagent
communication andagent oriented programming.In Chapter 4 the conceptual
development of thePre-assessment Systeim presented usinghe Prometheus
methodology This is followed by alevisedPre-assessment Mechanidor the pre-
assessment proceghe Student Modebarameters, andirst order logic formula
specificationof the classifier agent reasoning procégso discussed in the chapter is
our model equation that caralculatethe number of classification rules in a given
ontology treeChapter 5describes themplementatiorof the Pre-assessment System
This include the variouagent componentsntology modeldrom theDL definition,
andtheclassificationprocedureln Chapter 6the Pre-Assessment Systésrevaluated

by volunteerparticipants, and the data collected analySa#wpter7 is discussiorand
explanationof findings. Chapter8 is conclusions and direction of further research

work.

1.11Publications from this Work

Elements of this work have been published haek been referenced in thishesis.
Note thattheterminologiesand notationsised in this thesis supersedesséusedin

the publications.
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Chapter 2

Knowledge Representation and

Intelligent Tutoring Systems

2. Introduction

This dapter presents thbackground literatureof description logics (DL) and
knowledge representatigkR). It deals withthe various forms of KR and DL support

for ontology languages and development. This includes DAML + OIL, RDF(S), and
OWL. The tapter describes the unapyedicate,and binarypredicaterelation as
triples in RDF and its Prolalike ground facts equivaleredor representing knowledge

in a system. This herald a DL language into a TBox and its ABox counterpart, and the
conditionaction rule for symbolising a classification process for programming. The
chapter also looks at intelligent tutoring systems (ITishitectures, ITS and their
strategies for supported learning. This covers multiagents in the development of ITS
and analysis of some student models. The chapter also looks at some SQL assessment
systems, andChunking an educational learning theory forpgworting effective

learning in a challenging educational environment and why it is important in this study.

2.1 Knowledge Representation and Ontology

An ontologyis a description of things and their relationshipsepresents knowledge
organisation Orntologies define objects, properties and the relationships that exists
between objects (Gruber 1993; 1995), and information about an object itself

(Horrocks, PateBchneider & Van Harmelen, 200 a given domain of interest.

Ontologes specifies the classes of objects that exist, the relationships amongst those
classes, the possible relationships amongst instances of the classes, and constraints
over those instances (Gruber 1993; 1995). In formal concepts, Maedche & Staab
(2001) definedntology as afuple O = <C; R; F; A; 1> where:
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C: finite set of namedonceptsorganisation

R: finite set of binaryelations among concepts.

F: functions that relates concept and relations

A: set ofaxiomsthat are valid inthe conceptualisation.

I: set ofindividuals belonging to a domain.

2.2 Description Logic and Ontology Languages

Description Logic (DL) is a family of formal description languages for the
representation of concepts (or classes) and their roles (known as properties or
relationships) and literals (also known as individudlsjterent formalisns or data
structuresexidgs for he representation of ontologies, and examples of tuesOIL,

OIL + DAML, RDF, OWL and answer set prologds a wayof defining knowledge

for systems,Baader, Horrocks & Sattler (2007) states tbdt are the basis for
ontology languages such a®IL, DAML + OIL and OWL for knowledge
representatiarin the following section, the various fosaf knowledge representation
modek arepresented.

2.2.1 SHOE: Simple HTML Ontology Extension

Framebased languages or systems were first developed in thd 97lk. Frame
describe€lassesand a set dblotsin which slots may consist pfoperty-valuepairs,

or aconstrainton the value (i.ean individual or data value). Frame was subsequently
adopted by SHOE: a framtmsed language with XML syntax. SHOEmhbecame one

RI WKH HDUOLHVW DWWHPSWYV DW eH $QEU3edURIRQWR O
(UniversalResourcd dentifier) reference for nameghat became the convention in

both DAML-ONT and DAML+OIL languagesHorrocks PatelSchneider & Van

Harmden, 2003 6+2( ZDV QRW EDVHG RQ 5') DQG DV VXFK K

the syntactic and semantic design of OWL.

2.2.2 DAML-ONT: DARPA Agent Markup Language-ONTology

The DARPA Agent Markup Language (DAML) was initiatedtive year2000 with

the goal tadevelop a language and tool to enable the realisation &ethanticWeb

12
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(DAML, 2006). The semantic wels the idea to represent basic fact, information or
data (e.g. in document) and connect them together on the web. It is different from the
connectivity of document of the hyperlink technology.

RFDS, a language that was already adopted byMbdd Wide Web Consortium
(W3C) was to be the starting point, but lacked the much needed power of
expressiveness for knowledge representation. This led to the development of DAML
ONT that extended RDF with language constructors from cbjeetted and frame
based knowledge representatiotanguages Horrocks PateiSchneider & Van
Harmelen, 2008 DAML-ONT was tightly integrated with RDFS. But DAMONT,

like RDFS, was not without semantic specification issues. With DADNT, it was
realised that there could be disagments, in the precise meaning of terms, both

amongst human and machines in a DAKINT ontology.

2.23 OIL: Ontology Inference Layer

OIL is one of the languages in which OWWeb ontology languaga$ based. At
around the same time that DAMDNT was deeloped, a group of researchers from
Europe had designed the OIL language. ©®dcame thegst ontology language to
combine elements fromescription Logicsframe languages and web standards such
as XML and RDF ilorrocks PateiSchneider & Van Harmelen, @8).

2.2.4 DAML+OIL

The merger of DAMEONT and OIL efforts produced DAML+OIL. Though, heavily
LQAXHQFHG E\ 2,/ '$0/ 2,/ UHFHLYHG DGGOMIaRIQDO LQA
RDFS. DAML+OIL adopted @escription logic (DL) style axiom and retained and

used theDL language constructors developed in CBUt not theframestructure that

could easily integrate with RDF syntax. Nonetheld3&ML+OIL, provided a

meaning for those parts of RDF which were consistent with its own syntax and DL

style model theoryHorrocks PateiSchneider & Van Harmelen, 2003

13
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2.2.5 RDF:ResourceDescription Framework

RDF is a graph databadeis a standard model for dataenthange on the Web (W3C,

2014) RDF extends the linking structure of the Web to UdRls to name the
UHODWLRQVKLS EHWZHHQ WKLQJVY DV ZHOO DV WKH W
(Fig.2.1) This linking structure forms a directed, labelled graph, where the edges
represent the named link between two resources, represented by the graph nodes
(W3C, 204). RDF are triplega, P, b)or set of triples which are expressedaggcal
formulasP(a, b) This is a binary statement in which the binprgdicate P relates

the subjecta to objectb. RDF are binary predicates only. The relationships or
graphical connectedness between a rsudigecta and anodeobjectb via a predicate

P is a semantic net. RDF has been given the syntax of XML (W3C, 2004). RDF is
very scalable, but is not very expsage and does not provide support for semantics
(W3C, 2004) RDF is not data format, but a data model with a choice of syntaxes for
storing dataluCharme, 2013

Fig.2.1: Graph for RDF/XML Example: RDF resources are represented in ovals and literals in
rectangls.
Source: https://www.w3.org/TR/RE@df-syntax/

The edges (arrosead lines) go from a resource to any other resource or to a literal,
and never from a literal to a resource or another literal. So in RDF representation,
literals are the terminal values of a reseuiimply put, RDF resources and edges are
URIs, literals are not, but simply values e.g. universal resource locator (URL).

All web URLs are URIs but not all URIs are URLSs.

14
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Thus RDF vocabulary is the set of URIs for the edges that make up the RDFgkaphs

the use of common URIs is synonymous to act of communicating in an understandable
ODQJXDJHFKHQFH WKH WHUP YRF bhER@ Ddth\ther&eetd ZR V H
to exist a common vocabulary or keyword. Similarly, the model of agent
communicationn FIPA is also based on this assumption that two agents, who wish to
converse, must share a commknowledge of theontology for the domain of
discourse. That is the agents must ascribe the same meathiagyonbolsised in the

message (FIPA, 2000).

2.2.6 RDFS :ResourceDescription Framework Schema

RDFS is expressed as RDF. RDFSolgect orientedin its nature. That is, it is
fundamentally about describing classes of objects. Its supports semantics of data by
class and properties descriptions, class hierarchies and inheritance, and property
hierarchy. RDFS gives flexibility to the definition oftdan that a data of a particular

class may be expressed to have various type declarati®*DiFS:typeor different
property declaration i.&RDFS:property

2.2.7 OWL

The development ocOWL has been influenced by several ontology languages
example RDFS, SHOE, OIL, DAMEONT and DAML+OIL. But DAML+OIL has
heavily influenced the emergence of OWHofrocks PatelSchneider & Van
Harmelen, 2003) OWL is an increasingly expressive language. For example, one of
such expressiveness is its power to spgmibperty valuesind validate relationships
while maintaining upward compatibility with RDF and RDFSWL has three
sublanguagesyhich are Owl Lite OWL DL and OWL Full

f Owl Lite
OWL Lite is termed as theimplerOWL DL expression language. The langeag

based on th&HIF(D) version ofdescription logic language which allows complex
class descriptions, specification of conjunction, disjunction, negation, existential and
universal value restrictions, role hierarchies, transitive roles, inverse rotes a

restricted form of cardinality constraints (cardinaltyr 1) and support for concrete

15
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domains Horrocks PateiSchneider & Van Harmelen, 2008e Bruijnet al. 2004)
Its support for constraint features are sinblaclavik et al.2012).

f OWL DL
This is theSHOIN(D) variant of description logitanguage (Horrocks and Patel
Schneider, 2003Je Bruijnet al.2004).OWL DL is more expressive than OWL Lite.
It providesaddtional support for individual names in class descriptionsqalalled
nominalgd and allowarbitrary cardinality restrictions (de Bruigt al.2004).OWL DL
is equivalent to DAML + OILOWL DL constructs are with restrictions such as

0 a class cannot be both an individ@aktancesand property

0 a property cannot be an individualasll as a class (Laclaviét al.(2012).

f OWL Full
OWL Full gives greater freedom for expressiveness by allowing the syntax and
semantics use of both OWL DL and RDFS langugdesSruijnet al.2004) For
example, while a class cannot be biotfividual and property in OWL DL as stated
above; in OWL Full, a class can be both. OWL Full is not restricted to DL, and it is
also very close to firsbrder logic (FOL).
In the Fig. 2.2a cmparison and the relationship between RDF, RDFS and OWL
languayesis given There are different approaches for building the agent kngeled
model, but the internal kndedge model of agents is left for an agent programmer
(Laclavik et al.2012).

2.3TBox Terminology

Knowledge representation system based on DLsistsnof two componentsTBox

and ABox Qbitko, 2007. TBox is aknowledge representation (KRormalismthat
UHSUHVHQWY WKH NQRZOHGJH RI DQ DSSOLFDWLRQ G
concepts(expressions) in that domain and then using these concepts to specify
properties ofindividualsoccurring in the domain (the world descriptioNardi and

Brachman (2003) state that TBox containtensionalknowledge in the form of a
terminology or taxoomy and is built through declarations that describe general
SURSHUWLHYVY RI FRQFHSWV 7KH 3SWHUPLQRORJ\" GHQ
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provide an intensional representation of the domain of intédesti and Brachman,
2003).

Fig.2.2: Comparison of RDF, RDFS and OWL languages (based on HorrocksSehatedider & Van
Harmelen, 2003).

A DL system is a combination of a TBox and ABox. The term ABox and TBox which
are used to describe tvdifferent butrelated kinds of statements for ontologies
together make up a knowledge base. The Figure 2.3 is a table showing the DL syntax
notations forexpressing logical axioms or statements in DA.TBox describes the
vocabulary or the classes of objects that make up a KB in an application domain.
Basically this vocabulary are the concepts (set of individuals) plus the roles
(relationship between coepts). The Figure 2.4 is a TBox description of some
modelled axioms in a family domafBaader & Nutt, 2003)The left hand side of the

equality sign is where theamed symbo{defined concepts) known as the atomic

17
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concept occurs, and on the right handesisl thebase symboélso known as the

primitive concepts.

Fig.2.3: OWL constructors and DL notation (Baader, Horrocks & Sattler, 2003). C is a class, P is a
role (property), n is the number of cardinality, r is the relation.

Fig.2.4: A TBox hierarchy about family relationships.

From the TBox terminology iffigure 2.4 the axiom

WKHQ GHILQHV W kKbn th& @ mtasdll tdrd doctor, and all of whose
children are either doctors omrpfessors % der, Horrocks & Sattler, 2003).

18
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2.4 ABox World Description

The term ABox AssertionBox) which complements the TBox are assertions about
named individuals in terms of the vocabulary described in a TBox. Precisely, the ABox
contains assertional knowledge callgdbund fact (Rudolph, 2011) which is a
description of world It asserts and intragdes namedhdividuals of the world and

their properties. Properties can be unary and binamyndry propertyspecifies what
class a named individual belongs while kheary propertyspecifies the relationships
also known asole between two named individualSiven thatC is an atomic concept,

Ras role concept, araj b, andc as individuals, it follows that (Baader & Nutts, 2003;
Rudolph 2011)

1. C(a) xconcept assertions impliaelongs taC,

2. R(b, c) zrole assertions implissis a ¢, O @f Hhérole R for b.

According to Baader & Nutts (2003), Reter, Paul and Mary are individuals, the

following are constituents of an ABox assertions from the TBdxgare 2.4:

MotherWithoutDaughter(mary)
Father(peter)

hasChild(mary, peter)
hasChild(peter, harry)
hasChild(mary, paul)

2.5 Answer Setd’rolog

Answer Set Programming Prolog(ASP) is a language for knowledge representation

and reasoning based on the answer set logic programs (Gelfod8t, Baral &

Gelfond, 1994). ASP or language allows domain and prosjeseific knowledge,

including incomplete knowledge, defaults, and preferences, to be represented in an
LQWXLWLYH DQG QDWXUDO ZD\ %UHZND (LWHU 7 U X"
to declarative programming whereby in a declarative style, a problem or the world

description are specified declaratively. ASP has its roots in deductive databases, logic
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programming, logic based knowledge representation and reasoning, cofstlasht

solving, and satisfiability testing (Holldobler & Schweizer, 2014).

A logic program is a set of rules of form, and ASP models are declarative and consist
of rules likened to those in Prolog (Gelfond, & Lifschitz, 1988; Lifschitz, 2008) such
as:

$ 84 « h

whereA is anatomandheadof the rule, and.:1  « Lm areliterals andbodyof rule.
Thus

p(1),
a(2),
T[ 85S |

can be a model of a program.

More so,

g(a, 1).
q(b, 2).
S ; 8.

q(X, K).

U,; 8 QRW
is a program of Answer Set Prolog containing facts and tworules wherep, g, and
r arepredicates andX andK are variables. Arogramis calledgroundif its terms
literals and rules are ground That is, if the program contains no variabled no
symbol for arithmetic function (Gelfond, 2008). A fact begrgundis contained and
used in the program.
In the description of knowledge bases (KB), answer set models as a knowledge
representation language can be combined with description logipresent facts and
to reason about facts. This is a situation where ABox and Answer Set program models
draw on some similarities. In Gelfond (2008), a basic methodology for representing
knowledge was described using operded signatures which are nanwsjrses, and
departments to constitute some KB facts (a collection of departmental record):

member(sam, cs).
member(bob, cs).
teaches(sam, cs).
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course(java, cs).
course(c, cs).
course(ai, cs).
course(logic, cs).

together with the closedorld assumptions expressed by the rules:

WHDFKHVY 3 & 8 PHPEHU 3 FV
Course(C, cs),
teaches(P, C).

Which states that

if the variable P is a member of,cs

and the variable C is a cs Course

and the variable P does teach C

then conclude that the variablP that matches sam

teaches a Course in.cs
Thus,teaches(sam, c® returned because the conditions which are contained in the
ground facts are satisfied in the program. Like ABox, ASP allows the expression of
KR in both both unary and binary formhis form of KR formalism that constitute
atoms (or constants) have also been expressed in pikdogules for program
execution, for example (Eiter et al. 2008, p.1501; Zini & Sterling, 1999; Brewka, Eiter,

7TUXV]F]\ VNL

In Zini and Sterling1999) for instance, the knowledge represented was for multiagent
system that comprised of four agents. The KB which are a representati@pofta
ontology(Zini and Sterling 1999) were specified as follows:

sport(cycling)
sport(soccer)

which areunarydeclaration stating thatclingandsoccerare types ogports and
competition_of(seriea; soccer)

a binary declarationwhich staesthat seriaais a leagueeompetitionof soccer Wu,

Zeng & Yang (2008) state that in DLs, the conceptual knowledge of an application
domain is represented in termsaainceptqunary predicates) that are interpreted as
sets of individuals, anables(binary predicates) that are interpreted as binglations
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between individuals. Thus, n the Sportsontology, the unary predicatgport is
property of bothcycling and soccer respectively while the binary predicate
competition_ofs a relation betweeserieaandsoccerliterals.

2.6 Classification

Classification ideature instanceor attribute learning. It is when features (inpuds
training se} that are symbolised in a system have corresponding class labels (i.e.
outputs) to predict. These features can be continuous, categorical or boolean
(Kotsiantis, Zaharakis & Pintelas, 200C)assificatiorconsists of taking input vectors

or dataand deciding whichN classes they belong tafter running them through a
classifier(s)(Rifkin & Klautau, 2004; Marsland, 2014While most classification
system is the support vector machine, this thesis considers an agent based classifier for
VWXGHQWVYT OHDUQLQJ

Having looked at the various ontology languages for representing knowledge for
systems, the act of classification insthesearch is not about the grouping of nodes in

an ontology tree. But the collection of information about the knowledge status of
students and the recommendation of the appropriate or a set of appropriate learning
materials based on the available infotima to the system. The decision process in

which students are categorised is throaghditionactionrules.

2.7 Condition-Action Rule

In a classification system, decision rules are the fundamental knowledge that are
compared and matched with avaleinformationor known factsand subsequently
utilised by the system to perform the act of classificatiooonclusionsRulesof this
nature have two component parts: the {afind side known as the antecedent,
condition premiseor situation, and theight-hand side part referred to as the
consequent, action, conclusionssponsgor predictionPatterson, 1990). This is the
logical structure of a rule based syst&vhere aclassification systenis given a
reasomg task about some availableknowledge or concepts in ordeto draw
conclusionsabout some incomindata In Hutchinson (1994)&ch methodsan be
usedfor learningconcepts In Al (artificial intelligence) a concept is treated as a
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formal definition or predicate. For most of these systenmgoidx, Hutchinson (1994,

p.310) states that in a learning system the following assumptions are valid:

f

Conditions which are basic predicates for testing a state must be specified in
advanceThis is preparing rules that must be satisfied asprglitions fo the
system or a component of the system.

The predicates are the essential part of the language or formalism for task
representationAll the variables in the environment should be gathered for
adequate representation in the system.

There must be somethQJSVHW R lehORdNVES $Yysem to make
decisions, a set of rules must be specified according to the environment and
variables in the problem.

The training set is ckn or devoid of noisy relation# that case, the data used

for preparing theules for the system must be unambiguous to be suitable to
match the incoming unknown data or information.

The training seshould contain counteexamplesAll examples(or facs) that

may be available to a system may not be similar. Some may be positive a
others negatie. Rules should be stated to covethbpositive and negative
facts

Basic predicates can be partitioned intod@pendent group:Different
variables that are related can be grouped in one rule.

Within each group, the predicates are muktyaxclusive and cover all cases:

No case of classification much be missed. Otherwise, this would result in the

misclassification of an object.

The rulebasedsystens arelF <conditions>THEN <actions>rules, where the set of

<conditions> are needed to bmatched and satisfied before thactions> part is

triggered.

2.8Intelligent Tutoring and Learning Systens

Intelligent Tutoring Systems (H) are applications that emplokl: artificial

intelligence to education and instructional design (Rdésdtedeli, 2012), or Al

techniques in computer programs to facilitfteman]learning (Padayache2002).
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ITS are computered learning environments that incorporate computational models in

the cognitive sciences, learning sciences, computational linguisticdicialrti
intelligence, mathematics, and other fields that develop intelligent systems that are
well-specified computationally (Graesser, Hu & McNamara, 2005). ITSs are cognitive
architectures that interact heavily with humans when supporting them in one of t
hardest cognitive process i.e. learning (Pipita@d@nnella & Pirrone2012). Several

ITS exist with support for a given level of adaptability but must be able to present
material at a level of difficulty and detail suited to the state of knowled@e stiident,

DQG WR GR VR WKH VA\VWHP PXVW NQRZ DQG IROORZ
(Michalski, Carbonell & Mitchell, 2013)[his is achieved by a set of carefully planned

rules Hutchinson (199%where a set of outputs apeovidedfor some given et of

inputs. Integrating supervised classification technique into ITS development is aimed

at making accurate class predictions that @t QGLYLGXDO VWE@HQWITV (
of knowledge

2.9 SQL Assessment and Learning System

A database is a repository of information organised in such a way that it can be
accessed, managed and updated easily. A database is created, stored and maintained
on a database management system (DBMS). DBMS interacts with a user, connects
with other apptation or other databases. Examples of DBMS are MySQL,
PostgreSQL and HyperSQL to mention a few.

SQL (Structured Query Language) is the dominant database language @kadli6é

2008). In Kenny & Pahl (2005) SQL is a formal declarative database progngmmi
language that comprise data manipulation keywords such as select, from, where,
delete, insert, into, update, set, on, and join to mention a few. The skills in SQL are
challenging and students have many difficulties learning them (Mitrovic, 1998). In the
perspective oPrior (2003) éarning and mastering of these skills is a difficult process

that requires considerable practice and effort on the part of the student. One of the
challenges is @pping a statement of problegiven in natural language into the
information that is required from the database in an appropriate SQL statement; this
Prior (2003) stated is not easy. Anothdficulty LV VWXGHQWVY PLVXQGHUYV
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basic elementsf SQL and first order logic and the relatiom@ta model in gemal
(Dekeyser, de Raadt & Lee, 2007)

7R VXSSRUW VWXGHQWYV ZLWK WKH OHDUQLQJ RI 64/ D¢
query formulation skillsthe AssesSQL (Prior, 200Frior, & Lister, 2004)was
developedThe research examined the difficulty facedd WKH DVVHVVPHQW RI
SQL query skills, anéncourag students to usstructured query languages SQL

professions For assessment, the system present questions to staddmxpects

students to enter query solution to the quesfitre AssesSQ query content covers

only the SELECT statements.

In the LEARNSQL tool,Abell6 et al. (2008)implemenéda strategy that objectively
allowstheevaluaton ofthe correctness of the solutitma questiomgiven by a student

E\ SURYLGLQJ DXWRPDWLF FRUUHFWLRQ WR TXHULHV E
existing valid solutions in the system. The systasstfeedback and grade students

in their learning oSQL The LEARN-SQL was developed and comprisgdtements

such asthe SELECT and UPDATIgueries.This is from the backdrop of previously
development SQL systems whose content only covered the SELECT statements
(Abell6 et al.2008)

There also exists a number of sites that provides tutorial to students on S@hgear

Examplesre "w3schools.com/sdl "BeginnerSQL Tutorial" and SQLCourse.coth

that have lists of modules from which a student can make a choice in order to start
learning; and the SQLzoo.nﬁt that provide support through multiple choice

(objective type) quizzes. While they provide ability for students to run queries or take
quizzes, they do not provide assistanceecommendatiofior errors and requisite

learning

2.10 Chunking: An Educational Theory of Learning

In learning and learning technologies, the basic goal of instruction is to ensure
materials are learned and understand for the advancement of learning. But students

often face dficulty in their leaning. Managing skills in smaller components known

25



Chapter 2 knowledge Representation and Intelligent Tutoring Systems

as Chunking has helped to facilitate effective learningQasteel, 1988; Anderson,
2008). Chunkingis a procedure of breaking skills, learning materials or information

into smaller, more manageable units for students to succeed.

2.11Approaches to Agent Based Learning anérormative

AssessmenBystems

In Abdullah, Malibari & Alkhozae (2014), AdapevBoosting (AdaBoosthultiagent

based systemZDV XVHG WR PLQH VWXG ldigssihywaihd gredicW R U L F D (
VW XGHQW \Bas&IbR the Elvieht dathet prediction agenwould receive a
communicatiorrequest, and would then make a grpddicton. Experimental results

obtained showed that with accurate classification, students who got low performance
prediction had the reasons for this analysed by the system, and werquemblye

motivated by the systeto achieve high performancésig. 2.5)

Fig.2.5: System prediction and motivation to achieve higher performance.

In Gonzélez, Burguillo & Llamas (2008gasebased reasoning approach was used to
model studets in amultiagentsystems fordarning. Cas®ased Reasonin@BR) is

a problemsolvingparadigm that is able to utiéghe specific knowledge gained from
previous experiences in similar situations (cases) to solve a new prétltma.start,

a studennewto the system iasked to take some testhesystemthen analyses the

tests results to gather informatiabout the studenthisapproacltategorses students
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according to knowledge level and their learning preferences, however it was devoid of

the assessmequestionselectionstrategy.

Chadli, Bendella &Tranvouez (2015addressed how students should be evaluated

using multiagent system simulatiohe approach employed fuzzy set theory and
DJHQWVY QHJRWLDW L Re@lu@tignGnad@hdt: iientifidSskin e

domain, student skills compson with the background skill, ardaluation of student

ability. From the experimental results, it was stated that the simulated model provided
DVVHVVPHQWY VLPLODU WR WKDW RI DQ H[SHUW D¢
performance.

In Rosbottom & Mallin (1998) a different approach was proposed for student
assessment and presentation of materials for learninguitaagentadaptive course

delivery system on Euclidean Geometry. The approach was based on probabilistic
models in which student behauis at the interface of the system were interpreted,
andprediction for the next stage of learniwgs made.

The application of multiagent systefor educational games in learning has been
reported as well. Dutchuk, Muhammadi & Lin (2009) presented warkthe
development of MultiAgent Systerrbased educational game call@dizMASterfor

e-learning. The game helped students learn their course material through friendly
competition. Thi research explored the use of perceptive pedagoggaitsthat

would GHWHUPLQH WKH OHDUQHUVY DWWLWXGHV DQG H
understanding, response timing, history, banter [humour]; and provide appropriate

feedback to students in order to motivate them for learning.

Using two different computational intelligent techniques, Alexakbsal. (2006)
addressed-tearning assessment on the platform ohatiagentsystem. The agents

provided intelligent assessment services based on Bayesian Networks and Genetic
Algorithms. % DVHG RQ WKH %D\HVLDQ 1HWZRUNVY WHFKQL
guestioners of an-kearning system using Bayesian Networks of probabilities that
capture the probabilistic relationship between variables, as well as historical
information about their rationship. From the report, results indicate that the agent

platform provided assessment services.
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In Wang (2014) a Partially Observable Markov Decision ProceBOMDP)

framework combined with reinforcement learning (RL) for building an ITS was
proposed. The systems main component state comprisactiohs observationsand

apolicy. The POMDP intelligent technique was chosen on the premise that the agent
cannot fullyobserve the knowledge state of students fargehi to take action. On

WKH V\VWHP WKH DJHQW SDUWLDOO\ REVHUYHV VWXG
To practically use the system,student would ask a question (about a concept), the
system wald choose an answer and present to the student; then another question is
asked, and the system would answer, and so on. The responses from the student thus
determines the agent policy i.e. the teaching stratedkis approach, the students are

not assesed. The ITS teaches based on the questions asked by stundbirgsype of
VWUDWHI\ WKRXJK VWXGHQWVY VNLOOV ZHUH QRW
SURYLGHG VXSSRUW WR VWXGHQWVYT OHDUQLQJ 7KLV
askedoy students are the issues bordering around their learning. Despite the assistance
rendered by this ITS, a formal or formative assessment would still be required for

formal qualification or higher concept learning.

Yu & Zhiping (2008) proposedhtelligent pedagogicakgentfor evaluating prior
knowledge based on the selectivategorisationof learners asnovice beginner
intermediate or advancedearnerswhere thdearnershemselvesnakethe decision

in selecting the group they think they-ifit before they start learnintssues with this
strategy is thastudents may misjudge the best learning category that may suit their

own learningneeds

,Q DQ DSSURDFK WR PHHW-DInKPDO2)pidhbset tipldév&opmed PD O H
of the SmartTutorAs anagentbased approach to support learning, SmartTutor was
prescribed with two major models: student model and teacher model. The teacher
model uses theoncepts of Caskased reasoning for representing instructor past
experience (i.e. teaching straye®ycapability) where each case represents an approach

for teaching a certain concept. The student madsds inductivelearningby-
experiencecomponentto adapt to expected student prerequisite profile and group
students together for tutors according he different tutors teaching strategy and

28



Chapter 2 knowledge Representation and Intelligent Tutoring Systems

capability.In SmartTutor, the instructatefinesthe prerequisite skillde believes the

student can follow to gain new skills. While the strategy can effectively keep track of

the lectures visited and contentgeated, SmartTutor would not identify the technical
VNLOO JDSV UHTXLUHG E\ VWXGHQWY 7KH VWUDWHJ\
advantage rather than the students because the identified group of students are tutored
together, thereby reducindg H W XvaviioaidV

2.12RecommenderSystensin Education

Recommendation systems in adaptive learning propose and prescribe content and
items that centres around the learning needguafents This is quite different from
recommender systems for buying produssause learninig an effort intensive task
thatrequires more time andteraction on the paof studentgompared to commercial
transactiongManouseliset al.2011).Furthemore that learners rarely achieveiad

end stateBased on the fact that there are levels in learhisgead of buying a product

and owning it, learners achieve different levels of competences thatdraweslevels

in different domains Thus in such situation, what is important isnitliging the

relevant learning goals and supporting learners in achieving them (p.6).

In the views ofBarieres(2017 adaptive or personalised learning tends to model
learners' learning path, activities and educational resoticehis end several e
learning recommender systems have been propdsdflafiere$2017)for instancea
standalone gusummative assessment modeds proposed to boost instruction
process and custasation of learning path. In thmodel, students are graded based on
some learning activities using a model of equatandthe adaption orthe student§
preferences and effort spent on cou&oulda learner fail an activity, it means the
competence neededs not been completely adged; and tis could hinder further

learning.

El Mabrouk, Gaou & Rtili (2017) also proposed a recommender system that can
recommend the most appropriate content for learning. System architecture
comprisedfour interactive modules, namely: i) dataleotion part that isbased on

usersfprofilesand interestii) information processing unit fadhelearning model, user
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classification and content classificatjoi) recommendation modujeindiv) log file
componentdr therecommendd clasesmeantfor use infuture ret¢assification The

system matches users' interests with content categories and classify users according to
e.g.content submittedgubjectsanditem ratingsrespectivelylLike El Mabrouk, Gaou

& RItili (2017) proposedecommender sysin, several classification systems employ

the use of multiple components witifferent functions in order to fulfil the task of
classification or recommendationhus multi-componentsn a recommender system
draws similarity with multiagents to solve aoptem.However, theaforementioned
proposedsystem isnotthe NLQG WKDW ZRXOG DVVHVV VWXGHQW
recommendationThis is smilar to the recommender system proposedafieres&

Conesa (2017n which thesystem supports useistick through a set of checkboxes

such asCompleted Courssor Not CompletedCourses so as to classify users whether

they possess the requisite skills for a given job. Thougbytbiem iggeared towards
employability skills classification it could assist usena recognigng their areas of

skills limitation and then focus on the desirable skillse system does not provide

any form ofskills assessment.

One other assessment and learning tool is the PAT TRitber( et al 1998)- an ITS

for teachingntroducbry algebra. In PAT, learning task and exercises are arranged in
sections at different skills level as specified in a standard mathematics curriculum.
When students demonstrate mastery of a section (by achieving a level of competence
on all underlying skif), the Tutorsystempromoteghe student to a new section, which
LQFOXGHV VRPH QHZ VNLOOV 5LWWHU HW DO , Q
assessed before moving to a higher level. Which means that the system can ascertain

that a set of congiences have been achieved before promotion to other skills.

2.13 Student Modelling

Students modelling components or attributes determines the effectiveness of
intelligent tutoring systems. The method used in representing the knowledge of
students is referred to as theu@&nt ModelBaffes, 1994)Since the 1970s, several
programmed learningnethods havebeenusedin modelling the components of
students in learning?adayache&002)states thalTS architectures can be classified
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into three categories, namelyaditional threemodel, classical foumodel and new

generation architectures.

2.131 Traditional Three-Model

These ITSs modelsomprise three major corapents in their design, namely:

f Domain Model: This is the componerihat containsthe knowledge relating
to the subject matter or contetit.answers student arbitrary questions, and
provide alternative explanations to the same concept.

f Student Model This is the component that holds the students emerging
knowledge and skills.

f Tutoring Model Is the component that provide the knowledge tolwahe
learning goals and has control over the sequence and selection of subject

materials. It can diagnose misconception and learning needs.

2.13.2 Classical FourModel

As well as maintaining theomponents of the Traditional Thr&&odel, an additional
User Interfaceas a fourth component is addea this model Systems of this
architectural type have integrated modules named as:

f Knowledge BaseThis component is similar to the domain model of the Three
Model Architecture. In this model, the subject tutor puts together declarative
knowledge (what to learn), and the procedural knowledge (how to learn) in the
system.

f Student Model:Stores informatin aboutstudent knowledge and skills, and
student cognitive processes. It maintains strategy that helps students to learn
from errors.

f Pedagogical ModuleThis module is similar to the Tutoring component of the
Three Model Architecture. This component ¥seW KH FXUUHQW OHDUQ
select an appropriate learning path to accomplish a learning goal.

f User Interface:This is the user interface where dialog between the system and

the user are ensured.
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2.133 NewGeneration Architectures

A prominent modebf this type of architecture are those such as proposed on the
platform of multtagent system@AS) for learning purpose#\s modular entities that

are created to form a group of cooperatweponentsaMAS developed. Within the
systems, Padayachee (2) states thathe ITS architectureomprisesan interface

agent with a function to interface between the learner and system, a communication
DJHQW WKDW HQVXUHV LQWHUDFW L Ri@rosbcigty HRIQ D JHC
agents that may cooperate to solve a problem activity in a formal andtmeliured
knowledge domain. Agents are computational entities that are modelled after the
human cognitive framework. Each ITS agent or m&woiety of agent have their
micro-specialities or functions. To achieve the overall function of the system, agents
uses structured knowledge and communicative means. This is emphasised by the social
organisational perspective of taia methodology (Wooldridget al. 2000) that is
presengd in Chapter 3.

2.14Summary of Chapter

This chapter has presented knowledge representation (KR) and various representation
languages. It discussed description logic as the language that supports the development
of KR languages such as OIL, DAML + OILD®, RDFS, OWL, TBox, ABox and
answer set prolog (ASP). The chapter analysed ASP as a KR language in unary and
binary predicates. While the unary predicate is of the fof@) the binary predicate

is the formp(a, b) which is synonymous to RDF like triplend firstorder logic
representationA type of data representatidorm in agent based systems. Due to
OWL DL power of expressiveness, in Chapter 5, the ontology of the content of
learning of this thesis shall be presented in DL language.

The dapteralso discussed intelligent tutoring systems (IT&tegories of student
model ITS SQL learning and assessment systems, recommender syatelagent
based systems for assessments and learfiegiterature unveiled thatcommended
learning is an efforandit is time caasuming on the part of students, arigharticular
interestto thisthesis SQL is not a language that is easy to learn. It is one that requires

considerable effort from students to understand, and one of the significant challenges
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faced by students is the interpretation of a statement of prableatural language

into its SQL equivalent query statement. Theriewexamples of SQL system were
examinedEach with different strategies for evaluating students SQL queries, but with
a similar process of testing students queries which involves the comparison of
VWXGHQWVY TXHULHV ZLWK WKH V\VWHP XQ@&UO\LQJ
gathered from literature that SQL is challenging and difficlilien me of the
educational dagn principlesof learning known a€hunkingwas looked intoThis is

in view of how Chunkingcould beappied in the design of an SQlystemso as to
allow students pay attention to the small units of skills recommended for learning
within a given assesgent and not ora long waiing lists ofrecommendednaterials

to learn. This wayChunkingprevents fatigueand boosts enthusiasm in learning.

The literature then surveyed sosteategies thadtave beewombinedwith multiagent
developmentfor supported learning. Buwith a few actually targeted at the
PLVFRQFHSWLRQ PLVXQGHUVWDQGLQJ RU JDSV LQ VV
QuizMASter system, the system supports student to learn through friendly
competition. But thissonlyby exDPLQLQJ WKH OHDUQH Walstat&sW W L W X (
An approach thaprovide motivation to leaing and appropriate feedback, but not
contentof learning. A similar approach is accounted for in the ragent adaptive

course delivery system on Euclide@eometry, where prediction for next stage of
OHDUQLQJ LV E\ DIJHQWVYT PRQLWRULQJ RI SK\WLFDO E
This approach will certainly not gauge the appropriate material for next learning.
Alexakoset al.(2006) andsonzélez, Burgillo & Llamas (2005) casbéased reasoning
approaches to support learning with the application of agent based systems assessed
studentdor learning But the strategy for question selectiasnotreported. Question

selection strategy is determined by tkiad of assessment being considered. The
AdaBoost (Adullah, Malibari & Alkhozae, 201)4approach used historical data to
OHDUQ FXUUHQW GDWD IRU WKH FODVVLILFDWLRQ DQC
compares gr& HV WR JDXJH VW X@& Biving/ attentdn) 8 hecxitidal

cognitive areas thatan causéow performance Thebest strategy for supporting real

time learning is the identification of skills. This was addresséchadli, Bendella &

Tranvouez (2015)y identifying domain skilsLQ WKH V\VWHP FRPSDULVRC(

skill and evaluation of student abilityhis type of model watargeted at unravelling
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the skills set of students in that domain, and would inform the tutor where the strengths
and weaknesses lieshe chapter alsorpsented three categories of student model
architectures for designing intelligent tutoring systeRrem Padayachee (2002) the
new generation student model architecture was stated as those modslg ftioats
multiagent systendevelopmentLooking at thenodels,components of th€lassical
FourModel architecture can be integrated into the new model architecture of
multiagent systemsThis involves the knowledge basehich holds the target
knowledge the student moduleWKDW VWRUH VWX GHfedsgodicsF RIJQLW
modulethat has the teaching strategy or sequence for efficient selection of learning
path; and user interfacéor interactive dialog.The next Chapter 3 continues with
literature survey on agents and multiagent
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Chapter 3

Agents, Agent Oriented

Methodologies and Interaction

3. Introduction

In Chapter 2the history of differenknowledge representation (KRjnguages for
specifying knowledgewas presented as well as intelligent tutoring systems, their
architectures and multiagent systems for educational purpd$es.Chapter 3
continues with the literature oagents,agent propertiesand architecturestheir
methodologiesand commuitaton. As defined in Chapter ,1the Preassessment
System isan agent based system. In view of that, this chapter looks at the various
phases of agent oriented analysis and design for a choice of a suitable methodology
for the design of the agent based-pssessment system of this research. Also, the
chapterdiscusesthe speech acts theor{Searle, 1969and its influence on agent
communication languages, some agent oriented programming languagdasand
AgentSpeakanguage(Bordini, Hubner & Wooldridge, 2007 the communication

of logic based representation.

3.1 Agents

The termagent,otherwise known as agent based computing, agent based system or
multiagent system, are increasingly used within information technology to describe a
broad range of computational entities (Jenning & Wooldridge, 199bagant § an
autonomous computer system that is situated in some environment (Wooldridge,
2009). In that environment agents exhibits properties of auton@wogiability,
reactivity and deliberatiom order to meet their design objectives. Agents can observe
and perceive the state of their environment, and can perform actions intended to change

it (Fig. 3.1)(Russel & Norvig, 2003)The Figure 3.1 depicts the structure of an agent
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model. In the model, agents have knowledge about the state of their environment, with
sensors, agents can observe percepts or inputs, andceelditiorractionrules to act

in that environment.

Fig.3. 1: The Structure of a Simple Reflex Agent (Russell & Norvig, 2010).

In Peredoet al (2011)agents ar¢ools that independently perform various tasks on
behalf of human ser(s) or other software agenfsgent basedsystemmay not be
standalone entities but a system consisting of a group of agents in the same
environment otherwise known as a nmagent systemQGladunet al, 2009). As
applicable in other fields such as supply chain, autonomous vehicles, online trading,
and healthcare deliverymultiagent systemsare gaining wider recognition for

educational applications.

ORQHWW HODERUDWHG H[DPSOHedtures tbal IO WV ] H
associateavith teaching and learningQ ORQHWWV LOOXVWUDWLRQ RI
(Fig. 3.2), theenvironmenthat the agent will observe is specified as a set of stade

the keyboard asensors and academic exercises, suggestion for materials and

corrections aactuatorson a display screen.
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Fig.3.2: Designing Intelligent Agents: An example (Monett, 2014).

3.2 Properties of Agent

Since agents independently perform different tasks on behalf of humans (Etea&do
2011) they also possess and exhibit some human attributes as described in literature.
For exampleGenesereth & Ketchpel (1994), Galftanchi (1995)Goodwin (1995)
Woodridge & Jennings (1995), Woodridge (2009), Padgham & Winikoff (2004), and
Bordini, Hubner &Noodridge (2007) have all proposed that agents are:

f Situated That agents exist in a world in which it has sufficient knowledge
about, and can perceive and make changes to the world.

f Reactive This is when an agent can perceive and respond to actions and
changes in its world. This property become successful if the agent can respond
quickly enough to the event. Failure to react leads to failure of subsequent
goals. Reactivity of agents can be dual: response to perceptgaphécal user
interface and/oresponse to shared messages.

f Deliberative This is the application of practical reasoning mechanism on how
to achieve a state of the world. A deliberative agent has an internal model of
the world and uses its model to reason about the effects of perogiueslin

order to select appropriate intentions that it predicts will accomplish the task.

3.3Agent Architectures

An architecture proposesmethodology for buildingn autonomous agent [system];
and explains how thesystemcan be decomposed into the construction of a set of
component modulef.e. behavioursand how thesdehavioursshould be made to

interact (Maes, 1991)n Wooldridge& Jenningq1995 agent architecture represents
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the move from specification to implemation The decomposition process in the
views of Wooldridge& Jennings(1995 involves analysing the agent property to be
satisfied, perception of input data, internal knowledge representation, and the

programming language for implementation.

While Woodldridge& Jenningq1995) identified the different agent architectuf@sin

et al. (2014)categorised the architectuneso three broadyroups, namely: cognitive
architecture, semantic agent architecture and classical architecture. The classical agent
architecture that comprise the logiased architectureeactive architecture, hybrid

architecture, and BDI architectuaee explained as follows:

3.3.1 Logicbased Architecture

This architecture ses symbolic representation for modelling agent behaaadr
reasoningThis involves the definition of agent capability using logic based semantics

for expression of: rules, reasoning, knowledge preferemceseact to several

alternative choices of actions, and retrieval of informationaAfoVHU TV E¥HVW LQW
(Dell'Acquaet al. 1999) De Silva (2009) asertedthat logical formulas are used to

represent agent beliefs, and from the deductions made frdogtbal formulas, agent

behaviours are derived. That the deductions from the formulas are throughfa set o

rules whose predicates or antecedents correspond to executable actions.

3.3.2 Reactive Architecture

Thisis a direcstimulusresponsepproachThat is percepito-action that may change
the state of the environment, and the dynamic beliefs of tbesamtagents. Stimulus
response are agent behaviougs planswhich are used for decision making processes

and for effecting changes in thgentenvironmenfor selective actions

3.3.3 Hybrid Architecture

This architecture is also known kseredarchitecture. lis ahybrid of the reactive
and deliberative architectures. The subcomponents of the layered architecture are

decomposed into hierarchies of layers to handle different behaviours that interacts.
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There are two different modes of the lay®eeechitecture, namely; hprizontal layer
whereall layers are directly connected to the input sensor and action outpthe
environment and every layer functions concurrentlifid. 3.3; and 2) vertical
architecturewhere the layers are arrangedsigguence such that the data from the
input sensor is transmitted from layterlayer until the final layer foaction output
(Fig. 3.4 andFig. 3.5).

Fig.3. 3: Horizontal Architecture

Fig.3. 4: Vertical architecture: two pass Fig.3.5: Vertical architecture: one pass

3.3.4 BDI Architecture

Thisis a deliberative agent architecture based on mental states characteristic of agents
which havebelief, desire, and intentioBeliefsare the set of information an agent has

about the worlce.g. itself and the environmemesiresDUH WKH DJHQWTV PRW
possible options to carry out actiori3esires corresponds tgoals and are post
conditionsexecuted in planéBordini, Hibner& Wooldridge, 2007. Intentionsare

WKH DIHQWYV FRPPLWPHQWYV Wrkedtiphs@né theVvéxéc@dtd LUHYV
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statements contained in an agent plan, and an unexecuted statement is a failed

intention.
3.4 Agent Oriented Methodologies

A Software methodology is a set of guidelines covering the entire\ldke of a
software developmenprocess. The set of guidelines that make up the software
development stages have shared abstraction in both the Object Oriented Programming
(OOP) methodology and Agent Oriented Software Engineering (AOSE) paradigm.
The OOP developmental stages are Requergs) Analysis, Design, Development,
Testing and Maintenance. While the AOSE process subsumes the steps in OOP
methodologies, the concepts for developing objects (in OOP) are different from those
in agent based systems. The OOP covers concepts such ats,oblesses and
inheritance. AOSE design concepts are terms that view agent®asmous, situated,

reactive, and social.

Several AOSE methodologies have been proposed and tested for application purposes.
Amongst them are Gaia (Wooldridge al. 2000), Tropos (Brescianet al. 2004),

MaSE (DelLoactet al.2001), PASSICossentino, 2005; Cossentino, & Potts, 2002

and Prometheus (Padgham & Winikoff, 2004). Though these methodologies show
similarities, there are varying degree of differences in theiersg design process:

From requirements analysis through functionality modelling for agents to
implementation. In the following section, the Gaia, Tropos and Promethous are
discussed.

3.4.1 Gaia

Gaia is a methodology that is based on the OOP analysidesnghprinciplesfor
modelling agent based system from the framework of a social organisation. From its
organisational perspective, analysts can develop @agyistems using a model that
includesinteracting entities and roles to achieve some setg#msational goals. A

tool that supports the Gaia methodology is Gaiddé&rfwezi & Zambonelli, 2009
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The Gaia model is made of two major phases whiclamakysisanddesign But with

its concepts divided into two main categoridshstract and Concrete concepts
(Jennings, Wooldridge, & Kinny, 1998yooldridge, Jennings & Kinny, 2000V hile

the Abstractconcepts are those used during the analysis stage to conceptualise the
system, they do not have direct realisation within the systemoti@etecomponents

are those used in the design process, and do have direct counterpart during

implementation.

Firstly, to begin the Gaia modeétatement of Requirememisist be obtained before
the analysis and design phase (Fig6).3The statement of requiment is the

identification of the domain problem of the system.

Fig.3.6: The Gaia model (Wooldridge, Jennings & Kinny, 2000)

f Analysis
This is the phase where the structure of the systemic organisation needs to be
understood igen the requirement needs. Without details, roles (like officeghin
organisation, interaction between roles, and organisational goals are identified. The
roles are defined byresponsibilities, permissions, activities, and protocols
(Wooldridge, Jennirgy& Kinny, 2000).In the analysis phase, the aim is to identify
what (number of) agents will be part of the organisation given the decomposition of

roles. Roles may be combined, and an agent can have multiple roles.
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f Design
This is the stage where the roles, responsibility and interaction protocols that have been

identified in theanalysisphase are outlined between ageM#hat agent does what,
what agent interacts, and how this stageabstractionstarts to turn int@wonaete
analysis that can transform into implementation. The design phassde up ofhree
models, namely: Agent Model, Services Model, Acquaintance Model (Wooldridge,
Jenning & Kinny (2000):

1. Agent Model: The model that identifies and specifies #igens or agent types

in the system. An agent type is a set of agent roles.

2. Agent ServicesThe modelhat identifies the main services of an agent role.
A service is a coherent block of activity in which an agent will engage. Each

service contains input, outpypre and posiconditions.

3. Acquaintances ModelThis is thedescription of the communication protocol
(or links) between agent types. In this model, nodes represent agents while
links which are directed graphs represent communication between nodes. For

example,D : thich meansgent ais sendingmessage tagent b

3.4.2 Tropos

Tropos is an agent oriented programming (AOP) methodology that strongly emphasise
two key notions: The use of mentalistic features sugjoats and plangrom the BDI

model, ad Early requirement analysi§Brescianiet al. 2004). The tool, Taom4E
(Morandini et al. 201)Lis a graphical modelling editor that supports the Tropos
methodology development phases. In Tropos, there are five main development phases
(Brescianiet al.2004)

[ Early Requirement

This is the first phase of requirement analysis held to be crucial compared &tehe
prescriptive requiremerghase. In this phase, the ideas developed are used in the later

requirement phase. The domatakeholdergor entties) are identified, conceptual
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models are developed, and so@eatorsare modelled so as to achieve organisational

goals, furnish resource, and execute plans.
f Later Requirement

The analysis from the Early phase are engaged at this phase. Concepleial an®
also extended. The aim of the requirement phases is to provide functional requirements

for the system.
f Architectural Design

At this stage, the system underlying architecture is defined in terms of subsystems (i.e.
components or actors), and intamnected through control flow. The system actors

are mapped to set of agents, each with their specified functions.
f Detailed Design

This phase specifies agent capabilities and interactions between agents. At this stage
the implementation platform can beoslen where detailed design che mapped

directly to the code.
f Implementation

This is the stefy-step activity carried out for the realisation of the system on the

programming or developmeptatform.

3.4.3 Prometheus

PrometheusRadgham & Winikoff, 2004)s an AOSE methodology designed for the
realisation of BDI agent systems with the use of goals and plansipftogs
development activities from requirements specification through to detailed design for
implementationPrometheublas three inteconnected design phases whichystem
Specification Architectural Designand theDetailed Design(Fig. 3.7). Prometheus
Design Tool (PDT)YPadghanet al.2008; Zhanget al.2008) is a graphical editor that

supports the Prometheus methodology.
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Fig.3.7: The phases of the Prometheus methodology (Padgham & Winikoff, 2004)

The PDT is almUML (Agent Unified ModellingLanguage) tool angraphical editor
that supports the development and documentation of the major phases of the

Prometheus methodology for buildiagent basedystems

f System Specification
This is a major phase that characterises the definition of the scenarios, goals, roles and
the expectedhteractions within the system. This phase also identifies the interface of
the system, incoming percepts, and actions or outgoing information. In the PDT tool,
some of the facilities for realising the specification phase are Scenario Diagram,
System GoaDiagram, and System Role Diagram.

f Architectural Design
This is the phase where the agent types, their roles, the data and the kind of
communication and messages that the agents will involve in are identified. At this
phase, the system overall structigalieady constructed and scenariosageeeloped
into goals, then to roles and interactive protocols. When developing goals, Zhang,

Kendall, & Jiang (200pstates that the question to askwhat is to be donandhow

44



Chapter 3 A gents, Agent Oriented Methodologies and Interaction

they can be don@ The PDT tool suppts the architectural design phase with the

System Overview Diagram.

f Detailed Design
This phase defines the design of individual agent and their internal structure in terms
of Capabilities descriptors which are a set of related plans used for achieving a
common goal or common set of goals. Other descriptors are for data, events and plans.
At this phase, much finer details from the architectural phase are established. The PDT
tool supports the detail design phase with facilities such as Agent Overvievamiagr
(Fig 3.8).

Fig.3. 8: Major models of Prometheus (Padgham and Winikoff, 2002)

PDT support for implementation, testing, and debugging is Igtiited (Padgham &
Winikoff, 2004). Thus, interaction design accomplished with the PDT tool have had
their implementation carried out on different agent oriented programming (AOP)
platforms. For instance, the Electronic_Bookstore system (Padgham & Winikoff,
2004) was implemented alACK™) (AOS, 2015) Bordini, Hubner & Wooldridge
(2007) version of the Electronic_Book was implemented using Jason, and the Gold
Miners robot (Bordini, Hubner & Tralamazza, 2006) implementation using Jason. The
PDT alsosupportslacK™ skeletal codgeneratiorin Java (Fig. 3.9)
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Fig.3.9: Jack code generation screen shitte code generated are in Jawdijch is not the language
chosen for the execution of one of the objectives of this research.

3.5 Comparison of AOSE Methodingy
The Figure 3.10is the highlights of theGaia, Tropos and Promethedég§SE

methodologies The Figure depicts the similarities and differences in their design
phases. The similarities centres around the use of a customised design tool for MAS
development, but all differ in the design steps. Ttwposconcept oSoftgoas which

is equivalento Subgpalsin Prometheus is a breakdownHtdirdgoalk andlnitial goal

of agents (or actors) functionalities, respectively.

Methodologies Phases Comparison

Gaia * Lack detailed stefby-step breakdown.
* statement of requirement * No details on how requirement statements may|
* analysis acquired.
* design * View agent system as an organisational model.

* Roles are similar to functionalities in Prometheus

* Editor tool Gaia4E supports design.

Tropos *early requirement phase * Emphasises th&arly Requirement Analysishen

* |ater requiremenphase theLater Requirement Phase

* architectural design
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*detailed design * Specialisation of Goals into subclassesiafdgoal

* implementation andSoftgoaldor actors of system.

* No general architecture containing all the phase

design as in Gaia, MaSE, or Prometheus.

* Has a design support tool called Taom4E.

Prometheus * No Early Requirement phase asTiropos. But this
* system specification can be adapted.
* architectural design * Useslnitial goals, that are refined or broken do

* detailed design phase into Subgoaldor agents.

* Very detailed design activity from Syster
Specification phase to other phases.

* Reliance on expert knowledge on domain subject
requirement acquisition.

* Has a customised PDT, a AUML tool that suppo
design process.

Methodologies Phases Comparison

Fig.3.10: Comparative summary of Gaia, Tropos & Prometheus

3.6 The Speech Act3heory

When we use utterances in a language our intention is often to achieve a specific goal
that is reached by a set of actions (Finlay & Dix, 1996). The acts that we perform with
language are callezspbeech actéAustin 1962; Searle 1969). Speech acts theeatsr
communication as actionghis is on the premise thgppeech actions are performed by

agens just like other action in realisirigeir intentions (Woodridge, 2009).

3.6.1 John Austin: 1962

In the use of words which make up sentences, there is@imggae. semantics) as a
result of the relationship between the words (i.e. structure or syntax). Every utterance
has the characteristics afctions (things we do) (Woodridge, 2009). A speaker
performs a speech act by uttering a sentence with an assoiciggntion to the hearer
(QOishi, 2006). The actions performed could change our state of belief, the physical
world or environment.

This concept of speech acts is recognised to have begun with John Austin in 1962.
Austin (1962) investigated three diffateaspects of speech acts that can form
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performativeverbs, namelylucotionary, illocutionary andperlocutionaryacts which
are known as the stages of sentence transition. A sentence startscwiibn (an
utterance), goes througlocution (the perfemative action) and end wigerlocution
(the effect of the action). The illustrations are given as:

f Act (A) or Locution(Utterance +H VDLG WR PH uPDNH VRPH FD
saying something i.e. the utterance is heard.

f Act (B.a) or lllocution(Request +H pXUJHG PH WR PDNH PH VRF
act performed in saying something, i.e. belief addition.

f Act (B.b) or lllocution(Command +H pRUGHUHG PH WR JHW VRI
the act performed in saying something i.e. also belief addition.

f Act (C) or Perlocution(Effect p+H JRW PH WR PDNH FDNHY 7K
after the Saying.

In agent technology and programming in gendoaljtion(e.g. giving informationjs

the act of variable initialegtion, declaration or &ll performative; andllocution, the

request by message passing or input statements seh, askOne, achieyavhile
perlocutionis the output after processing. Therformativebegins from the issuing

of utterances to the performing of the action. Thus in utterances, the péneraggb

is action ordoingwords succinctly denoted and are capable of instigating a course of
action or changing the state of things. Examplesbaoadcast, tell, askOneand

achievein agent communication technology.

For successive completion of dgR U P D W L Y FeNeity \dokditiBhlH FRQGLWLRQV D
required (Austin, 1962:14; Woodridge, 2002:165):

1. There must be an accepteohventionaprocedurefor the performative, and
the circumstances and the actors (or agents) must be as specified in the
procedure.

2. The procedure must lexecuteatorrectlyand completely.

3. The act must bsincere and anyuptakerequired must be completed, insofar

as is possible.
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Austin (1962) then classifigbocutionary acts into five types, namely:
i) Verdictive: one can exeise judgment

i) Exercitive: exert influence or exercise power

i) Commissive assume obligation or declare intentjon

iv) Behabitive: adopt attitude, or express feelirand

V) Expositive: clarify reasons, argument, or communication

Although it is oftenDUJXHG WKDW $XVWLQYV FODVVLILFDWLRQ
coined categories are not mutually exclusive (Oishi, 2006). In other words, they are

overlapping categories (Jiang & Huhns, 2005).

3.6.2 John Searle: 1969

John Searle, who inherited hialfrom John Austin, elaborated on the Speech Acts
Theory; and proposed five but varied classificatiorillotutionary speech acts to
$XVWLQTV QDPHO\

)] Assertives Telling people how things are

1)) Directives: getting them to do things

i) Commissives.committing ourselves to do things

iv) Expressives:expressing our feelings and attitydad

V) Declaratives: bringing changes into the world by our utterances

Searle (1969) points out that perform an illocutionary act is to express an
illocutionary intertion (Searle 1969) using performative verbs sucbktate, request

command, orderand promise(Searle, 1969:23)7KLV LV D YDULDWLRQ IUF
(1962) that in the performativéie issuing of utterances is the performing of an action

(Austin, 1962:6).In actual fact, not all actions are performed after perceiving or
KHDULQJ RI WKH XWWHUDQFH +XPDQV DQTeddNdiQWYV DU
ToFRYHU WKHLU EHKDYLRXU

From the foregoing, let a speal®utters a sentenceto a heareH, ACTION A can

only be performed by after the occurrence &f if and only if H understands the
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sentence or message frdhandH has the capability to a¢BSearle, 1969, 57:61;
Woodridge, 2002:165)

If intelligent systems are to interact with humans or other agents sgfesth acts
performativesnust be prt of their programdesigns, and the acts treated as physical
DFWLRQV :RRGULGJH 7KH VHQGHUYV >H J D XVH
response in the receiver [e.g. situated agent in the artifaet}l a value [e.g. concept]

of r [when received{Schiffer, 1972) that would change its mental state. With speech

acts performatives, agents would shlieknowledge contained in a message.

3.7Pre, Post & Completion Conditions

The speech acts theasfyJohn Austin and John Seahlave predominantly influenced

the development of Agent Communication Language (ACL) such that current speech

act based ACLs specify domain knowledge representatind perfomative
communication acts. Labrou & Finin (1998) semantics of speech actsnshelight

on thelocutionary illocutionary and perlocutionaryacts. These three performative
FRQGLWLRQV IRU DJHQWVY FRPPXQLFiesbhditihs KDYH E
postconditionsand completionconditions (Labrou & Finin, 1998; Bendbapon,

1998):

f Preconditions The fact that is established before an act is performed (i.e.
utterance).

f Postconditions The fact that is established after the act is performed (i.e.
action).

f Completion The fulfilment of the intention of the act performed (i.e. effect).

3.8 Agent Communication Languages

Communicatiorbetween entities comes mteraction of hformationwhen there is an
utterance of a concept i.eiord, phrasepr senteice at one end and perception at
another.In a MAS environment, communication isrational behaviour between

agentsausing a conventional languagRussell & Norvig, 2003). Thus, communication
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is realised by a set of syntactic definition and semamies specified in a given

programming language, used in a program.

According to Pitkaranta (2004agent communication can be divided into two
fundamental parts. Firstly, that agents have to agree on a common agent
communication language, which defines tigpes of the message performatives and
their meanings. Secondly, agents must have a common understanding of the
knowledge that is exchanged within the messages. In that régagdc & Cingil

(2003) asserted that smooth MAS communication broadly depertdsee composite
layers (Fig. 3.1, namely:

f Agent Communication Languageg. Knowledge Query and Manipulation
Language (KQML)which uses performativesuch as theell, achieve,and
askOne

f Content Interchange Formiat. the content language elgjF, Prolog;and

f Ontology i.e. the knowledge domain of interest for the system.

2QWRC

Fig.3.11: Components of Agent Communication Languéidegac & Cingil,2003)

3.9 Agent Oriented Programming languages ad Platforms

Agents are developed or programmed from a variety of different programming
languages or platforms. The following section presents a range of agent oriented
programming (AOPandplatforms for developing agent, their gpt capability for
building and implementing agent based systems.
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3.9.1 AgentO

AgentO is a simple agent oriented programming (AOP) language for implementing a
multiagent systemShoham, 1991 In agentO, an agent is defined to have four parts:
)asetd FDSDELOLWLHY GHVFULELQJ ZKDW WKH DJHQW F
mental state and environment), ii) a set of beliefs, iii) a set of commitments or
intentions, and iv) a set of commitment rules containing a message condition, a mental
condition and an action% G ktral.2011) AgentO agents communicate viquest

to performing an actionynrequestto stop an action, anghform that changes the
DIHQWTTYV EHOLHI

3.9.2 PLACA

PLACA is the improved version of Agent0. PLACA was the first lamgguao
introduced the concept pfansin agents. Both AgentO and PLACA were designed for

experimental use, not for practical applications.

3.9.3GOAL

GOAL is an agent programming language that uses declarative knowledge to specify
what the agents wants to achieve. GOAL provides building blocks to design and
implementrational agents An agentbeliefsandgoals are used for action selection

and structured dasion making Agents use knowledge representation language
(symbolic, logic language) to represent information they have, their belief, or
knowledge in the environment in order to achieve their goals. Programming an agent
in GOAL means to program with tmeental statef the agent and providing a coding
strategy for action selection. A mental state consists of declarative knowledge, beliefs
and goals (GOAL, 2016). Applications developed on GOAL has bdemisportation

and logistics domain. Goal has ngpport for interagent communication via speech

acts.

3.94 Soar

Soar(Laird, 2008; Laird, 201pis an architecture for developing general intelligent

systems. Soar represents and uses declarative knowledge (i.e. known facts). In the area
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of teaching andearning,Soarhas been used as a platform for the development of
STEVE (Soar Training Expert for Virtual Environments) an animated pedagogical

agent Johnson & Rickel, 1997 STEVE teaches students procedural tasks, for
example, how to operate controls an engine room. The capabilities of STEVE
LQFOXGH REVHUYLQJ WKH VWDWH RI WKH ZRUOG PRC
posed by students. The STEVE system has specified knowledge which it uses to
execute actions in the form of a hierarchy of pld&ech plan includes a set of steps, a

set of ordering constraints, a set of casual links of steps that leads to the achievement

of goals that is either an end goal or a set ofgoredition for another subtask. The

Soar architecture does not support tB®I model and speeeacts based

communication in agent based applications.

3.95 JACK

JACK™ is a commercial agent framework for developing autonomous decision
making system by the Agent Oriented Software (AOS). JACK is a BDI based language
that is based on JavBysettaet al. 1999. JACK supports the development of
multiagent and agents exchanmessages interchangeably in a fiegreer mode.
JACK agents are not bound to any specific agent communications language (Howden
et al. 2001). In Jack, plans constitute reasoning methods that prewdadent the
capability to actExamples of applicatiordeveloped on JACK are in decision support,
and defence operations. As a commercial agent developmédotrmlalack is a costly

software; and it is suitable alternative to implementing theapsessment system.

3.9.6 Jadex

Jadex is a Javdased agenniddleware architecture that implements the BDI agent
model:beleifs desireqgoals in JADEX) andhtensiongplans in Jadex)% G Ektral.

2017). Jadex does not enforce a logased representation of belief (Braubatlal.

2004). Jadex uses objectriented programming for belief representation, and
declarative and procedural approach for specifying and defining agent components.
The Jadex agent are able to run dade Like Jadethat is also a middleware

architecture, Jadex agent®mmunicate by exchangindgent Communication
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Language (ACL) messageRhis also make Jadex a suitable platform to implement

the preassessment system where agents can have autonomous control over their state.

3.9.7Jade

Jade (Java Agent Development Framek) is a FIPA compliant software architecture

for developing agent applications and interoperable intelligent mulitiagent systems
(Bellifemine, Poggi, & Rimassa, 1998¢llifemine, Caire & Greenwood, 20D Jade

iIs considered to beagent middlevare that implements an Agent Platform for
distributed systems across networks. Agent communication is through message
passing in textual form, and FIPA standard is thatAgent Communication Language
(ACL) which is close to KQML is the langge for intefagent interaction and
interoperability on JadeRunning Jasomgent language on thiefrastructure Jade
initialises the Jade Agent Management platfofimus, Jade is a suitable platform in

which the preassessment system agents can be mmgri¢ed.

3.9.8AgentSpeak

AgentSpeak programming language is a natural extension of logic programming for
programming BDI agents. An AgentSpeak agent is created by the specification of a

set of beliefs which is a set gfound (firstorder) atomidormulasand a set of plans

which forms its plan library. Theet of beliefs are the initial statBl WKH DJHQWY
knowhow of its world. The belief atoms in firgstder predicate form are belief literals

(Bordini & Hubner, 2007; Bordini, Hubner & Tralamazz2006). For instance,
father(peter) (Baadar & Nutt, 2003andmember(sancs)(Gelfond 2008)are unary

predicate and binary relations, respectively. An AgentSpeak plan has a head which
consist of a triggering event that indicates the event in whichnawilbbe relevant,

and conjunction of belief literals in predicate form representiognéext and a plan

body which is a sequence of actions or goals that the agent has to achieve or test.

3. 9.9 JasonAgent Language

Jason is an extended version of AgeentSpeak languagi other words, a Java based

interpreter of AgentSpeak is an agenbriented logic programming language whose
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syntax draws similarities witRrolog(Programming inlogic) language ¢o G ketral.

2017 for belief representation amgiery. Jason implements the operational semantic
of AgentSpeak in the programming of MAS. Jason allows programming of agents in
the BDI model, environment perception, belief updates, -Bjent messages or
communication, and use kfiowledge on how to dhingsin the form ofplans Agents

are programmed usirgeliefs, intentions andub-goalsin plans to accomplish goals.

Beliefs representation in Jason is in FOL atomic facts.

Programming in Jason igrocedural (plan by plan selection)declarative (initial
specification of beliefs and goals like in Prold@ordini, Hubner & Wooldridge,

2007). In Jasomgents communicate with each other in Heyrel manner based on

the speech actg§Searle 1979) theory. Jason is also tightly integrated with Java such
that Jason can be used to situate agents in an environment model that is developed with
Java.Jason is crosplatform API that can be configured and run on jEdiEclipse

IDE.

The type ofinfrastructuredetermines the nature of environment in which a MAS will
run or situate. A©pen Sourceoftware Jason allows developers to program raulti
agent systems usinfje Centralised or Jadelnfrastructure.

f Centralised This is the infrastructure that allows MRAto run within a
localised system or computer. Theentralised Infrastructure which is
specified as

Infrastructure: Centralised

runs Jason MAS Project on a local machine.

Recall that one of the objectives of this researdb isvestigate the commuaiton

of ontological concept (i.e. FOL atomic formulas) in the process of identifying gaps in
VWXGHQW YV {BdibkeDddiQ haReld formulas are communicated or shared by
agents for the identification of gaps in a learning domain, structured knowkedge i
represented in FOL in agent as beliefs. The beliefs in Jason agent programming
language are in FOL form. That is, beliefs can be unary predicate or binary predicate

relation such ap(a) or p(a, b) respectively Also Jason is apeech ac{Searle 1979)
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based language that supports irdgent communication in a MAS paradigm. In Jason
KQML performativessuch adell, askOneandachieveare used for communication
between agentdVhile KQML is adequate for simple message passing, €toat.
(1999)observedhat it would however break down as the range of interaction that an
agent will partak increases. Nonetheless, KQMerformatives such agll support
semantic interoperability and knowledge sharing of concept and resource between
agents (Klapisak & Bordini, 2009; Da Silva Vieira, 2007].he TABLE 3.1 below
presents a comparative analysis of the foregoing AOP languages and platforms, and

our informed choice of Jason for implemiagtthis project

TABLE 3. 1: COMPARISON OF AGENT ORIENTED PROGRAMMING (AOP) AND

PLATFORMS

AOP BDI Speech| Logic | Declarative | Procedural | Java | Agent Open

acts based based | interaction | source
Agent0 9 9 9 9 9
PLACA 9 9 9 9 9
GOAL 9 9 9 9
SOAR 9 9 9 9 9
Jack 9 9 9 9
Jadex 9 9 9 9 9 9
Jade 9 9 9 9 9
Agent$eak 9 9 9 9 9 9 9
Jason 9 9 9 9 9 9 9 9

3.10Agent Interaction in Jason

Communication in MAS is typically based on tepeech acparadigm (Bordini,
Hubner & Wooldridge, 2007). For intagent communication, there must be a sender,
a receiver, the performative and the content as shown in the construct:

<sender, illoc_force, propositional_content>
where thesenderis an AgentSpeakk@am (i.e. a simple term), meaning the name of the

agent that sends the messaifjec_force is the performative, the intention of the

56



Chapter 3 A gents, Agent Oriented Methodologies and Interaction

sender; and propositionaiontent, the act to accomplish (Bordini, Hubner &
Wooldridge, 2007)The above construetre only executable as part of a plan. Thus
the message structure of the sender agent is given in the format:

.send<receiver, illoc_force, propositional_content>
Before looking at the meaning ofpdan, some agent oriented programming (AOP)

concepts as thgyertain to Jason are first discussed.

3.101 Beliefs

Beliefs in Jason are logic based representation that holds the knowledge an agent has
about the world. One agent can perceive the world and another can update the world.
Every agent haslzeliefbas€BB) that contains thbeliefsor mental status of the agent
at a given point in time. In other words, BB are a knowledge base &KBR is a set
of sentences (Russel & Norvig, 2010) or informatisemantic literals that agents
can understand and communicatd KXV EHOLHIV DUH DVVHUWLRQ RI
about its world or environment. They are represented in predicate logic in the form:
predicate(object)
or
predicate(subject, object).
Some of examples of beliefs representation are (Bordinbnkiu& Wooldridge,
2007):
blue(box1).
Stating thabox1has the coloublue and
fact(0, 1).
Which states that the factorial of 0 is 1. These are beliefs an agent programmer would

provide as initial beliefs.

3.10.2Annotations

These are terms thptovide detailed information that are strongly associated with a
particular belief, and they are enclosed in square brackets. Generally, they can be
represented with extended annotation given in the form:

functor(term « WA)FabnBtation. «annotation].
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Whereannotationare first order terms:or example, (Bordini, Hubner & Wooldridge,
2007):

red(box1[source(percept)].
This type of annotation depicts to the agent that the information is perceived from the
environment.

Or
blue(box1)[source(agl)].

which states that the belief source is the aggft

Other kind ofbeliefsannotation is that which is apped to a set of related beliefs
that are initialised as a group of related terms that belongs to one knowledge domain.
This Klapiscak & Bordini (2008) called semantically enrich8#)(literal e.g.
hasRating(hilton, threeStarRating)[o(travel)].
isPartOf(wembly, london)[o(travel)].
that asserts thahilton  which is an individual in the relation is related to
threeStarRating by the object properthasRating , and that the individual
wembly is related to thédondon individual by theisPartOf  object property,
respectively; where the annotation specifies that both relations are of the travel

[o(travel)] ontology.

3.10.3Goals

Goals can be considered as events that needs to be achieved. They are the part of a
plan that makes the entire plan to be fulfilled or completed. In other wyodksare
the postcondition of a plan (Bordini, Hubner & Wooldridge, 2007). Generally, in
Jason, there are two types of goals:
f Achievement Goals: AchievementgoBld) H WKRVH SUMIRSHUEBEWWW
and they argoals to do The syntax is
lachievement goal.
Example:
lwrite(b  00k).

Which is assigning thgoalto write a book.
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f Test Goals: Testgoal® UH WKRVH SUMIR$HUDW§HISIINQ G D UH
testthe truthness of a belief in order to retrieve the information from BB. The
syntax form is

?test goal.
Example:

?publisher(P)
ThattestswhetherP is a publisher.

3.10.4Mental Notes

At runtime or MAS execution, agents are also able to create beliefs and add them to
their BB. These kinds of dynamicaltyreated beliefs are referred torasntal notes
which may be pdates as a result of the changes that has occurred in thenemsit
they are part of, arithmetic operations performedhessage&lso known as percepts)
passed by other agenishe operators+ are used to make mental notes. An example
IS

- +current _targets(NumTargets);
which updates the current number of tardétsnTargetsThe meaning of this logic
formula can be split into twe:current_targets(NumTargets); which is to
delete information about any previously stored beliefs (if there exists one) about
number of targets, anecurrent_targets(NumTargets); which is to add a

new number of targets to beliefs.

3.10.5 Internal Actions

These are actions that are exied from within thdodypart of an agent, not from the
HQYLURQPHQW ,Q WKLV SURFHVV WKH ZKROH DFWLRC
reasoning cycleStandardinternal actionhas the fulVWRS WKBWHIa[ WR
statementA few standardnternal actions are:

.send used for interagent knowledge communication.

print  for screen display of information.

.wait which suspends an intention for a specific time.

.date that gets the current date.
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.concat which is used for concatenating (i.einjimg strings).

3.10.6 Plan

Each agent is an autonomous entity with several pleto{ courses of actignin
executing a plan, agents make a selective choice, each inlpars.the receipt of a
percept or message, a selection is made from ashtimgse plans for the appropriate
action to executéA plan haghree distinct partdriggering_eventcontext andbody;
and structure as

triggering_event : context<body.

f Thetriggering_eventdefinesthe occurrence of agvents that can initiate the
execution of a plan

f The contextis the precondition that states what the agentatty knows,
which are beliefs in first order or predicate terms thast be true foa plan
bodyto beexecute. It is the context that decides what plan is likely to succeed.

In technology enhanced learning (TEL) for recommendation systems, context
is also defined as any information that can be used to characterise the situation
of an entity such that the term #ptrefers to a person, place or object (Dey,
Abowd & Salber, 2001; Verbeet al.2012).

f Thebodyare series of atomic operations or set of actions that the agent can
perform. In the performance of these actions, beliefs are updated, environment
statusare changed, and other agents are communichtttinal actionsas
listed above are carried out in the body of a pfaplan bodyalsohavegoals
andsubgoalsthat executes the intention of the plan.

An example igBordini, Hubner & Wooldridge, 2007)

@h3
+!has(owner, beer) :too_much(beer) & limit(beer, L)
<- .concat("The Department of Health does not allow
me ", "to give you more than ", L,
" beers a day! | am very sorry about that!" ,M);
.send(owner, tell, msg(M)).

where
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@h3is the pan labelthat is giving a name to the plarhe+!has(owner, beer)

Is the triggering_event adoption from apreviously stated achievement goal
lhas(owner, beer). The too_much(beer) & limit(beer, L) are
the preconditiors in the plancontextthat needs tde true. A plancontextcan also
contain negated facts to test as a-gedition. Or a comparison operator = = (for
equal) or\= = (for different) that is comparing two terms like in Proldde
.concat() predicate or functoris the agent action in thegw body, which is
concatenatinghe sentences in quot@sdto storein the variableM. The.send ()

is another agent action that is communicating with the amenér usinga tell

performative to inform the agent of the contentdf

3.10.7Why JasonAgent Language?

Agents are computational entities that carsibgatedin simulated environment an

a real world In this work, multiagents areneant tointeract ando perceiwe the real
world. For instance, consider a MAS developed to control the temperature of a room
under the condition asbservablenumber of popleat any given time. When an agent
acts, the action will be effected by a heating devieethehardwarendits percepts

by a sersor also in the heating devic&uch environment functionalitgan be
supported by Javia developingthe software side of thegent interfacéhatenables
theagentto continuously observe tlevironment.

To program a MAS for educational purpogég choice oflasorwasinformedbased

on the analysis of the precedmsighbsections arnthie Table3.1above More sqin Jason,

agents can be programmed to have individual responsibility and cooperate on tasks
through interagent communication. As eeactve system Jasonagent language

applies practical reasoning appro&elagent actionsuchthatagentsancontinuously

monitor their environmentipdatetheirbeliefsand take action according to thentext

of their plans Agentsfobservation of their eronment can be synchronous or
asynchronouslin this studyand system research DJHQWVY REVHUYDWLR
environment shall be asynchronousa the CartAgO artifactRicci, Piunti, Viroli,

2011)
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3.11 Agent Environment Programming

One of the propertiesf agents as given earlier is that they reside in an environment
from where they get percept through sensors, and-#ieneact on them via actuators
(Wooldridge, 2009; Russell & Norvig, 2010). In a MAS, such an environment or
percepts from it are shatdy agentsRordini, Hibner, & Wooldridge, 2007 An
environment can be a real world (e.g. in manufacturing) or a simulated world (i.e.
virtual). Environments can either be fully observable or partially observable by the
agents. For instance, a world wéemn agent is directly situated and can observe the
dynamic changes in it is a fully observable environment e.g. the domestic cleaning
robot Bordini, Hibner, &Wooldridge, 2007)But where agents cannot be directly
situated in an environment to observe yet can perceive inputs from such
environment is whatvVang (2014Yyeferred to a®artially Observablstate. In Wang
(2014) development of an ITS students were termed as the partially observable
environment for agent observation. The environment inrdssarch is as conceived
in Wang (2014), where theartially observableenvironment is not the natural
environment such as in the domestic cleaning robots, but an environment in the context
of AOSE where the environment is part of the software syst#ms, Ricci, Piunti &
Viroli (2011) calledendogenouds-rom this viewpointRicci, Piunti & Viroli (2011)
stateghat

Programming MAS = programming agents + programming environments
with the view that the two sides of the equation are programs, but wehwirenment
programming part strongly integrated to the agent part. Tiisally conforms to the
definition of an agent in Wooldridge (2009) thatan agent is a computer system that

is situated in some environment.

3.11.1 Artifacts and Human Interacion

The termartifact was first introduced bRicci, Piunti,& Viroli (2011)as an interface
for humanagent interaction design, and state thdifeets are runtime devices
providing some kind of function or service which agents can fruitfully use both
individually as an agerdnd collectivelyas multiagentso achieve their individual as

well as social objectes Artifacts can be generally conceived as functoented
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computational devices in which function refers to the meaning that is generally used
in human sciences such as sociology and anthropology, as well as artificial intelligence
(Al) to depict the purpose for whig¢he device has been designéthich isto support

agent activitiesn observing percepts or inputs and display of outpAtigfacts from

a MAS programmer point of iew are a firstclass abstractiothat will target and
programa functional environment that agentan exploit at runtime. This includes
functionalities that concerabservation, inteagent interaction, and ingstionwith

the external environmenArtifacts are tools that supports agents and humans to
achieve their given goals and needs, respectively. This is achieved by the construction
and configuration of a common interface between agents and human uséastsArt

D UH D JH Q \Viofl abtairth@np &k Btateshat cartrigger the action of the agent or
MAS.

3.11.2 The CArtAgO Artifact

The CArtAgO framework @ommon Artifact infrastructure for Agent Open
environmenk (Ricci, Piunti, Viroli, 2011)is a modelfor realising environment
mediated interaction between agent and/or humia@MySimpleGUinterface Ricci,
Piunti, & Viroli, 2011) is one example of an agent basegtgcal user interfac€GUI)
implementéon from the CartAgO framework. At the start of the MABg agent
creates the GUI which is the interfdoethe user andgentsystem to interact. During
operation, which are iterated numeric calculation,agentdesignate on the tifiact
monitors events thatra programmedn Javaas input from mouse clickactiors) and

outputthe processed results

3.12 Summary of Chapter

As a continuation of the literature survey, this chapter presented the structure of the
simple reflex agent model, and an interactive rti#gent model. It presented and
described agents as computer system that react to events in their environment, and
cooperative through interaction to solving a problem, deliberative before the selection
of a plan for execution, and autonomous becauseht#ey control over their internal

actions. The chapter presented three categories of agent architectures and stated that

63



Chapter 3 A gents, Agent Oriented Methodologies and Interaction

theclassical architecture comprisie® logicbased, reactive, hybrid (which combines
both the reactive and deliberative models); &Rl architecture modelled after the
human cognitive status. The chapter went furdmeisurveyed agent methodologies:
Gaia, Tropos and Prometheus in their phase to phase descriptive designs. Though all
three mentioned methodologies have their assoai®idn tools, Prometheus Design
Tool (PDT) appears to be more detailed for developing agent based systems. The
speech actas a theory of semantic (meaning) communication was stated to have
influenced agent communication or interaction languages. Different types of agent
programming languages were also covered and described in terms of their knowledge
representation model artleir support for inteagent communication, and their area

of application development. BecauseJafson agent language support for logic based
representation and intagent communication of concepts which is one of the
objectives of this research, Jasgyntax was analysed in details in its Prolig

beliefs representation, goals, and plan structures. The chapter introduced CArtAgO
artifact as a model for developing agent environment interface for observing percepts.
Thenext Chapter 4presentshe PDT AOSE graphical editor tool, chosen because of

its detailed engineering process as the software engineering tool for the analysis and

design of the Prassessment System of this study.
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Chapter 4

Methodology: Agent Oriented
Analysis & Designand Classification
Method

4. Introduction

In Chapter 3the literature othree types of agent oriented methodologresmely:
Gaia, Tropos and Prometheus were preseatsmbrding totheir phase to phase
interactive design process. ftér the analysis of thmethodologies, Prometheuss
chosen as the agent oriented design apprtmaepply in this research. Ehchapter
therefore presentdPrometheusn its stepby-stepdesign process for designing agent
based system from the initial steppsbblemdescriptionscenario deelopmentgoal
specification, agent roles and interaction, protocol analysis and agent capability
specification The chaptethenpresers the paramets of a student model used in the
development of the Pra&ssessment System as well the&&gessment thanisnthat
symboliseghe strategy for identifying gaps in studefismarning classifying students
and making recommendatiéor their learningln addition, the chapter illustratevith
examplesthe modelledrules estimation formulahat calculatesthe number of

classfication rules for the classifier agent.

4.1 Prometheus Agent Oriented $ftware Engineering

Agentsoriented software engineerif@OSE)is an approach to developing intelligent
agent systems. The methodology for analysing, designing and developing a multiagent
systems varies. For this research the Prometheus methodology was adopted. The
Prometheus method is an approach that engeggsaphical editor in engineering the
design process. The tool is known as the Prometheus Design Tool (PDT). PDT is an
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AUML tool that supports the stepy-step design process. In the following section the

range of notation symbols for the interactiveigesand detailed documentation are

introduced.

4.1.1 Notation Symbols of PDT

The Figure 4.1 present the PDT notation symbols and their functions in the design of

agent based systems.

Name

Symbol

Description

Agent

The agent symbol.

Action

This iswhat the agent does that has eff
on the environment or other agents.

Role

This symbolises roles or group of roles 1
agents.

Protocol

Protocols specifies interaction betwe
agents.  Protocols are specified us
textual notations that maps AQJML2.

Data

This is used to represent the belief (inter
knowledge model) or external data. It
where functionalities that transcends
agent read or write data or information.

Messages

This is used to symbolise a messa
communicatiorbetween agents.

BDI

Messages

This symbol is used to represent messa
that updates the beliefs of agents.

Percept

Represents the input coming from t
environment to the agent.

Scenario

This is an abstract description of a seque|
of stepstaken in the development of
system. It is usually the initial step th
VWDUWYV IRU WKH EUHD
RI SUREOHP”™ RU GHVFUL
to solve.
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Goal It is the realisable target or achievement
for an agent.
Connection They are edges that connects entities
Arrows symbols) together.

Fig.4.1: PDT notation symbol

The following section starts the design of the multiagent system for tHaspessment

RI VWXGHQWVY SULRU NQRZOAtGJ$¢et af\VguiQelineg/ Kiie¢ 3'7
Prometheus methodology proposes three major agent software develphases
namely: Sysem SpecificationArchitectural Designand Detailed DesignandPDT

supports design through these phases.

4.2 System Specification
The specification phase as described in Chapiegis with a higtevel description

of the problemthen the identification ahitial goalsfrom thedescription.

a) ldentifying initial goals:

As stated in Padgham & Winikoff (2004) initial goal specification always begin the
process of an entire system goal specification and functioning stages of-ageulti
system (MAS).The following description states and identifiwhat the system is

goingto do(Ehimwenma, Beer & Crowther, 2014b; 2015a)

A student desires to learn a concept. The studemérsa concep on the
system. Theystem needs to ensure tetudent hasunderstanding of
prerequisiteconceps to the desired concepThestudentis tested learning
activities are aggregated andlassifiedin continuous interactive feedback
processand belief storeipdated all the way In the end, appropriateearning

materials are recommended

b) System goals
Based on the above stated descriptiba,system goals are:

[ Observepercept
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Understandingof prerequisite
Testing

Classifying

Continuous feedback

KB update

Recommendnaterials

~ O~ ~h ~n ~ ~—

c) Goal specification
The question is how can each of these goals be achieved? Each of the goals had further

subgoals developed as follows:

i) This stepis where agent gspercept(e.g.desired_conceptand display it

* Observepercept
- Receive user concept
- present concept
DESIRED CONCEPT

i) To the step wherquizzes in belief based (BB) are retrieved and presented:

* Understarding of prerequisite

- quizzes in BB

- answers in BB

- prerequisite assessment from quizzes and answers
UNDERSTANDING PREREQUISITE

NB: By further rearrangement or refinement, the syimals in theStudent has

understarding of prerequisitegoalcan become suboals of TESTING (below).

68



Chapter 4 Methodology:  Agent Oriented Analysis & Design and Classification
Method

iii) This is the step of testing student knowledg

*Testing
- search BB for quizzes
- fetch(sub-concepts or) prerequisite quizzes
- receive answer
-IHWFK %% DQVZHU DQG FRPSDUH ZLW
- make assessment decision
TESTING USER

iv) To the step where agent gets aggregated BB updates of messages communicated
about preassessment, matchinglieés in plan context, andlassifyingstudent
knowledge

*Classifying

- aggregatéearning activity

- use predicate statement rules

- classify students based on rules match
CLASSIFICATION

v) To the stepvhere all learning activities are stored persistently:

*KB updating
- store user learning activity persistently
PERSISTENT BELIEF STORE

vi) This step shows that the system is continuoimBracting anccommunicating the

outcome of every activity to thetudent:

*Continuous user feedback
-user friendly interactiofrom assessments
-welcome and introduction to system
USER INTERACTION
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vii) This is the step where learning materials are recommended for students:

*Recommend materials
- conceptontology in BB
- search ontolagal relation
- fetchURL link
- present to user
RECOMMENDATION

4.2.1 Scenario Overview

Scenarios and system goals are complementary. In process of extracting the main goals
from the problem description, scenarios were also being develofezFigure 4.2
shows the &t of scenarios derived frothe specified goals using the PDT Scenario

Overwiew diagram.

Fig.4. 2: System scenario view

4.2.2 System Goal Diagram

The PDT System goal overview diagramables the breatownof the set of derived
scenarig into units of achievable design steps. The Figure 4.3 is the system goal and

subgoals design and the interactions between themANBas a conjunction function
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which indicates that, at that level of design, the agent must communicate both the

classifyand thepersistentB updateafter itsdecision makingunction.

Fig.4. 3: System goals specification for the fgesessment system

In the Figure 4.3, thaser interfacegoal is seen interacting with thaderstanding of
prerequiste goal which connects to thiestinggoal. Then to thenake decisiomgoal

that is linking both thelassifyandpersistentBRipdategoals after its decision making
function; and thelassifygoal connects theecommend materigloal. The solid arrow

lines are the connections between goals, while the dotted lines are the links between a

main goal and its subgoals.

4.2.3 Set of Functionalities

From system goals, a set of functionaBtarederivedas roles for the systerm the
step these roles argrouped together These roles later turned out to bet of

functionaliies or roledor theagents
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Fig.4. 4. System role overview showing structured Functionalities.

4.3 Architectural Design

In this phase the different agenbf the Preassessment System has bdeermined
and included in the desigimhe phase alsconsists of the system overall (static)
structure using system overview diagram, and the description of the dynamic

behaviour of theystem using interaction diagram and interaction protocols.

4.3.1 Analysis Overview

From the system scenario step, interactions within the system is first established using
the analysis overview diagram (Figut®). This involved including the agents.
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Fig.4.5: Analysis overview from system scenarios.

4.3.2 Agent Role Ordering

Agent roles ordering ishe designstep for identifying and grouping roles for the
respective agenta the ystem.From the system role grouping bktpreceding phase

in Figure 4.4, agent roles were ordered in Figure 4.6.

Fig.4. 6: Agent Role Grouping.
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4.3.3 System Overview

In this step, all the entities, that is, the agents, their percepts, typssdges, actions

and interaction in the design (Fig. 4.7From the System Overview step, protocol
interactions between agents were derivadgithe AUML2 facility (Fig. 4.8. In the

system overview diagram, data are also coupled with agents to specify the type of data
beingused. In this design, the data are quizzes, answers to quizzes, and URL data links
for each of the sulopics (leafnodes) in the ontology. These data are modelled as

internal knowledge or beliefs in the agents.

Fig.4. 7. System overview diagram.

To specify protocols interaction design for agents, the AUML commands must be
issued.The Figure 8 presents the AUML protocol commands that produced the

protocol interaction diagram Figure 4.9and protocol interaction tabile Figure 4.10.
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start Preassessment process protocol

agent St student

agent T aglnterface

agent S agSupport

agent M agModel

agent C agModelling

agent O agMaterial

box alt
message T St promptDesired_Concept
message St T Desired_Concept
message T S tell: Desired_Concept
message S C tell: Desired_Concept
message S M tell: Desired_Concept
message M M permanentStore

end alt

box loop
message S S fetchPreQuiz
message S St displayQuiz
message St T tell: Answer
message T S tell: Answer

box alt

guard [Answer OK]
message S St informPassed
message S C tell: Passed
message S M tell: Passed
message M M storePassed

next

guard else
message S St informFailed
message S C tell: Failed
message S M tell: Failed
message M M storeFailed

end alt

end loop

box alt
message C C classify
message C O achieve: Classification
message O O fetchMaterialURL
message O St displayMaterialURL

end alt

finish

Fig.4.8: FIPA-compliant AUML command protocol.
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Fig.4.9: FIPA Compliant AUML protocol diagram analysis for int@gent interactiorit shows the
dynamic interaction of agent message passing via performatives.
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The Figure 4.%as aloop segment. The loop depicts the process wheragent
agSupport useachievement goake navigate from leafnode to leafnode in hierarchy
of concepts to retrieve quizzesich are represented as logic formulagsmBB to test
VWXGHQWVY NQRZOHGJH

Fig.4. 10: AUML Protocol Interaction table

4.4 Detailed Design

This phase is focused on the description of respongkilind capabilitiesof the
internal structure othe individualagent, and how they will achieve theaskwithin
the system Diagrammatically, these capabilities have been realised on the agent

overviewcanvass

4.4.1 Agent Overview

In this section, individual agent internal details are presented. Using the plan notation

symbol, percept, triggering evemieragent messages and data are specifiethe
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agent overview stage, inherited interfaces from e.g. the system overview phase are
DGRSWHG IRU VSHFLI\LQJ DJHQWVY GHWDLOV 7KH

symbols are those that appears greiistolour.
a) Agentaginterface

In Figure 4.11 is a much refined detailed design where CArtAgO artifact is the medium

to get input from the user is specified.

Fig.4. 11: Detailed overview of agermglnterface

The interface ageriirst creates thartifact in order to observe. iAll inputs that are
observe are communicated as messagesyent plar(shown with the plan diagram

or symbo}, to theagentagSupporthat isresponsike for preassessing students

b) AgentagSupport

Fig. 4.12: AgentagSupporteceiving thedesired_Concepiercet and retrieving quizzes
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Fig.4. 13 AgentagSupporOverview: Using answer percept to make comparison. Taking pass or a
fail decision, and communicating all activities and decision reached to other agents of the MAS by its
agent plans. This agent also date and timestamp learning activities.

c) AgentagModeling

Fig.4. 14: The agenagModelling The classifier agent Overview

This agengets message percepts from aggy8upporfor every leafnode whose pre
assessment isompleted. It startsnatching the righpre-conditions in plarcontext
with the messages received, and thereafter select the appropriate categorisation of

studens.
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d) AgentagMaterial

Fig.4. 15: AgentagMateriat The learning material agent Overview.

This is agenagMaterialkeeps th@JRLs linksof learning materiahs ontology At
the receipt of amachieveperformative messadgeom the classifier agent (after
classification), the agemigMaterialthenreleases learning materidts students to
learn These materials are dependent on the numbfarlefl andpassedrerequisite

assessment.

e) AgentagModel

Fig. 4.16: AgentagModel(student)Overview

This agent uses thiavaTextPersistentBBlass to store all the learning activities in
the system. Th@&extPersistentBis configured inthe MAS at the point of decliaig

or namingthe agentsMas?2jproject level of implementatio.he activities stored are
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messages to the agent, and they argreld® conceptsanswers(both correct or
incorrect)percept. This plan keeps ethinformation such adesired_Concept and

quizzes apart from the SQL answer queries from students.

4.4.2 Rolesand Capability Descriptors for Agents

In summary, théigures 4.17 and 4.18utlines the dtailedCapabilityDescriptors of
the agents in the systerWhile Roles are the functionalities meant for agents to
achieve, Capabilities are a set of related plans used for realising goals. Goals are steps

throughwhich agentfulfill their intentions.

Roles Goals Capability/plan

- Communicate percept
Obtain input percept - Display percept Capability

- Use input communicated

- Perceptr equest from ontology
- Present prerequisite quizzes

Pre - assessment - Compare answer  percept with BB Capability
- Take decisions

- Communicate decisions and
activities

- Date and timestamp activities

- Aggregate updated decisions
- Use predicate statement rules
Obtain decisions made - Match rules Capability
- Classify by rule match

Obtaining classified - Search ontology BB
information - Match URL ontolog  ical relations capability
- Present URL link

Keep persistent information - Use persistentBB class Capability

- Store persistently

Fig.4. 17: Capabilitydescriptor.

Goals Plans Actions Percepts Internal Data
Action
Communicate Ina Performatives: tell, Triggering event:
percept plan achieve desired_Concept, SQL .send N/A
answer queries
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Display Ina Tri ggering event:
percept plan Screen p rint desired_Concept .print N/A
Percept Triggering event:
r equest from Ina askOne request desired_Concept Ontology
ontology plan BB
Use input Triggering event: N/A
communicated Ina desired_Concept s,
plan correct SQL answer s,
incorrect SQL answers
Present Ina Goals, subgoals, and Triggering event: Quiz zes
prerequisite plan screen print desired_Concept, SQL .print BB,
quizzes answer gueries Answers BB
(correct/incorrect)
Compare Ina Feedback to student: Triggering event: SQL Quiz zes
answer plan pass or fail answer gueries BB,
(correct/incorrect) Answers BB
Take Ina Make a pass or a fail N/A N/A
decisions plan decision
Communicate Ina Send answers logged
decisions plan in by students,
and [p assed orfail ed] N/A .send N/A
activities predicate messages
Aggregate Update beliefs with Passed or F ail ed
updated all the decision s prerequisite decisions N/A
decisions [Passed or Failed]
received
Triggering event:
Match rules Set of Match plan context desired_Concept, SQL N/A
plans with updated beliefs answer gueries
(correct/incorrect)
Select the relevant
Classify by By a plan and communicate
rule match plan recommendation N/A N/A
message
Match URL Ina Match or unify plan Triggering event:
ontology plan context Recommendation message N/A
relations
Present URL Ina Release URL link N/A .print N/A
link plan
Triggering event: Text
Store Use persistentBB desired_Concept, SQL Persistent
persistently class answer gueries BB
(correct/incorrect)
Goals Plans Actions Percept Internal Data
Action

Fig.4.18 Expandedsmmary ofcapability descriptoipercepts, triggering events, goals, plansdatd
used by agents in the system.
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4 5The Student Model

Baffes(1994)states thaa studentmodelinvolves the method used in representing the
knowledge of students. As given in Padayachee (2002), modelling a system for
learning purposes involves the uskinteractive component and attributes of the

learner (i.e, the student). The Classical Four Mddatibyache&®002) architecture as

shown in Chapter 2 has a Tutoring Module that uses: a strategyiafpnosng
PLVFRQFHSWLRQ DQmBoddlel\WKDWUMWRUHHVGD D/VWXGHQWTV
status, &nowledge base modutentaining domain knowledge and the procedure of
learning, and aser interfacdor interactive dialog. The agent based-Bssessment

System of this study mirrors this type of ITRHkitecture where a diagnostic strategy

LV EHLQJ HPSOR\HG WR LGHQWLI\ JDSV LQ VWXGHQWVT
VWXGHQWVY OHDUQLQJ DFWLYLWLHVY NHHS VWXGHQW’

knowledge for learning materials.

Agents are designed to observe their environnidrg.environment to observe in this

research are not natural environments. Rather a student environment that is part of a
software systemRicci, Piunti, Viroli, 201). Wang(2014) called thignvironmenia

partially observableenvironmentln this research, for agents to observe the student
environmentthe environmemeeds to be modelledth the parametetthat carelicit

and represerthe inherenknowledge attributes of student#th regards tadentifying

gaps in their learningro this effect, astudent nadel was de¢edwith five parameter
informationfrom the viewpoint of the Tutoring Module (Padayachee, 2002) that can
GLDJQRVH PLVFRQFHSWL R tufde, the/ Kaded i@ giverfaDM DU QL Q J
<D, C, P, F, V' S> (Ehimwenma, Beer & Crowther, 201520158 where

f <M>:is the model.

f <D>: Thedesired Conceptis the set D =€y, Cy, ..., Cia, Ci} Of observable

parent classes in an ontology ttkat has leafnodds such thatOgyare the set

of leafnodeswith respect t0%

f <C>: The set oprerequisitesuch as C =€>}; C = {Cy, Cg}; or C = {C», C3,
« Cia, G parent classesnderneath alesired_ConcepD. In general, a
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prerequisiteto a desired_Conceptpis %- %s For instance, leC: be a
desired_Concepthen anyother elementf the setC can bea prerequisité€s)

to Cy, respectivelyThatis,a ' A &

f <P>: Theset ofpassedpredicateP = {pa, P, ..., px1, Pk} over the leafnodesl
of theprerequisite<C to adesired_Concept Drhefirst order logic EOL) form
is P( Oy for a given leafnode. Thus, for tipeerequisiteC, theindexx in Og
represerdthetotal number ofindividual leafnodeN per % ThereforeN C
i.e. Nis subclassed b, andC D i.e. Cis subclassed by. At start of pre

assessmerny ' A &TheP( Oy formula symbolises knowledge gain.

f <F>: The set ofailed predicate- = {f1, f2, ..., k1, fi} over the leafnodesl of
the prerequisitesC with respect to aesired_ConcedD. In FOL formula this

is given asF(Ogy for a given leafnodeN per Ci. The F( Oy formula

symbolises knowledge pa

f <V>:Theset ofobservable inpute.g. SQL answer queri®&s= {V1, V2, ...,Vi
1, i} from studens over the leafnodesN of the prerequisite C to a
desired_Concept OFor every correcanswer inputhat is assessed, the atomic
formula P(Oyy as the corresponding decision statement is taken and
communicated; for every incorrect answer input, the corresponding predicate
F(Oyy decision statement is taken and communicated for appropriate

classification.

f <S>: The set oftimespentS={Q Q@ ..., @5 @} by a stuénton pre
assessmeiictivities such hat Qis the time interval between a given question
on the system and the student answhis is so because every activity and the

expected studergsponse are timestampleylan agent

The choice of the parametetB>, <P> and<F> which are predicasfor first-order
logic statementsa form of knowledge representation statedChapter2 (e.g.
Father(peter)(Baader& Nutts, 20()). In addition, the<D>, <P> and <F> are for
DIJHQWVY FRPPXQLFasming @y the) &entRgModelling for the
categorisation oftudents for learning material§his is in contrast to SmartTutor

(GamalelDin, 2002 where learning-by-experiencewas used The use of these
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parameters in this researchinformed by theirabsencen literature as predicates in

logic based statements for multiagent systems development.

The<P> and<F> represents the predicates for the logic based decisions statements in
the agent agSupport plan after every-g@ssessment. They represent booleanesal
While the <P> is the predicate in the logic statement that will communicate the
decision orcorrect answer response, &ie> is the predicatéhat would communicate

the decision on theincorrect answer responseFrom the model M, above, the
following outlines thepurposeof the modelled parametems the Preassessment
System:

f Tofetch and communicate observed percgjmputs)from the environment
Consider <D> odesired_Conceps any topic or concept a human tutor, for
instance, wants to teach. §Preassessment System, like the tutor wants to
know whether students are prepared for <D>. Then the systeasgesses
students on the past prerequisites <C>. To fetch quizzes of prerequisite
concepts, agent uskchievement goals

f To construct classification rules for agent:To classify students for
appropriate learning material, the classifier agggilodellinggets messages
from the preassessment agewrigSupportwith a tell performative. This
messages are tliecisions reachedfter each prassessmeniThe decisions
statements tharecommunicated are loglwasedormulas with<P> and<F>
aspredicates. After aggregating threessageghe plan context that is matched
in the agent agModelling would be triggered,and further message
communicabn is sent usinghe achieve performative tcagentagMaterial
(Fig. 4.14)

f To support the release of URL links after classificatiohe message
expected by the agemigMaterial are recommendation triggers froagent
agModelling When the agerggMaterialgets these messages, it also matches
the appropriate plan context and release the URL(s) for learning material(s)
(Fig. 4.15).
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f To keep student learning historyin orderfor the tutor to unravel possible
difficulties facinghis students irthe domain context (i.e. SQL) of learni(af
this research) hie TextPersistentBBlass shall be configured in the MAS for
the agenagModelto keep the studenffearning historypersistently. These are
information that includes: the <D>, <P>, <F>, and><attributes The <V>
parameter are answers to be viewed by the tutor to support students in SQL.
The TextPersistentBB is a JasbextPersistentBBlass (a text databad@ig.
4.16.

In addition, the parameterP> pas®dor <F> failedarenot chosemor devisedfor
first-orderlogic statements farlassificationalone. Bit alsoto reinforce student®.g.

Pavlov, 1960)n the course of prearning assssments.

4.6 The Pre-assessment Mechanism

The preassessment mechanism is a structure devisgdesent the picture of the
SURFHVV RI LGHQWLI\LQJ JDSV LQ VWXGHQWVY OHDUQ
materials recommendatiofhe function is to ascertain the true and accurate level of

V W X Gl VEnd §¥nowledgeand supporting them to stdearning at the level
appropriate to their current level of knowledge because every student cannot afford to
start from the same learning block. This approach is similar to the Ri€r(et al.

1998) strategy that ensures that current skills set tatests are attained before

promoting students to a new level of learning.

This structure(Fig. 4.19) depicts

f How learning concepts are represeritetierarchy.

f The drategy for decision flow and navigation from leafnode concept to
leafnode concept for prerequisite question selection wilersieed conceps
received; which would be released by the use of agehievement goals
(Bordini, Hubner & Wooldridge, 20Q7

f The communication of the decisions made within the system after every pre

assessment.
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f The aggregation of decision statement.
f The classification of students learning using the aggregated decision statements

for learning materials recommendation.

In the Pre-assessment Mechanis(Rig. 419) learning oncepts are given in a
hierarchy of interrelated concepts illustrated with the lett&r8, C, andD. WhereA
represents the lowest class concept @rtte highest class concept in a hierarchy of
learning strature. TheA, B, C, andD represents any class nodes or topics in the SQL
domain of learning. Every class node has at least two leafnodes and a subclass node
that has its own leafnodes. The leafnodes are the concepts that represents the lessons

taught in the classroom.

Fig.4. 19 The Preassessment Mechanigiahimwenma, Beer & Crowther (2014b)

4.7 The Learner Component

The Learner component in the Ragsessment Mechanism is dual purposes
students anil) as aclassifier The first input into the system by students are the desired
concepts as symbolised wity B, Cor D in the Figure 4.19WhereA is the bottom

(or lowest concept) that has no prerequisite. As futlas no preassessment and
becomes the default conceptstudy when entered.

When a student enters a class node diesired_Concept agentlachievement

goal is triggered to retrieve thguiz corresponding to a leafnode of the prerequisite

class, then prassessment is carried out, decision is taken basetieoanswers
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received; and then followed by the neathievement goal according to the
number of leafnodes considered underdasired _Concepisee Fig. 4.9 for the loop

in the PDT AUML protocol diagrajn As shownin Figure 4.19 a passor afail
decision is taken by the MAS for every quiz that is completed. While the student is
gettingfeedbackabout higher performance, the beliefs of tldassifieragent is also
being updated with thpassor fail decisionsto matchthe relevanplancontext ard

the student is classified for learning material{$jus, because oféimeedof asystem

to JDWKHU VWXGHQWVY VNLOOV VWDWXV RU GdFLVLRQ\
for learning materials, a muéigent systerwasconsidereds appropriatéo provide

this capability This is die to the fact that individual agent can handle specialised
functions. Case based reasoning (CBRaitype of classification technique that was
combined with MAS inGonzalez, Burguillo & Llamas (2005¢BR is a method in
which concrete previous experience is applied to solve current and similar problem
situations.In contrast to CBRypproaches where a current problem is interpreted as a
previous one based on similarities or differences (classificatid®) G where a new
solution is adapted based on pastredor existing solutions (@blem CBR) (de
Mantaras, 2001 }the approach taken in this thesis is a-hdsed approach to reasoning

by a classifieragent This is where domain specific rules arecsfied as antecedents

for a body of conclusions that &pplied in a @&ssification proces@atterson, 1990,
Rifkin & Klautau, 2004; Marsland, 20)4This is kecause, we believibatthe rule

based approach is more decisteeaddress the errothat areliable to bemade by
studens in their responses to questions from the systeahwill in the end make
recommendation for their learning. In addition, because the answer input to the system
is open ended, so answers submitted by students to the systeralsoapt be
similar. In this processall pre-assessmeractivitieswill be communicated between
agents aspecified in the PDdiagrans (e.g. Fig. 4.9). Tik process of prassessment

as regards the Rgsssessment Mechaniqiig. 4.19)can be viewed itwo ways for
implementation, namelyi) Preassessment by immediate prerequisite clasd ii)

Preassessment by multiple prerequisite classes
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4.8 Pre-assessmenBy Immediate Next Prerequisite Class

This is the preassessment strategy that considers only the leafnodes of the immediate
prerequisite class todesired concephat is intended for learning by a student (Fig.
4.20).

Fig.4. 20: Strategic diagram of the Res&ssment by immediate next prerequisite cl¥gkere C
represents the desired amongst the classes of concept and B the immediate prerequisite class to C.

The strategy of the testing procéss beershown in the loop segment of the AUML
protocol and inter@ion diagram (Fig. 4.9)and detailed process of pagsessment
rulesformationis given in the following sectionsing the Figure 4.21 for illustration
The rule formation procedureiislogic basedemanticsAs mentioned in Chapter 2,

it is described irDell'Acquaet al.(1999) as the use of symbolic representations in the
expression of rules, reasoning and knowledge preferethedseacs to several

alternative choices of action.

4.8.1Logic Based Classification Specification for Preassessment in a
Regular Ontology Model

The Figure 4.21 is an ontology tree structure of equal numbkeabfodesOs per
parent class nodef). The tree is a directed graph that shéhesrelations between a
parent class anids subclasss Furthermorejt illustrates the process of navigation
between assesFor instance, let us choo€eto be a%then its means fats Oy N3
corresponds tdgs andNsto Ogg

Now, gven thatC; is adesired concept pre-assessmentould be ontheleafnodes
N3z andNs; andfor C; as adesired conceppre-assessmentould beon leafnodedNs
andNe. In the case wher€, is thedesired conceptaindleafnodesNs andNsarepassed

the student learns theafnodedN: andN. which areleafnode (or childrodes) of the
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desired conceptOtherwise, thdailed leafnodesNs or N4 or both are learnedn the
case wher€;is thedesired conceptandleafnodedNs andNs arepassedthe student

learns theleafnodesNz and N4 which areleafnode (or childnods) of the desired

conceptCo. Otherwise, théailed leafnodesdNs or Ng or both are learned.

Fig.4.21: A digraph of a regular ontology tree.

Applying first order logic (FOL)formulas, the classification and recommendation
rules for theclassifieragentto classifystudentdor learning are as stated:

desiredConcefif;)) Ns; Na

[
. desiredConcef€;) ©passedNs) ©passedNs) => @siredConcegCy).{N:, N3} . (1)

. esiredConce€;) ©passedNs) ©ailedN,) =>failedNs) . . . (2)
. desiredConcef€C;) ©lailedNs) ©passedNs) =>failedNs) . . . (3)
. [desiredConceg€C:) ©hiledNs) ©UailedNs) =>failed(Ns) ©(Ns)) . . (4)

desiredConceflf;) Ns Ng

[
. esiredConcef€,) ©passedNs) ©passedNs) => desiredConcedC,).{Ns, N} (5)

. esiredConcef€,) ©passedNs) © FailedNs) =>failed(Ns) . : : (6)
. desiredConcef€,) ©lhiledNs) ©passedNs) =>failedNs) . . . (7)
. esiredConcef€,) ©lailedNs) ©failedNs) =>failed(Ns) &(Ns)) . . (8)
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The Ogyin thepassed Oy andfailed Oy logic based notation are decision statements
DERXW D VWXGHQWTTV SHUIRUPDQ F H-aBs@sswidatbnRIgGtW RO R J
given node Oy The stated axioms are rulbased reasoning where each axiom
represents a case or a category in theagsessment of the leafnodésandNs4, and

Ns andNs, respectively before a student learnslasired concepThe rules which are

8 in number defines the condition for the jassessment of immediate prerequisite
leafnodes, and also presents the rule structure for a two leafnode per class node in a
regular ontology as shown kigure 4.21Each rule is a parameteombination of the

<P> and <F> predicaden combination withthe desired concep&D>. The <D>
parameter represents the concept entered by a student which is also part of the
conditions in theclassifieragent plan context as implementeinapters.

Rule (1), for instance,

desiredConcef§€1)) Nz Ns : desiredConceg€C:) ©lpassedNs) ©passedNa)
=> cesiredConce€C1).{N1, N2}

depicts thator all desired conceqhat isCy, for all leafnodeNs, andfor all leafnode
Ns, such that, therexiss Un the agent beliefs thgesired concepE: and therexists
apassegre-assessment of theafnodeNs and thereexistsapassegre-assessment of
the leafnodeNs, then the conclusion ancecommendtion for learning shall be the
leafnodeN; andN; of thedesired concepE: which is the intended concept of learning
submitted by the studenifthis rule formation system also applies to the class @Gade
whose preassessmemiould be on théeafnodedNs andNs,

In theFigure4.21 tree structure, there are four rule axioms per parent clasg ande
only if the immediate class prerequisite taesired concepis considered for pre
assessment. This type of strategy implem&itanking (Casteel, 1988; Anderson,
2008) that was discussed @hapter2 as the breaking down of skills and learning
materials into smaller and more manageable units for students to succeed.
Knowing the number of expected cld&sition rules prior to codings observedh

this work is crucial so as to avoid misclassification or missing out a case of
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classification. Teestimate the number of expected rules needed, Ehimwenma, Beer &
Crowther (2015; 20151 devised thénitialisation equation
R=C€+1

Systematically, in navigating from one parent class nMode another and to their
respective leafnodds, the classified rules estimation process is expressed as
R=o0.€"%+1

where

%= number of prerequisite classes

T = the Boolean parameters <P> and <F> which equals 2

Oy = leafnodesvith respect telass %
In aregular ontology where pr@assessment is on the immediate prerequisite to a
parent class nod#)etotal number of ruleR can be estimated such asigtrated with
theFigure4.21. Qven that the total prerequisite class n@e 2 (i.e. C;andCsin Fig.

4.21), andsizeof leafnodeN = 2 across each parent clagsen

R=2*2"2+1
R=2*4+1
R=8+1

R=9

Wherel represents the default rule that corresponds to the lowest cénicepie Pre
assessment Mechanism that has no prerequisite, as mentioned earlier. The default rule

represents the release of the URL link of the lowest concept when entered.

Alternatively, our preassessment rulgmlynomialequation (Ehimwenma, Crowther
& Beer, 2016):

R=1+AguaQ€
also estimates the accuratember of rules for thaforementionedegularontology
such that each prerequisite class nodg(i.e. C> and C3) upon which the pre
assessment will be dotekes a unit value of,the Oy per %= 2; and T = 2 (the

passedandfailed predicates)Thus, by isolating the nodnd then the sumation we

have
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R=1+ [[C2 Ra,Co R4, [Cs N C Fa]

R=1+GT?+ GT?

R=1+(1*2*2)+ (1L*2%*2)

R=1+4+4

R=9
But the estimation of the expected number of rules and the corresponding number of
classification rulegepresentations however different when pi@ssessment isf

multiple classesbeneath a givedesired conceps shown in the following section.

4.9 Pre-assessmenBy Multiple Prerequisite Classes

This is the strategy where passessment is froprerequisiteclass toprerequisite

class under aesired conceptin this type of arrangement, the more the number of
leafnodes under a givedesired conceptthe more the complexity in the rule
representation process. This complexity extends to students in managing their learning
gaps having to deal with large amooftecommended URL links, particularly when
there is large amount of incorrect responses teapsessment quizzeshe loop
segment of the AUML protocol and interaction diagrdfig.(4.9) also depicts this
strategic process of prassessment and does specify any sizeThe Figure4.22 is
nonregular ontology that is used to illustrate the rule formation process of ontology

of 5 leafnodes.

4.9.1Logic Based Classification Specification for Preassessmenin a
Non-Regular Ontology Model

The Figure 4.22 is neregular ontology tree. As against a regular ontolvggthat
has equal number of leafnod@g across all parent clas® anonregular ontology is

a tree with a vaiing of numberof leafnodes across its parent cléggsode.
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Fig.4.22: A digraph of norregular ontology treéA model where all the prerequisite classes under a
given parent class, in this caBg are being considered for passessment.

The parent classe%gn the tree(Figure 4.22)are Cy, Cp, andCs. Cy hasa subparent
classCzthat has two leafnoddé; andN; and a sulparent clas€,, andC; has three
leafnodedNsz N4, andNs. To consider althe prerequisitéeafnodesN2 N3, Na, Ns andNe

for preassessment und#re parent clas€; as thedesired concepthe logic based

axioms for classification arstated as follows

desiredConceg€1) N> Ns Ns Ns N

[
WesiredConceff€;) © PassedN,) © ([Passed\s) © PassedNs) © [PassedNs) ©
\passe@Ns) => esiredConcef€y).{ Ni}. . . . . . 1)
WesiredConceff€;) © Passe@d\,) © ([Passe@s) © Passe@y) © [Passe@s) ©
BhiledNe) => filed(N) . . . . . . . . (2)
: WesiredConceff€;) ©Passed\,) ©lpassedNs) ©PassedN,) ©fhailedNs) ©PgasseqNe)
=> filedNs) . . . . . . . . . @3)
: WesiredConcep) ©PassedN,) ©passedNs) OthiledNs) ©PassedNs) ©PassedNe)
=> ). . . . . . . . . . )
@esiredConcep&) © ([Passed(N;) © FhiledNs) © Passe@s) © ([Passe@s) ©
Passe@s) => fl\z) . . . . . . . . (5)
: WesiredConcep&:) ©lhiledN,) ©lpassedNs) ©Passed\s) ©PassedNs) ©PgassedNe)
=> filedNy) . . . . . . . . . 6)
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: lesiredConcep®:) ©Passed\;) ©Passed\;) ©passe@\s) ©ailedNs) ©Ehiled(Ne)

> filed(Ns) GNe) . . . . . . . . 7)
: desiredConcep) ©lpassedN;) ©PassedNs) ©thiledNs) ©assedNs) ©EhiledNs)
=> hiled(Ns) CNg) . . . . . . . ®)
. esiredConcep) ©lpassedN;) ©Passed\s) ©thiledNs) ©lhiledNs) ©PassedNe)
=> filed(Ns) CNg) . . . . . . . . )
. WesiredConcep) ©gassed\,) ©PassedNs) ©EhiledNs) © EhiledNs) © Ehiled(Ne)
=> filedNs) GNs) GNg) . . . . . ET)
: esiredConcep) ©thiledN,) ©PassedNs) ©PgassedNs) ©PassedNs) ©EhiledNs)
=> filed(N) €Ng) . . . . . . . Y
. esiredConcep) ©thiledN,) ©PassedNs) ©Passed\s) ©lhiledNs) ©PassedNe)
> filed(N;) GNs) . . . . . . 12
. @esiredConcep;) ©thiledN,) ©PassedNs) ©PassedNs) ©hiledNs) © Ehiled(Ne)
> filedN,) GNs) GNe) . . . . . T
: WesiredConcep,) ©hiledN,) ©PassedNs) ©thiledNs) ©assedNs) ©PassedNe)
=> hiled(N\2) €N,)) . : : : : : : . (14)
: WesiredConcep@) ©GhiledN\,) ©PassedNs) ©EhiledNs) ©PassedNs) © Ehiled(Ns)
=> hiled(N2) ©Ns) CNe)) : : : : : : i (15)
. WesiredConcep@) ©lhiledN\,) ©PassedNs) ©EhiledNs) © GhiledNs) © [PassedNe)
=> hiled(N2) ©(Ns) €(Ns)) : : : : : : i (16)
. WesiredConcep) © hiledN,) © PassedNs) © EhiledNs) © EailedNs) © Ehiled(Ne)
=> fiiled(N2) CN:) C(Ns) C(NK)) . . . . . Can
. esiredConcep) ©lpassedN;) ©hiledNs) ©gassedNs) ©assedNs) ©Ehiled(Ns)
=> filed(Ns) CNg) . . . . . . . NCT:)
: WesiredConcep) ©gassedN;) ©thiledNs) ©PassedNs) ©hailedNs) ©PassedNe)
=> filed(Ns) GNs) . . . . . . . .19
. @esiredConcep@) ©passed\,) ©lhiledNs) ©PassedNs) ©ailedNs) © Ehiled(Ne)
=> filed(Ns) GN\s) GNe) . . . . . . (20
: WesiredConcep) ©gassedN;) ©thiledNs) ©hiledNs) ©assedNs) ©PassedNe)
=> filed(Ns) €(Ns)) . : : : : : : : (21)
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: @esiredConcep@;) ©passed\,) ©GhiledNs) ©EhiledNs) ©PassedNs) © Ehiled(Ne)

=> hiled(Ns) CNy) CNe)) . . . . . . . 22)
. WesiredConcep) ©gassed\,) ©thiledNs) ©EhiledNs) © EhiledNs) © [PassedNe)
=> filed(Ns) QNs) CNg) . . . . . . . 23)
. WesiredConcep,) © PassedN,) © EhiledNs) © EhiledNs) © EailedNs) © Ehiled(Ne)
=> fiiled(Ns) ENs) SNs) C(Ne) . . . . . . (24)
. esiredConcep@) ©thiledN,) ©hiledNs) ©Passed\s) ©PassedNs) ©PassedNe)
=> filed(N2) GNg) . . . . . . . . (25)
. WesiredConcep) ©GhiledN,) ©EhiledNs) ©PassedNs) © PassedNs) © Ehiled(Ne)
=> filed(N2) QNs) ENe) . . . . . . (28)
. WesiredConcep) ©lhiledN\,) ©EhiledNs) ©PassedNs) © GailedNs) © [PassedNe)
=> filed(Ny) GNs) GNs) . . . . . . @)
. WesiredConcep&) © GailedN,) © GhiledNs) © PassedNs) © GhiledNs) © EhiledNe)
=> filed(Ny) ENs) GNs) C(NK)) . . . . . . @98
. @esiredConcep;) ©thiledN,) ©hiledNs) © EhiledNs) © [PassedNs) © PassedNe)
=> filed(N2) ©Ns) QL)) . . . . . (29
. WesiredConcep,) © hiledN,) © BhiledNs) © GhiledNs) © [BassedNs) © Eailed(Ns)
=> filed(N2) GNs) CN:) Gi(N) . . . . . (30)
. WesiredConcep) © hiledN,) © BhiledNs) © EhiledNs) © EhiledNs) © [PassedNe)
=> giled(N:) €Ns) CN:) E(Ns) . . . . . . @
: desiredConcep&,) © GailedN,) © EailedNs) © EailedNs) © GhiledNs) © Ehiled(Ns)
=> hiled(Nz) CNs) QNs) C(N) ENe) . . . . . 32)

]

For the fiveprerequisitdeafnoda N2 N3, N4, Ns and Ne to the desired onceptC;, the
number of classification rules to code for ttlassifieragent is 32 for all cases that
must be accurately captured. As established in literature and preceding section, for a
technical subject such as SQL considering a large number of leafnodes giden
desired conceptwould presents large materials to studenishasstatedin the last

axiom (32):
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desiredConcep&) N> Nz Nz Ns Ng
: desiredConcep&,) © GhiledN,) © GhiledNs) © GhiledNs) © GhiledNs) © Ehiled(Ne)
=>failed(N2) €Ns) C(Ns) €Ns) €(Ne))

which statedor all desired concepthat isC; andfor theleafnode N2, N3, Na, Ns,
andNs, such that, there existUn the agent beliefs théesired concepE:and there
exists a failed preassessment of the leafngddz, N3, N4, Ns, and Ne, then the
conclusion andecommendtion for learning shall be the leafn@dd, N3, N4, Ns and

Ns underneaththe desired concep€C: submitted by the studenthis type ofpre-
assessment of by multigdeerequisite classsthat would involve a large number node
for a subject like SQL that is reported in literature to be difficidyynotbesupported
by Chunking(Casteel, 1988; Anderso208): a theorythathelps studento succeed.
While the strategy ofpre-assessment by immediate prerequisite claggports
Chunking it also allows students to complete knowledge diagnosis and get results
quickly. Skills status or classification of the studentependent on the number of
prerequisite 9%pclasses and leafnodeB;y in a given preassessmentThus at the
completionof preassessment b§hunkng and having learned the materials as well

a student can choose anotbesiredconceptfor self-testing.

For a largesize ofknowledge graph or ontology, the followitlgensummarises the
gereral fom of theunderlying reasoning in there-assessmemtrocess. @&en that E

is the desired concepthat sulsumes somererequisites%which further subsumes

some leafnodedyi.e. Oy % E wethen state that

« Y% Oy hasPrerequisitef %) UhaskKBpé0 )
[
: O« U passedQgg) => «{ 0.}
else
: U« Ulniled(0g) => failed(Og)
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where 0.,represents thget ofimmediate leafnode instancestbédesired conceps
specified infor example, Rule (1) frorRigures4.21 and 4.2, respectively.Note that

thedesired concept A &Thisis defined in Chapter 5 using a DL language.

Again, the devisedules estimation formulaomes handy in estimating the required
number of classification rules. But since the ontolsggonregular, the prerequisite
class nodeggtakes a unit valyewvhich is1; andN., N3, N4, Ns andNe has thdotal size
of prerequisitdeafnodesN = 5 underneath thdesired oncept Thus the number of
classificationR can be estimated as

R=o0.€2+1
R=1*2*5+1
R=1*32+1
R=32+1
R=33

where 1 represents the default rule that corresponds ito the Preassessment

Mechanismthat has no prerequisitélhe leafnodesOyy are the modules in which

students are tested on. On that premise, they are the nodes that counts when estimating
and formulating the required number of rules depending on the §€a implement
the derived classification axioms above, each logix@na has a corresponding plan

in the agent program in the MAS.

As ercountered during the course of this work, mappindgtiiean [P, F| predicates

to every leafnod®l and generating the classified rules can be cumbersome. For a small
number of leafnoded ", the rules can be generated easily by hand. But for leafnodes
1 -, an algorithm had to be developghapter 7, Section 7.7.19r a program to
generate the rak. The use of a program (e.g. Python) for rule generatimrensure
complet@ess or correctnefsr therulesthatare deterministidhat is,exactlyone rule

for eachepisode of action or prassessment on the number of leafnddles

Each logical axam (above) practically corresponds to one agent plan at
implementation. While theules are produced from the program writtem fhe

algorithm, the logical axioms or rules satisfy the ontological structures that are
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associated.In addition, ar model eqation estimates the number of expected rules
for example8 +1,16 +1, or 32 +Inumber ofrules. The model/math aqtionalso
support rule checking anehsures no cadeule) of classification is missingn the
derived logical axioms, ntwo axioms orrules are same. Thisorrectness isertain
via the program of parameter combinatiwom the agorithm: the algorithm returns

the expectedutputsin finite steps.

49.2 Estimating The Number of Rules by Prerequisites 0., and
Leafnodes z.4 Notation in a Tree

The Figure4.23 is a multi-dimensionalknowledge graph thagxterds the graphs
earlier presenteith Figures 4.21 and 4.22espectivelyThe structure presents a graph
of several nodes in the horizongalain and inteirconnected nodes in the vertical
traversal. All nodes are connected by a root or parent @odeéhis is to illustrate the
required number of rules process. To estimate the needed number of rtiesrdet
node C; be the desired concep(at Level 1 where a student wants to,lm)d its
prerequisite concep@sCs;, Cs, Cs, Cs, andCe (the nontermial nodes).

1 2

4 2

Level 1 n—)
Level2 — n—)
Level 3 mmm—)
Level 4 )

Fig.4.23: A knowledge graph of multiplrorizontal and vertical traversal
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Below is the computatiomprocessof the number of classificationrules for the

prerequisites%y Ovp. As anonregular ontologywe shall applyour modelequation
R=1+Ao,, €

Firstly, we isolate the nodedefore summatian

f Number of Rules Estimation Via Horizontal Navigation
A) Node solationat Level 2 prerequisite class £to Cs, horizontal navigation
through leafnodes NNz, Ns, Ns and Ns:

1+ [[%s56%2 %s56%4], [ %56% 4 %s6% ¢ @56 1],
B) Node solationat Level 3prerequisite Gto Gs, horizontalnavigationthrough

leafnodes M Ns, No, and No:
[%56%4 %356%¢], [ %56% 4 %s6%¢],

C) Node solationat Level 4, horizontahavigationthrough leafnodéN 1.

[ %56 411

TheComputation at the isolated Levels 2, 3 anéidrizontal navigation

R=1+ [[ %569 [ %67 [ %569 +[ %569, [ %s67]
R=1+[sUtb+ sUt’+ sUt®+ s Uté+ s Ut
R=1+4+8+4+42
R =23
This is an estimation ofthe number of ruleRR for pre-assessment bynmediate

prerequisiteclassin horizontal traversal of nodes

f Number of Rules Estimation Via Vertical Navigation
A) Node isolation along prerequisit€® throughCs to Ce vertical navigationto
leafnodes B Nz, N7, Ns and Nui:

R=1+ [[%56%% %s56%%] [ %562 %s56-2], [ %s56%4],
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B) Node isolation along prerequisite® to % vertical navigationto leafnodes
Na, Ns, Ns, No and No:

[ %652, %0 6%+ @656 41, [ %s65 ¢, %g6%4]]

Computation along the vertictidaversak:

R=1+ [[%569, [ %569, [ %567, [ %671 [ %s69]
R=1+[sUtg+[sUtg+[sUtg+[sUt]+[sUt]
R=1+4+42+8+4

R =23
This illustrate the estimated number of rules fme-assessment by immediate
prerequisite classn a vertical traversal of nodess shown with the horizontal

traversal

f Number of Rules Estimationfor Multiple Prerequisite Classes

Now, lets considethe compuation ofthe required number of rules R for the entire
prerequisite classes underneathdiesired concept: (Fig. 4.23. Either by vertical
or horizontal traversal of the nodes as shown above, the result will be Beonethe

formulaR,
R=1+Ao0,, €
andindividual node isoloationand summatian

R=1+ [%s6%% %5674, %56%4 %56%4 %56%4 %4654
%5 6% 2 @ps6% 4, %g6% 4 %4g6% 4]

R=1+ 56° %56° %s6° %6, %36
R=1+>06+1*6%+1*6%5+1* 6"+1* 69
R=1+t>*

R =105
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Thus, for a total of 10 leafnodéisat may beconsidered undea desired concepd,

1025 is the number o€lassification ruleshatwill be neecdto betrainedfrom the
passedand failed boolean predicates mapping with the 10 leafnobtliede that the
value ofC for all calculation fomon-regular ontologiesn this work equald.

4.10Summary of Chapter

This chapter hapresented the agent based-Bssessment System as modelled with
the Prometheus methodologising he Prometheus Design Tool (PD®&)graphical

agent UML for specifying agent designs from scenario development, to goal
specification and refinement, to percept, message, data coupling, action, plans and
their interactions. The chapter presented a student model with parameters that can
obtain attributes from the student environment and then described a mechanism of pre
asseswent which is the underlying strategy for diagnosing learning gap, classifying
and making recommendation for students after thetapsessments. Whil@amalel

Din (2002)applied learningby-experience, this thesis uses a classification technique
via someclassification rules. This is defined with fistder logic (FOL) as the
UHDVRQLQJ SURFHVYVY DERXW WKH GHFLVLRQ PHVVDJH\
analysis has been shown in this chapter with ontologynoskels and FOL formulas

The FOL baed rules are a conjunction of the <P> and <F> boolean parameter
combinationsmapped to leafnodes.Nro support students for effective learning,
Chunking was identified as a good educational strategy foragsessments and
supported learning of SQL. Theagter then illustrated how our modelled equations
does estimates the number of classification rules. Whildnitialisation equation
estimates the number ofassificationrules for 1) batches of immediate prerequisite
class preassessment and 2) muleptlass prassessment; theolynomial equation

has been used to estimate the numbesladsificationrules for batches of multiple
prerequisite class pr@ssessment as illustrateth Chapter 5, thémplementation of

the Preassessment Systeim Jason gent languagshall be presented. €hchapter

shall coverthe realtime SQL domain ontologglevelopment with description logic,

ontology construction and visualisation; and its fosderrepresentatiofor agents
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Chapter 5
A SQL Ontology and The Pre-

assessment System

5. Introduction

In Chapter 4an AOSE graphical editing tool, the PDT which is an agent UML that
supports th&rometheusnethodobgywas presented as employed in the specification

and design of the Pi@&ssessment Systeffhe chapterdescribedhe Pre-assessment
Mechanismas a proces®r identifying gaps in student learningnd explainedthe
parameters of thBtudent Modebf this research and theiseaspredicatedor: inter-
agentmessages, classification reasoniBge R XW VW XGHQWVY NQRZOHGJF
order logic (FOL) formulasThis chapter presents the implementation of the agents of

the Preassessment System agsified in Chapter 4 for the pessessment of students

and interagent communication in the passessment process. Firstly, the chapter
presentsan SQL learning structurehen theSQL doman ontology definition in a

TBox using description logic (DL) syax, and the different ontology models generated

from the TBox. It looks at concepts relationships in Jena API ontology model and the
Protégé ontology editor, then knowledge representation in FOL fromABwox
DVVHUWLRQV IRU DJH Q Wotgs&iBeEAAHD as7therenFitomn®ky HU D

artifact forpercepts observation.

5.1 Contextual Learning Structure

The domain context of this system is Structured Query Language (SQL) which is
presented in a structured hierarchy in Figure 5.1. In a teatdanging environment,
modules are taught in an order of sequence from simple to complex as specified in a

given curriculum. In a toglown approach, this is presented in the hierarchy of
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complex to simple concept, namelyJNION, JOIN, UPDATE, DELETE, INSHR
andSELECTwhere UNION is the complex concept and SELECT is the lowest.

Fig.5. 1. Hierarchy of six SQL Modules Learning Structextended versionf Ehimwenma, Beer &
Crowther 2014h)

In this arrangement, a lower module is taught and learned before a highdrhuse.
anyimmediatelower concept is a prerequisite to its next higher condéyettopics in
this structureare the modules in which students would begsgessed on the Pre
assessment System to identify gaps in their learning so as to make recommendation
for learning materials to assist them in closing the glipgs, the Figure 5.1 presents
a
f Hierarchy in which students are paissessed in structured sequence. This is
becase in such an arrangement, one topic is taught before the next in a-bottom
up approach;
Domain for formalising a definition of ontology in SQL using a DL TBox;
Domain in which instances of classes (topics) will be named as ABox
assertions in FOL to repregeknowledge structures for agents and hatgent

communication.

5.2 Description Logic for SQL Ontology
Description logic (DL) is a family dknowledge representatigiR). KR is the set of

acquired experiences or background structure of knowledgertiatietligent system
is given to function: to reason, ¢pery, to make judgement or prediction. This sort of

KR in artificial intelligence Al) as asertainedn Baaderet al (2003) is usually on
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methods for providing higkevel description of the domain of interest or worlé@L
formalism for building intelligent applications.

In the following section, a formal definition of a SQL ontology is presented using a
DL syntax. The DL ontology desceb the relationships between classes, classes and
individuals and the constraints or restrictions on individuals. KR based on DL consists
of two components: TBox and ABox (Obitko, 2007). The TBox describes terminology
for the SQL ontology and the ABox intluces the individuals and their relations for

representation in the Ressessment System.

5.2.1 TBox Description for a SQLONtology

The Figure 5.2is a TBox terminology Hierarchical) (Nardi & Brachman, 2003)
description of concept names for a SQL dom@ntology. The concept names are the
named symbolsn the left hand side of thequivalenceYsymbol and are defined on
the right hand side dmse symbol@aader & Nutt, 2003) as explained in Chapter 2.
Given the DL syntaxlB.Cthata thing has a role or relation with the conc€t.g.
lBasChiId.Lawyeand Lﬂ{x}that a thing has some relation with a some instances e.g.
LaitizenOf.{USA(}Baader, horrocks & Sattler, 2003); then from Eigure 5.2, the

axiom

Fig.5. 2: TBox Description of an SQL Domain.

105



Chapter 5 A SQL Ontology and The Pre -assessment System

defines aSglNodeas parentclass nodes and subclass nodes in this SQL domain
ontology. This represents the class node concept that is required tceled eyt a
student as desired_©@nceptintended to be studied upon which someagsgessments
will be conducted.

The following axiom

usesexistential restriction(to define the ternheafNodeas subclass nodes that have
some quizzes, answers and web URLs (universal resource locator) vr@sheictive
hasQuiz, hanswer and ha3ontentrelations, analso with theclassicalnegation—
symbolthatleafnodes araot parentclass nodeper se The termQuiz Answerand
WebUrldepicts the corresponding literals to the defined terms for every leaf node that

are used for prassessment and recommendation.

In the axiom that involves the use afmegnimum cardinalityrestriction of 2

the PrerequisiteConcep defined as clasoncepts that have at least two leaf nodes
andeither ahasPrerequisiteeslation to a (sub)class ands®rerequisiteQfverse or a
hassPrerequisiteelation to thgsub)lass concept.

Then, the axiom

DesiredConcep¥SqlNode (asPrerequisite.PrerequisiteConcey

defines aDesiredConceptas nodes that have some prerequisite node via the
hasPrerequisiteelation and finally,
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which states that thePrerequisiteQtelation is the inverse tlasPrerequisiteslation

From tie DL syntax,named symbojdor exampleDesiredConcepis defined. Roles
or relationships such dsasPrerequisite, hasKBEhimwenma, Beer & Crowther,
2014a) and isPrerequisiteOfare also definedwhile the DesiredConcepts unary
predicate for a desired concept in a FOL statementDfdrH @ammdinication, the
hasPrerequisite, hasKBndisPrerequisiteOfare binary predicates between classes

and individuals.

5.2.2SQL Individuals in Description Language

Individuals values, assaertained irBaadar & Nutts (2003are not only meant to be
asserted in ABoxThey can be instantiated also in a TBox. By implication, the DL
SQL ontology defined above can have instances of individuals defined witfon it,

example, th®esiredConceptermcan also be instantiated: as

DesiredConcept= {insert} hasPrerequisite.{select}
(hasKB.{selectWhere}hagContentX ,Z S S %o W

which statesjnsertis a desired concefitathas ahasprerequisiteelation withselect
thathas a knowledge base with thakBrelationwith selectWherehathas a URL

link with thehasUrlrelation.

5.2.3 ABox Assertion for a SQLOntology

ABox contains assertion knowledge caltgdund factwhich are individuals and their
propertiegRudolph, 2011)Based on the SQL learning structure (Fig. 5.1), the class

instances of thdesired_Conceptcan be declared as:

and the set of leaf nodastancesvhich are
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Similar to the examples shown in literature asGfa) that a belongs to the
interpretation ofC e.g.father(peter)andR(b, c)  thatc is a filler for the roleR for
b (Baadar & Nutts2003) the following ABox assertions are then stated, in their unary
and binary predicate e.g.

desiredConcefgtupdate)
thatUpdate is adesired_Conceptand that

hasPrerequisite(update, delete)
Update has prerequisitBelete , an inverse relation

isPrerequisiteOf(delete, update)
which statedDelete is a prerequisite obljpdate ; and anothehasKB connected
predicate relation

hasKB(update, updateSelect)
thatUpdate has KBUpdate Select

are ground (first-order) atomic formula for Jason agent languageliefs
representation6 XFK VHW RI EHOLHIV DUH WKH DJHQWTTV NQF
Hubner & Tralamazza, 2006).

5.3 Digraph analysis of the Description Logic SQL Ontology
Model

Based on the SQL TBox description, different ontology models were created to
visualise the knowledge modules in the domain of SQL and the modules relationships
to each other. Using graphical analysis, the models that are created from ABox
assertion are gen below asregular ontology andnonregular ontologies g§ection

5.3.1 and 5.3.2). The ontology models are directed graphs where the directed links
between nodes indicates navigation. The graphs contain six class node concepts
according to the SQL learrgrstructure in Figure 5.1, with tlhasPrerequisiteelation

between class nodes, amasKBrelation between a class and its leaf nodes.
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5.3.1 A Regular SQL Ontology

A regular ontology is an ontology witlan equal number of leafodes across all its
parentclassnodes in its tre€EhimwenmaBeer & Crowther, 2014. TheFigure 5.3
is a regular ontology of a linear configuration from top to bottom with two leaf nodes

across all parent class nodes. An immediate lower node is a prerequisite to its top node.

Fig.5. 3: A regular ontology of two leaf nodger parent class node.

The relation linking two parent class nodes (top and immediate next) is the
hasPrerequisitdinary relation. The desired concepts (which are parent class nodes)
has two leaf nodes with tiasKBrelation, and other edge labelled HasPrerequisite

relation linking other class nodes in the hierarchy which are themselves

DesiredConcepas defined in the DL syntax of Figure 5.2.

5.32 Non-Regular SQL Ontology Model

Recall that in the DL syntax (Fig. 5.2jranimum cardinalityconstraint of at least two
leaf nodes per parent class node was defined. A varying amount of leaf nodes across

parent class nodes in an ontology constitutesreregularontology. In theFigure 5.4,
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the ontology has a parent class node that has moreemwhkeaf nodes than other
parent nodes in the ontology.

Fig.5. 4: Linear ontological model from the TBoSELECTis reflexive.

While other parent nodes have two leaf nodes, the select concept has four leaf nodes.
This is a alid representation as specified by the description in the TBox given the
PLQLPXP FDUGLQDOLW\ RI OHDIQRGHV 1 -

Unlike the Figures 5.3 and 5.4 that has a single relation betwkssired class concept
and its prerequisiteclass in Figure 5.5is a moel with, for example,two
hasPrerequisitedirectedrelationsfrom a parent class tother parent clags This
model places two parent classasthe level e.gUnion andJoin . But in teaching
and learning, one unit of lesson must be taught before anbthiat casethe Figure
5.5model does not validate the ordered sequence of the concepts providgaréen F
5.1, but the model however satisfies the TBox definition in Fegu Which is also

true of the Figures 5.3 and 5.4 including Figure 5.5 that satisfies the axiom
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As a type of formative assessment system that enables students to make a choice of
their desired learning concept, gassessment exercises that deteesiwhether a
student should learn his or her desired concept or not must be in ordered sequence.

This is to avoid any gaps in the hierarchyezfrning structure

Fig.5.5: A nonlinear hierarchy of the SQL learnimfyucture. But some parent class nodes are not
connected in sequence according to Fig. 5.1.

Another modebf the TBox isthat which ispresented irFigure 5.6 a model where
two different property relationshasPrerequisiteand isPrerequisiteOfare used &
connected links between class nod#bile thehasPrerequisitshows thenavigation
from a top levelconceptof learning to a lowetevel conceptthe isPrerequisiteOf
relation presents the connectedness frartowerlevel knowledge concepd a top

leve concept
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Fig.5. 6: A variant ontology model of the TBox description and its navigation. But not in the
structured sequence presented in Fig. 5.1
TheisPrerequisiteOfs the inverse property or relation to theesPrerequisit@roperty.

TheFigure 5.6satisfies the axiom

option of the definition of th&rerequisiteConceph the TBox, such that any class
node that has hasPrerequisitanust have asPrerequisiteOfelation. The drawback

of theFigure 5.6ontology model igheinfinite loop traversahcrosgarent class nodes

such that the knowledge engineer will need to determine a start point and an end point
that are connected for pessessment.

5.4 Navigation of Ontology Nodes

In a standard curriculunteadiing and learnings sequentiahnd orderedsimple to
complex from one concept to anothesee Figure 5.1The various graphical ontology
models visualised so far from the TBox has shown how a DL definition is used to
describe a body of knowledge and thkationships between concepts. Roles or binary
relations specified connection between nodes. In directed graphs, these relations

provide a sense of navigation from node to node. For instance, the binary property
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relations (e.gFig. 5.1, 5.2) showedossible navigation path through which concepts
are linked for preassessment. This can be established either on the strategy of:

f Pre-Assessmer@y Immediate Prerequisit€lass or

f Pre-Assessment Bylultiple PrerequisiteClasses
as described in Chaptér The directed links in the ontology models are the navigation
paths from one class node concept. Indgessment System of this study, the binary
property depicts the manner in which ageathievement goals are
programmedto carry out the prassessm®@W RI VWXGHQWVY 64/ NQRZ
example, the Figure Bshows thédnasPrerequisiteelation navigation based on Figure
5.2, and Figure B.navigation that comprise thasPrerequisit@and isPrerequisite Of

relations based oRigure 5.6.

1. LQV Hdgleét :
2. XSGDWH : GHOHWH
3. -RLQ : 8SGDWH : 'H(

Fig.5. 7: lllustrating navigation strategy for agent lachievement goi

1. XQLRQ : GHOHWH : X§
2. XSGDWH : GHOHWH

3. MRLQ : VHOHEW : XSC
4. update: LQVHUW : VHOH

Fig.5. 8: lllustrating navigation strategy based on directed links between class noc
contrasts the structured sequence in Fig. 5.1.

While theFigure 5.6reflects a model of the TBox definition, it does not reflect the

sequence of the SQL learning structur&igure 5.1 e.qg.
XSGDWH : GHOHWH : XQLRQ

which implies that: withupdateasdesired_Conceppreassessent is onthe delete

and thaunionconceptsin ABox assertion for ontologiesdpre-assessment, it should
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follow the order of the specified curriculum, like the navigation of the Figure 5.7. But
not with the gap of a missing concept as in
XSGDWH : LQVHUW : VHOHFW

where the delete concept is nonoected in that order. Whileem 1, in the Figure
5.7, is of thePre_ Assessmery Immediate Prerequisit€lassstrategy others are of

thePre_Assessmeriy Multiple PrerequisiteClasssas outlined in Chapter 4.

Every parent class node has its leaf nodes.iigetconcept for instance, has its leaf
node concepts named assertValueandinsertSelectThese are the unit of lessons in
which SQL skills are tested to ascertain whether there is a gap in learnorg bef
proceeding to thensertconcept. As defined in the TBox,

all leaf nodes have their respective literals, which arguizes answesandurl data
that are specified with thBasQuizhasAnwseandhasContentelations, respectively.
The LeafNocek axiom is then explicitly expanded in Figure 5The literals (quiz
answerandurl) in rectangular shapes a&ringdata values that are used for the-pre
assessment, release of learning materials, and foragem communication in the
MAS.

Fig.5. 9: The insert class example with its leaf node and literal (or data) nodes.
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The quizandanswerliterals are beliefs initialised in the BB of the agagBupport

the agent that prassesses students, take decisions on their answer responses to
quizzes, and communicates thassor fail predicate decision statement to the agent
agModelling(the classifiel) for classification. The classification process which is the
categorisation of student learning and recommendation of appropriate learning
material(s) was represented finst order logic(FOL) formulasas the process of

reasoning by thelassifieragent in Chapter 4.

5.5 Ontology Building Tools: Jena APl andProtéegée

Ontology Editor

An ontology is a description of things and their relationsiipsiber 1993; 1995)
Ontology is a way of organising and representing knowletige.preceding sections

of this chapter has defined, and analysed a SQL learning sguthis section thus
presents the use of Jena ontology API and the Protégé ontology editor in building
ontologies. After the ontology construction, the OWL (web ontology language)
ontology is parsed in Jena RDF API to show the compatibility of OWL andKRF

It is pertinent to state that the purposendg to queryontology repository such as
Protégé or Jena ontology models, but to amongst other objectives desiobjibet

predicate, objectormat for FOL representation.

5.5.1 Constructing ontologies n Jena API

RDF is a graph database. RDF defines resources as connected graphsubjieir
predicate objectform. A class gubjector objec) and relation (i.epredicatg are all
resources in RDF.

From the ontology models (i.Bigure5.3, 5.4 or 5.5), let us consider a crgsstion
of class concepts that comprisBelete Insert and Selectand their relations to
illustrate an RDF ontology model. Using TURTLE as thgatisyntax in Jena (Fig.
5.10), the output shows thdeletehas aCLASS relation withinsert and a ROLE
property or relation witldeleteWhereand deleteSelectThen Insert that also have a
CLASS relation with Select, and a ROLE relation withertWhereandinsertSelect
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RDF data structure does not support unary pageicelation. But aet of triple that is

expressed as logical formulp&, b)(seeChapter 3.

<delete> <http://www.w3.0rg/2001/vcard - rdf/3.0#CLASS> <insert> ;
<http://www.w3.0rg/2001/vcard - rdf/3.0#ROLE>
"delete :KHUH’ delete Select".
<insert> <http://www.w3.0rg/2001/vcard - rdf/3.0#CLASS>  <select>;
<http://www.w3.0rg/2001/vcard - rdf/3.0#ROLE>

"inser tWhere" , "insertSelect" .

<select> <http://www.w3.0rg/2001/vcard - rdf/3.0#ROLE>
"selectOrde rBy" , "selectDistinct", "selectAll", selectWhere".

Fig.5.10: Jena ontology rendered in Turtle syntax.

5.5.2 Protégé Ontology Tool

Like Jena, Protégé ontology editor constructs and renders ontology in different output
syntax. An example is the RDF/XML syntax. Using the same eston of class
concepts that comprise tBelete InsertandSelect;Protégé, an OWL tool is used to

visualise the classes and their relatiofig).(5.11).

In furtherance, to establish the backward compatibility of OWL syntax to RDF, the
OWL ontology rendered in RDF/XML format is parsed in Jena using the Turtle format.

Fig.5.11: A crosssection of the concept®ELETE INSERT andSELECTin structured of Figure 5.1.
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Ontologies rendered in RDF/XML or OWL/XML are in their fully qualified URI
(universal resource identifier). But in parsing the OWL file in Jena, TURTLE syntax
also output the ontology only in their given resource names, with additional

information such athe owl:class and arrdfs:subclassofelation (Fig.5.12).

Fig.5. 12: Protégé OWL ontology using Turtle syntax from Jena API.

For instancethe statement

sinsert a owl:Class ; rdfs:subClassOf :delete .
is a class to clagglation that statesnsert  is an owl class andby therdfs
property it is an subclass  of delete . This class to class relation also
applies to other class concepts in the learning structure (Fig. 5.1). Similarly, in the

following statement

:deleteSelect a owl:Class ; rdfs:subClassOf :delete .

thedeleteSelect concepis anowl class  and asubclass of thedelete

conceptln the TBox Fig.5.2) the leaf node is defined as a subclass of a class concept,
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but not amongst thererequisite€Conceptdhat has th@asPrerequisit@roperty.In the

OWL ontology the relationship between classes is established with the
hasPrerequisite property, and that of a class node to leaf node bhas&B
property. ThehasPrerequisite and haskB relations areObjectProperty

( Horridge et al. 2001 relations that have their respeahge anddomain concepts
listed alongsidén the illustrated TURTLE syntax (Fig. 5.12)

Fig.5. 13 A Regular SQL ontology

Having semantically analysed different ontology models from the TBox definition and
ABox assertions, the FOL representation of knowledge for thasd®ssment System
(agents) given the ABox assertion in the hierarchy of the SQL learning structure (Fig.
5.1) is stated as follows (Fig. 5.13¥hich is a representation for a regular ontology
i.e. an ontology with equal number of leaf nodes per parent class arossology
treewith every statement annotated wjigmt(sql)] as SQL ontologyin the following
section, the prassessment System is presented with its agamts CArtAgo

environment
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5.6 The Pre-assessment System

The Preassessment Systemasnultiagent system (MAS) of five component agents

The agent oriented programming (AOP) language famfdementation islason a

variant ofAgentSpealkanguage.The choice is based on the analysis in Chapter 3 that

JasonAgentSpeals a

f first-order logic (FOL) knowledge representation languagéth beliefs in

Prolog-like data structure; and

f supportsspeech acts based in@gent communication using performatives or

communicative acts.

Jasonis a reactiveAOP language. Thus, thedPassessment Systdmalso areactive

MAS. The Re-assessment Systeobtains percepts from the student (environment)

with CArtAgO: the reactive interface, and communicates all percepts for the pre
DVVHVVPHQW DQG FODVYV sthtedf RENING TheRagewts\oKtlereQ WV [ W L
assessmer@ystemasconfiguredin Jason AgentSpeak language strewnas follows

in Figure5.14:

f

Agentaglinterface The agent that creates the CArtAgO artifact and observes

it.

AgentagSupport The agent that pf®@ VVHVVHY VWXGHQWVY NQRZ(
either apassor afail decision.

AgentagModelling 7KH DJHQW WKDW FODVVLILHVY VWXGHQ
its classification rules to theassor fail decision messages received.

AgentagModel The agent that keeps persistent beliefs of aHassessment

activities.

AgentagMaterial: The agent thatecommends leang materials.

As indicated in Chapter 2, thefive cooperative agents are comparable to the

integratedmulti-part components of a recommender systemis jglabrouk, Gaou &
Rtili (2017); or the Padayache€2002) Classical Four ModeTS architecture and

micro-society of agentfor solving a problenrespectivelyThe five agents and their

functions were first identified and specified at tAechitectural Designphase in

Chapter4 (e.g. Figures 4.5, 4.6, and 4.7) along with their rgbescepts, actions,

messages, and plans specified afibtiled Desigrphase in Figures 4.11 to 4.16.
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Fig.5.14: Snapshot of Agents creation and configuration in the Pre_asssessment MAS Project in Jason.

5.6.1 CArtAgO + Jason

Firstly, in Figure 5.14, the MAS project is declared to run on @eatralised
infrastructure of Jason. This infrastructure as stated in Chapter 3 enables Jason agents
to run on a local machine. The
environment: c4jason.CartagoEnvironment
is a declaration of a default workspace environment, meant for the aagjaterface
in the following declaration:
aglnterface agentArchClass c4jason.CAgentArch
to create theCArtAgO (Ricci, Piunti, Viroli, 201} environment for percept
observation at # start of the Prassessment MAS. This class idasonlibrary file
that can be assigned to agsito construct a CArtAgO environmenAlso configured
are the
1) cartago.jarandc4jason.jarlibraries in the declared class path;

2) c4djason.Environmerds he enviroment declaration.

These files are requiddor the MAS to work within the CArtAgO environmenthe
Jasoninfrastructure selected to run the MAS is @entralisednfrastructure, andhie

Student beliefBaseClass Jason.bb.TextPersistentBB

is a text persistent belief base (BB) for the agent agModel (student) to permanently
keep the prassessment activities of studenithie IDE (integrated development
environment)used for developing thereassessment System is fB&lit for coding

or progamming agents idason.
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5.7 The Pre-assessment System Environment

In Monette (202) model of designing an interactive agent system for human learning
the system comprises four components, namely:
f Environmentwhich implies aset of students
f Sensorwhich is thekeyboard
f Actuator which implies thescreen displaye.g. exercises, suggestions and
corrections);
f performance measutbat evaluates/ XGHQW TV VFRUH

Based on the Monette (2014)igure5.15 presents thaescription of the facilitieg
thePreassessmeiMAS environmentThe environment of the Pigssessment System

is a partially observableenvironment (Wang, 2014). According to Wang,
environments where agent are not directly situated are partially observable to the
agent. In the Monett€014) model for the design of an interactive tutor, students and
school are prescribed as an agent environnidrg Sensoifacility is enabled by the
CArtAgO workspace artifact for the MAIS obsere events that are external to it. The
observable eventsatext-basedSQL topics i.e. desired concept of students and their
SQL answer queries, where the answers (correct and incorrect SQL queries) are open
ended inputérom the keyboardlrheactuatorsare the output screémwhichanagent

can display informigon to the environment, and thegerformance measuris the
DFFXUDWH FODVVLILFDWLRQ RI VWXGHQWVY 64/ NQRZC

Fig.5. 15: Facility of the Preassessment System Agent (Based on Monette, 2014)
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The Monette (2014) model emphasises the Russel & Norvig (2010) Structure of
Simple Reflex Agent by specifying the facilities that constitutes an agent based
V\V W ehRifbmentsensorsandactuators

5.8 Programming CArtAgO for Open-Ended Percepts
An agent can be reactive (Wooldridge & Jennii§95 Chin et al. 2014see Chapter

3): from the context of action and reacti@gentscontinuously perceive inputs from

their environment. In this view, agent activiti?e both perception and action. The
Preassessment System isVartical (one pass)Architecturesuch that the percept
received by an agent at the interface is communicated from agent to agent across the
MAS. Each agent is programmed with individual plans to carry out some specific
functions in the process of pessessment. From amongst its plansagent selects

the plan whose placontextsatisfies the incoming percept(s), and react subsequently
to the actions in the body of plan.

The Preassessment Systeruses CArtAgO to observe desired concept and
corresponding SQlanswerqueriesto quizzesas perceptsfrom a realtime student
Agents perceive events through sensors as collectors of environment stimuli. In
CArtAgO, sensors are program structures provided in the infrastructure that agents can
create, and uskr directing information flow(Ricci, Viroli & Omicini; 2006). The
getObsProperty(Ricci, Viroli & Omicini; 2006) (Fig. 5.16) in CArtAgOis the
computational function in which an agent can perceive and take action that could
change its belief and the beliefs of other agehte sensors usad CArtAgO for

obtaining inputperceptsare objeciriented programming methods in Java.

In this work, CArtAgO was configured and assignedh® agentginterface As a
goal,the agenaglinterfacewvould create artifact and monitor its states. Giveridbas
function Piunti, Ricci, Boissier & Hubner, 20093gentaginterface iscommitted to
the long term activity of observation of that environmeee(full listings irAppendix
C.2.2). The base artifaatlassprovides basic functionalities to link GUI events to the
artifact operationsFigure 5.5 shows a snapshot definition of tistring type of
perceptobservablen the MAS
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Fig.5.16: A Slice of the Java Code that g&tsrcept through human interaction in CArtA

5.9The Agents of thePre-assessmenBystem

In the following sections, a detailed description and functions of the component agent

of the preassessment system is presented.

5.9.1 Agentaginterfaceand Percept Observation

In this system, the ageagInterfacecreateshe GUI using the PreassessmentGUI class
that extends the GUIArtifact (Fig. 5.1@nd doserves thalynamic user inputdn
Figure 518, the firstplanwith the triggering everitreate_guis the agent aginterface
achievemengoal to create thartifact at thestart of the MAS Theadoption of this
goalresults in the creation of the GUI text interfat®wnin Figure 519.

Subsequently, the second plan with the triggering emesitie(V)is the agent sensor,
and in itsplancontextis a number of selective inputs that are expected to be entered
from the artifact text area. Thisontextis a pre-condition that contains the SQL
learning concepts that must be submitted or satisfied befot®thf that plan can

be executed, in this case to communicatepeeptto the agentagSupport For
example, when agemigSupportreceives a desired concept, it releases a quiz of the
prerequisite concept.

On the third plan with same triggering evertlue(V)like the second plan, the agent
does not expect a null or empty inputS&ingdata type must be entered for the plan
to be executed as defined in tAreassessmentGldlass. Thes&tringsare both the

SQL concepts and their respective SQL ceeeto prerequisite assessments.
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Fig.5.17: Snapshot of the PreassessmentGUI CArtAgO Artifact

Fig.5. 18: A slice of Jason plans that creates observable artifact and peoceptunication
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Fig.5. 19 CArtAgO artifact for Agent Percept and User Interaction. With overlapping MAS output or
display console. The output console prompts the user for inputs when the MAS ig(&hitad/enma,
Beer & Crawther, 2015a)

5.9.2 AgentagModellingand Classification

The agenagModellingis theClassifieragent of this systems specified with the PDT
systems design in Chapter@assification in the context of this work is the reasoning
over the aggregate of decision messages from the agSpportafter pre
assessment for the accurate and selective categorisation of students for learning
materials. These messages are thosgigated with thelesiredConceptD>, passed

<P> orfailed <F> parameters as prescribed in tBeident Mode(Chapter 4)For

every preassessmerjuiz carried out by the ageagSupportlike the humareacher)

on a studentthe classifier agent is alwaypdatedo begin the process oéasoning

over the messages based on the FOLcpralition statements in its plaontext In

Jason, the format for adopting the plan, classifying, and making recommendation for

learning material is stated é@himwenma, Bee& Crowther, 20164a)

+lrecommend_material : set_of profile_parameters

<-recommended_material.

where+!recommend_materiakepresents the triggering nsagje from the seedagent

agSupportwith atell  performative set_of_profile_parameterghe preconditions
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that are matched with every updated beliefs receivedtbil performative, and the
recommended_materials themessage content with @thieveperformative to the
learning materiahgentagMaterialto be comritted to achieving and releasing URL

materials.

f One vs. All Multiple Classification
Classification as stated in Chapter 2 is predicting the correct class of an object or data
after the data goes through a classified@&jkin & Klautau, 2004; Marsland2014).
In this research, each student skills data is proposed to belong to a single class
GHSHQGLQJ RQ WKH VWXGHQWYVY GHVLUHGB&RQFHSW I
One vs. All classification refers to the agagModellingaction of matching theules
in a plancontextwith beliefs and selecting@an from amongstthe number of plans
to classify a studenthat is, the agertecides aingle accurate classmidrecommend
suitable learning materiaThis isafter a collection of decisiostatement®f many
observationsg.g.answer activitiesirom a sender agenthen thestudent is presented
what to learn at the end of the fassessment sessidihe agenagModellinghas a
number offirst-orderpredicate(passedr failed) rules that are based on the number
of leaf nodes under a desired concept.
As mentioned earlier, two pr@&ssessment strategies have been identified given the pre
assessment mechanism @hapter 4:the pre-assessment by immediatext
prerequisiteclassis supported byhe educational theory @hunking(Casteel, 1988;
Anderson, 2008as discusseth Chapter 2With a regular ontology structure, the pre
assessment system was implemented. On observing the DELETE desired concept, a
slice of the rules or plartbat classifies students are given in Figure 5.20. The literals
LQ WKH SUHGLFDWH VWDWHPHQWY DUH LQ QDWXUDO ¢

performance on the leaf nodesertSelecandinsertValueconcepts.

The classifier agerdgModellinghas no initial beliefs. But updated beliefs that are
communicated by the ageagSupport From aggregated beliefs, plaontextis

matched and the plan selected. The updated beliefs are an accumulation of <D>, <P>,

and <F> predicate statements in the cdt RI D VWXGHQWIV HQJDJHF
MAS. They correspond (as shown in Figure 5.20) to dk&), p(Nx) and f(Ny)

predicate combinations in theL rules formulated ifChapter4, section 4.

126



Chapter 5 A SQL Ontology and The Pre -assessment System

Fig.5. 20: Agent plans based on the derivE@L syntax specified in Chapter 4 for classification of
student knowledge on th2ELETEdesired concept

This set of rules can be explained further using,the 7 + ( 1statement as conditien
action rule as indicated in Retls& Norvig (2010) simple reflex agent. Tipassedr

failed predicates of a FOL statement are categorical features for classification that is
decided by the ageafgSupport All the agentigModellingdoes is to take the inputs

and decide which of the mber of classes (called classedy Marsland, 2014) the
students belongs to. Thusa set ofpercepts or inpudttributes are all passed (e.g.
label@d2) then the student ha®sitive abilityto learn his desired concephat is the
delete That is,

IF
GHVLUHGB&RQFHSW SGHOHWH’

& passed 37KH VWXGHQW KDV S D iviséH @thwetekt TXHVWLRQ~
& passed 37KH VWXGHQW KD VirSé&twiHaue guestion

THEN
Delete URL
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But if the setof inputis a mix of both Passed and <ailed> (e.g. label@d2 then it

is partial ability. The studenkearrs the failed concephsert_value:

IF
GHVLUHGB&RQFHSW 3GHOHWH’
& passed 37KH VWXGHQW KDV S D M3aér @thWekekt TXHVWLRQ’
& failed 37TKH VWXGHQW KDV 12 Insewiti valbe question

THEN
insert_value URL

But if the set is a mix of bothfailed> and pas®d> (e.g. label@d3 in reversed order

to @d2 then it is also partial ability. The student learns the failed concept

insert_select:

GHVLUHGB&RQFHSW 3GHOHWH"
& failed 37KH VWXGHQW KDV 127 S Ingerthith asécH TXHVWLRQ’
& passed 37KH VWXGHQW KD VirSétwWirH/&ue question

THEN
insert_select URL

But if the set are allfailed> predicatege.g. label@d4) then the student haggative
ability. Then the student learns all the failed concepert_select, and

insert_value as shown below:

GHVLUHGB&RQFHSW 3GHOHWH’
& failed 37KH VWXGHQW KDV S D ivisér @athvwetekt TXHVWLRQ’
& failed 37KH VWXGHQW KDV 12 insebwitll valbe guestion
THEN
insert_select URL, insert_value URL

On the preassessment system, all the set of predicate indhtextpart of the agent

plan corresponds to the student behaviblaticed that the parameteb> is part of

all the predicate claus@sthe classification placontext The parameter, as part of the
GHFLVLRQ FODXVHV LGHQWLILHY D VWXGHQWYV GHVLI!
nodes connected to the desired condeplason, at the fulfilment of these conditions

(theifs), thetriggering_events adopted for the execution of the plzody.
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From the foregoing analysis, the process ofitipeit communicatiorclassificationin
the PreassessmentyStem MAS is presented in Figure 5.21

Fig.5. 21: Inputs, communication and classification in the multiagentaBeessment System. Inputs
are serial, as students reaction to the System.

where thecommunicatiorclassificationstages are representedhggunction that is

further broken down into a seriat asynchronous process of communication between
agents irFigure 5.22. This mirrors thenepass vertical architectur@Chinet al.2014)

of agents such that the agexfinterfaceobtains the sensor input, communicate the
input as messages through from agent to agent that all along the way performed their
roles according to design, and finally to the effector agent that releases the URL links
to the studentThe three agents in Rige 5.22 are reactive agents with individualised
plans represented in decision symbols: that represents agent plans that are triggered
based on the percept received from incoming messages. The triggered plan is
dependent on the plaiontextthat is satiskd. The end of a prassessment session is

at the time the ontology agesxyMaterialreleases learning material(s).

Fig.5.22 One vs. All Multiple ClassificatiofEhimwenma, Beer & Crowther, 2016a)

Rules representatiorfplan contexj are beliefs about the state of the world (student

learning. In communication, the agents are reactive and they use deliberation as a
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means to an endDeliberation here, involves (usually systematic) exploration of
alternative courses of aoh (Logan, 2014). The input becomes beliefs that are
matched with preonditions for plan selection. The output of one agent behaviour
becomes the input of another agent. In other words, there is a condition(s) match of
the representation of current stateprevious percept or message; and each agent
output is a predicate statement to the next agent.

5.9.3 AgentagModeland Student History

The agenagModelis theStudentDJHQW W LV WKH DJHQW WKDW NHF
pre-assessment historyhis history is comprised of th@esired concepkD> and

answers <V>to everyquestion This parameter informatias alsocommunicated by

the agentgSupportafter every preassessment activitynd are persistently stored in

the agentagModeltext databaseasing the JasomextPersistentBElass. The stored
informationis PHDQW IRU WKH FRXUVH WXWRU WR PRQLWR
technical difficulties in their SQL query constructs. FiguZ8illustrates some of the

information stored in the texiathbase.

Fig.5. 23: A snapshot of the agent agModel (studd#it)d Inspectiorof updated beliefs in Persistent
beliefs after some prassessments by the MAS.
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5.9.4 The AgentagSupportand Pre-assessment

This is theteacherthat preassessestudentsusingachievement goals for
questions retrieval from its beliefs. For instance, given that a desired congeqtetie
agSupporfirst enquires from the agent agMaterial whetherup@ateconcept exists
in the ontology with the messageeéFig. 5.29:
.send(agMaterial, askOne, hasPrerequisite(V, delete));

The agenagMaterialreplies back that thdpdateconcept has prerequisite deléftae
askOneperformative message does not updatebtief of a receiver agent. Instead,
it triggers the ageragMaterialto reply to the sender with the content requested. On
receipt of the replied message, the sender ag®aipportoelief is updated with the
new information. Based on the FOL logic infation that is now available to the agent
agSupportit then informs the student that the concept entered has a prerequisite in the
given code

suLQw 9 3KDV3UHUHTXLVLWH GHOHWH’

Thereafterachievement goal
«

lquizDeleteSelect(DeleteSelectQuiz).

+!quizDeleteSelect(DeleteSelectQuiz):quizDeleteSelect(Delete SelectQuiz)

<- K«

as the next intention in the plan is adoptadth the condition that the
quizDeleteSelect(DeleteSelectQuiz) in the plancontextsexists in the
agent BBthen the body of the plas executed

In the body of the plardateandtime are stamped to every activity of students. This
is from the stage of the desired concept to the stage of the materials recommended for
learning. The essence of this is to record time lapse on everyievaler to make
comparison with the outcome of passessment. Then the desired concept is sent to
the agenagModelling(theclassifiel). Afterwards, the quiz of the first or left most leaf
node to the delete concept ideleteSeleds released to thstudentKig. 5.24). As
shown in the DL definition anth Figure 5.9, every leafnode has a corresponding
guestion. On receipt of the quiz, the student enters his answer. Theag§epport
receives the answer from the ageglinterface and sends an amer to agent
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agModelling At this stage the student is assessed on the answer and informed of the

outcome.

Fig.5. 24: Agent achievement goal for retrieving and displayingdbleteSelect quiz from BB.

For a passed assessment, this the plan behaviour of the agent assessment, feedback
and communication of the decision procdsig.(5.25). The agent takes decisions on

the answers received fromglnterfaceand communicate thgassedr failed decisions
staements, including feedbacks to students. Thereafter the quiz of the next leaf node
of the delete concept i.eleleteWheras released by agemstgSupportthrough the
adoption of the next ageachievemengoal. In the process of pessessment, the
agentagSupportusesachievemengoals within plans to navigate from question to
question in its beliefs. At every stage of jassessment, the ageragModelling
(classifier)andagModel(or student)are directly communicate@eeFig.5.25. This
implementatiorhas been with two leaf nodes per class node based on the principle of
Chunking(Casteel, 1988; Anderso2008).
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Fig.5. 25: Plan siapshofor a passed answer assessment, user feedback, communication and next quiz
display usef achievement goal by the agent agSupport

5.9.5 AgentagMaterial and Ontology

This is theagent that has the SQL ontological relation initialiseidi@snal knowledge

beliefs in FOLgroundfacts The agentake message perceptatches the concepts

every relatioras requested ardirected andretrieves the information or literal from

its BB. For example, aaskOnerequest from the agemigSupportthat confirms a
VWXGHQWYV GHVLUHG FRQFHSW ZKH QoMstkeRdaiyv HG D W
materials intheir URL (universalresourcdocator) At the end of a prassessment
sessionthe agent makes URL(s) available to studégtsnatching a placontextto

the achieve performative messages directed (adirective Searle, 1959) by the
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classfier agent? after the student is classified. AgkOneperformative fromagent
agSupportand theachieveperformative from agenagModellingis an order that
commits the agentagMaterial to the message content. The content of these
performatives were sucssfully executed by the ageagMaterial In the agent

beliefs,groundfacts are represented in F@k

class to claswith hasPrerequisiteelation;

class to leaf nodes (subclags)h hasKBrelation;

~N ~h %

leaf node to data values witlasContentelation;
f class to class witlsPrerequisiteOfelation
as defined in the SQL TBox.

The propertiehasPrerequisiteand hasKBrelationsare theObjectProperty, andthe
hasContenta DataProperty as in Protégé (Horridget al. 2004). The Figure 5.26
present a snapshot of a plan with tiasKBpredicate e.g.

+'has_KB(delete, deleteSelect)
that is adopted by the ageagMaterial when the sending ageaggModelling has
concluded classification. Every plan in the agegilaterialis for recommendation of

learningcontent to direct a suitable level(s) of learning material for student.

Fig.5. 26: Adoption of a haskKB predicate relation, and content query from BB higsContent
test goal in a plan.

The agenagModellinguses thdasPrerequisit®r hasKBpredicate in its message
At the receipt and adoption of the plan with this message as the triggering event, the
agentagMaterialuses a test goal given in the form

?hasConterk, y)
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to query its BB 6r the release of learning material. TiesContentlata property

relation is suffixed withText such as:
?hasContentText(updateWhere, UW_textURL)[o(sql)];
to depicts the type of learning material on the URKs.

5.10Summary of Chapter

One of the objectives of this systamto unravel gaps in students learning and to
adequately support them to fiti the gaps. The failure of any prerequisite concept
when a student intends to learn a top or higher concept means a gap in his learning.
This Chapter has presented thgplementation of th@reassessment System aitsl

SQL ontology learning structure towards the objective of identifying gaps in learning.
Given Maedche & Staab (2001x&ple [C, R, F, A, I], the SQL ontology was defined
usingformal conceptsFirstly, the SQL ontology was defined with a description logic
TBox terminology and ABox assertion. While the TBox described the terms and
relations in the SQL domain ontology, the ABox asserted the individual members. The
terms in the Box were analysed and different ontology models were constructed
JLYHQ WKH UROH RU UHODWLRQ WKH FRQVWUDLQW
specified for leaf nodes. But since learning is sequential, the linear model was adopted
for implementation. fie linear model has r@egular model as well as aonregular
ontology model. In furtherance, the chapter demonstrated the classes and relations
using the Jena API ontology model and Protégé ontology illustrations, and then parse
the Protégé OWL ontology Jena (an RDF API) to observe: 1) the OWL class to
class relation, 2) OWL class to rdfs subclass relation, 3) the object properties that exists
betweenrdfs domain and range in TURTLE syntax in order to capture OWL
expressiveness over RDF(S). TURTLE autpontology listings irconceptdgiven

names, and not in their fully qualified URI namespaces such as in RDF/OWL or
OWL/XML syntax. Based ornF R Q F ldi%wW nafnes and their property, fimter

logic (FOL) representation was used to specify agentfbetieground facts in a
system that has been implemented in Jason AOP. The chapter then presented the Pre
assessment System, and its detailed structure as specified with the PDT AUML tool in
Chapter 4. This covered the agents, their functions or roleeisystemCArtAgO

and percept observation, agent localised or internal knowledge base in FOL, and inter
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agent communication of ontological knowledge. As presented in Chapter 4, two
strategies of prassessment were identified given the-&8sessment Meahism.

This chapter has implemented and tested the stratqgg-aksessment by immediate
prerequisite classand its classification process. While the results of this
implementation and evaluation shall be presented in Chaptit&i)s of the pre-
assessment by multiple prerequisite claggessecond strategy) shall be presented in
Chapter 7.
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Chapter 6

System Evaluation, Results and

Analysis of Data

6. Introduction

Chapter 5 started by introducing the learning structure of the SQL domain of this
thesis. Using a description logic language, the concepts of the SQL ontology and inter
concept relationships was defined with a minimum cardinality specificafidwo
leafnodes per parent class. From the various ontology model analysis given the TBox
definition, this research adopted the linear model as the optimum model for
implementation on the Py@ssessment System. This is to allow students to progress
gradwally from one level of préearning to the next without missing any concept.
Based on the linear model, beliefs or facts representation wofist logic (FOL) and
speech acts (performatives) based Haigent communication in the Passessment
Systemwas implemented using Jason AgentSpeak language. Afterwards, the System
was evaluatefbr fithessof-purpose which is, toidentify gaps L Q V W Xe@riir@ W V 1
Thus, thisChapter6 presents the evaluation of tireassessmentyStem,the data
collected and thanalysis ofthe data This includesstudents'skills data and their
experiential feedback after their ppgsessment exercis€rom the resultshe data

on students' redglme engagement with the Passessment System reflestadH Q W V
understanding of SQL queries. In thest preassessmerdata which is qualitative,
students expressed their thoughts through questionnaire that was administered via the
SurveyMonkey (2017)
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6.1 Sampling Technique

This section presents the processamplingin the survey andhe collection of data
in the research.

f Population: The population of the study is SQL/database students. This is
because the content of learning of the #&sessment SystasSQL. With the
identified population sample, éhsystem can be effectively evaluated for
fitness of purpose andesults validation given thatthe population are

participants in the learning domain.

f Sampling Frame: The sampling frame amatabasetudens of the Seffield
Hallam University. Theis comprised oftudentsthat are in their first year
undergraduatesecond yeaundergraduate courserough to Maste$ degree
level. They are students that haggher studieddatabase modules in their

recent past or in their current learning

f Sampling Method: The methoddf samplingused forthechonpopulation is
the random sampling technique. Firstly, after consulting with the lecturers in
chargeof the databases coursemails werghensent out via the&heffield
Hallam University Blackboardite to requestor volunteer participants the
study Apart from the use of emails, the course lecturers also candidly
announcedn the classrooms to remireludentsof participation. Due to the
imbalance of demographic representationhsas ethnicity inthe database
modules demographic data wéater dropped foconsideation inthe study.

f Sample SizeAll the students who volunteered for the stadgotook part in
the survey which is about thdentification of learning gaps studentsSQL
query sklIs. The sample sizef 7 studentghat volunteered for the survey and
their coursedistributionin a survey that was conducted over fagademic

samestes isshownin TABLE 6.1
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TABLE 6. 1: SAMPLE SIZE OF VOLUNTEERS AND RECRUITMENT

RECORDS
S/N | SemesterAcademic Year| No. of Participants
Semester 1, 2014/15 2

Semester 2, 2014/15

Semester 1, 2015/16

Semester 1, 2016/17
TOTAL

YN s

N W O N

6.2 Experimental Setup
This section presents the different stages oPteDVVHVVPHQW 6\VWHP{V H

exercise and the data collated in tables after analysis.

6.21 Recruitment for Evaluation Exercise

SQL is one of the technical fields of programming in computing science. It can be
tricky to learn and easily forgotterinen learnedAs described in Chapter hd skills

in SQL are challenging and studeh&ve many difficulties learning theritrovic
1998) In Prior (2003)it was ascertained after their experimentation thatehming

and rmastering of thes€SQL) skills is a difficult processhat requires considerable
amount ofpractice and effort on the part of studeRtrior (2003) stated is not eafey
students.Therefore, to ease the difficulty in the learning of SQL, strategies that
supports the best learning practieasconsidered. This further informed the choice of
our linearontology moded of SQL concepts implementation in batclielsunk$ and
classbyclass in a simpléo-complex orderThis isto model learning path and megce

for students to succeed

So having developed theySem to test SQL previous knowledge gaps or gains,
sessions were organisddr testing the focus groupcomputing students thathe

taken modules in Databases. As students that have previous knowledge of SQL, it was
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believed that students have the capability to holistically evaluate the dgsteidress
their learning needs in the domain of SQWith the necessary requirementstioé
Research Ethics standaramset, calls for volunteeparticipants were made for the
evaluation of the system to:
f PreDVVHVV VWXGHQWVY VNLOOV LQ WKH GRPDLQ F
system has been developed).
f Evaluae the systen ¥itness for purpose i.e. test of the underlying-pre
assesment mechanism, accurate classificatioteragent communication and

overall system design goal.

6.2.2 Student Consent and LesonPlan

As part of standar®esearclEthicsprocedure, &£onsent Fam was designed for the
VWXG\ LQ RUGHU WR REWDLQ WKsteSdpeéhklE; BE&DWLQJ V\
consent form As a duly conceived teachibgarning session, leecture Planwas also

designed. This was to guide students through theiagsesment exercise.

Students were acquainted at the beginning of theagsessment sessions with the
objectives of the test exercidavhich was to identify gaps in previously learrQL
knowledge. Students were informed ththe session was not formal facuty
examnation Rather it was aesearch survey of a ulti-agent Based SQL PRre
assessment System developed to assist the learning of SQL. As such there was the
need to have some independent body (like thestudents in Databaser SQL) that

could evaluaVH WKH V\VWHPY{V IXQFWLRQakefdeddbatk)toRhé¢P D Q FH
researcherThe essence is to support the learningtaadhing of SQLIn doing so,

that their personal data or information obtained would not be divulged in any form.

In addition,the students were informed thdty no meanswere they compelled to
participate in the exercise. They could accept to continue or opt out of the research
exercise at any moment. However, their participation in the evaluation exercise was
highly solicitedand important to the study. On those grounds, the students gave and
signed thai Consent, and the Lecture Plavere handed out to them for the
commencement of their passessment exercise.

Furthermore, it was explained that the objective of the sysw@srtavfind out whether

gaps exist in their SQL knowledge. That when they [students] enter a topic (among a
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list of topics on the system) that they intend to learn, the system would present to them
some questions on the prerequisites to the topic thatmeed: To ascertain whether

the students are ready for the new topic timgndedto learn or whether there are
previously learned modules that needed to be revisited. Finally, that, while they would
engage the Prassessment System, the answers tha¢ weavided would be logged
inthe sys¢m IRU WKH UHVHDUFKHUVY UHYLHZ

6.3 Pre-assessmengkills Data Collection and Analysis

The preassessment exercise took place in diffeemademic sessions as shown in
TABLE 6.1. As students worked on the systeneytrequally got feedback from the
System, their correct query constructs were adjudgedssedand the incorrect ones

asnot passedi.e. failed).

Recall that in Chapters 4 and 5, the-pssessment System also keep the history of
VW X G H QW Vifub treibllovingvareekdmpleof the preassessed data stored
permanently by the ageagModel(student) in the systencdgmplete data in
Appendix A, ALt

f ExampleDatal

The
desired_Concept("INSERT, date(2017 -1-26), time(12 -10-
23)")[source(agSupport)].

is theINSERTdesiredconcept entered by the student, and

quizSelectWhere("What query statement will return the player

number and address of each player living in Stratford? HINT:

order of address: STREET, HOUSENO, FOSTCODE., date(2017 - 1- 26),
time(12 - 10- 23)")[source(agSupport)].

the quiz of SELECTWHERE, the firstleaf nodeprerequisite to INSERTand
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responseToSelectWhere("SELECT PLAYERNO, STREET , HOUSENO,
POSTCODE, date(2017 -1-26), time(12 - 13-
54)")[source(agSupport)].

thestudent response to thaiz of SELECT WHERE, then

failed("The student has NOT passed the SELEC T..WHERE
guestion., date(2017 - 1- 26), time(12 -13-
4)")[source(agSupport)].

which is the failed predicate decision $tament after assessment by the agent
agSupport The message that is also sent to the agghtodelling(classifier). This
message is followed by the next quiz

quizSelectAll("State the SQL query that will output all the
data in TENNIS_TEAMS?, date(2017 - 1- 26), time(12 -13-
54)")[source(agSupport)].

is thequiz of SELECT ALL, the second leaf node prerequisite to INSERT. Then
responseToSelectAll("SELECT PLAYERNO, STREET , HOUSENO,

POSTCODE, date(2017 - 1- 26), time(12 -13-
59)")[source(agSupport)].

which isthe student response to tlygliz of SELECT ALL, and then the

failed("The student has NOT passed the S ELECT_ALL question.,
date(2017 - 1- 26), time(12 - 13- 59)")[source(agSupport)].

which isthefailed predicate decision statement that is also a message sent to the

agentagModelling(classifier).

After accumulating the twofailed predicate decision statements, the agent
agModelling (classifier) classified the student for learning by sendingameve
performative message to the agagMaterialas specified with the Prometheus PDT
design tool in Chapter 4. The agegiModelling(classifier) does this by matching the
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message content in their unary logic form to its array of plans, and triggeringuthe pl
whose plan context is selected before communicating the agkfaterialto release
the web URL link. This, the student placed on a browser to study thdatied

concepts in this case.

f ExampleData?2
In this pre-assessment

desired_Concept("UNION, date(2017 - 1-26),time(12 -42-
14)")[source(agSupport)].

is theUNION desiredconcept entered by a student, and

quizFullOuterJoin("Give, for each player, the player number,

the name and the penaltiees incurred by him or her; order the

result by player number. (HINT: you need to use OUTER JOIN),
date(2017 - 1- 26), time(12 - 42- 14)")[source(agSupport)].

the quiz ofFULL_OUTER_JOIN, the firskeaf nodeprerequisite taJNION; and

responseToFullOuterJoin("SELECT P.PLAYERNO, P.NAME,
PEN.AMOUNT, date(2017 -1-26) ,time(12 -59-
10)")[source(agSupport)].

thestudent response to thaiz of FULL_OUTER_JOIN, then

failed("The student has NOT passed the FULL_OUTER_JOIN
question., date( 2017 - 1- 26), time(12 - 59-
10)")[source(agSupport)].

which isthe failed predicate decien statement taken and as the message that is sent

to the agenagModelling(classifier). Then the next quiz

quizinnerJoin("For each player born after June 1920, find the
name and the penalty incurred by him or her? HINT: you need to
use INNER JOIN, dat e(2017 - 1- 26), time(12 - 59-
10)")[source(agSupport)].
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is thequiz of INNER_JOIN which is the second leaf node prerequisite to UNION.
Then

responseTolnnerJoin("SELECT P.PLAYERNO, P.NAME, PEN.AMOUNT
FROM TENNIS_PLAYERS P INNER JOIN TENNIS_PENALTIES PEN ON
P.PLAYERNO = PEN.PLAYERNO, date(2017 - 1- 26), time(13 -1-
19)")[source(agSupport)].

which isthe student response to INNER_JOIN, and then the

passed("The student has NOT passed the INNER_JOIN question.,
date(2017 - 1- 26), time(13 - 1- 19)")[source(agSupport)].

which isthe pas®dpredicate decision statement which is also a message to the agent
agModelling(classifier). In this presssessment, the student ofaljed one
prerequisite. Thus, the student was recommended to the Full_Outer_Join URL link

being thefailed concept.

f ExampleData3
In contrast t&Example lJandExample 2above, in Example 3, the two leafnode

prerequisites to the INSERT wpassedy the student when

desi red_Concept("INSERT, date(2015 -10- 16), time(11 -11-
47)") [source(agSupport)].

INSERT was entered as the desired concept. The prerequisite quiz

quizSelectWhere("What query statement will return the player

number and address of each player living in Stratford? HINT:

order of address: STREET, HOUSENO, POSTCODE., date(2015 - 10-
16), time(11 -11-47)") [source(agSupport)].

of SELECT_WHERE was displayed. The
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responseToSelect Where("SELECT STREET, HOUSENO, POSTCODE FROM
TENNIS_PLAYERS WHERE TOWN="Stratford";, date(2015 -10- 16),
time(11 -12-57)") [source(agSupport)].

was the response from tBident Then the student was assessed to haassed

pass ed("The student has passed the SELEC T...WHERE question.,
date(2015 - 10- 16), time(11 -12-57)") [source(agSupport)].

Thenthe next quiz
quizSelect All ("State the SQL query that will output all the
data in TENNIS_TEAMS?, date(2015 -10- 16), time(11 -12-
57)") [source(agSupport)].

of theSELECT ALL statementwasreleased, and the student responded with

responseToSelectAll("SELECT * FROM TENNIS_TEAMS;, date(2015 -
10- 16), time(11 - 13-51)") [source(agSupport)].

which is the correct answer 8ELECT ALL, and the student was also assessed to

have

pass ed("The student has passed the S ELECT_ALL question.,
date(2015 -10-16), time(11 - 13-51)") [source(agSupport)].

the SELECT_ALL prerequisite leafnode quiz. In this case, the student was

recommended to learn the desired concept hayaisgedhe prerequisite quizzes.

f ExampleData4
There wereoccasios after a desired concept wasteredandquiz releasedbecause
students spertheirtimetrying towork outther query statemestthe systen clocked

out. An exampleis,

desi red_Concept("INSERT, date(2015 - 10- 16), time(11 - 8-
32)") [source(agSupport)].
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then the quiz

quizSelectWhere("What query statement will return the player

number and address of each player living in Stratford? HINT:

order of address: STREET, HOUSENO, POSTCODE., date(2015 - 10-
16), time(11 -8-32)") [source(agSupport)].

that was not responded ta.such cases, students had to restart the MAS. For the
complete data set that was stored in the aggMiodelbelief basegeeAppendix A,

A.1). The TABLE 6.2 presents the data of the number of correct answers and that of
the incorrect answers enterede system by all 7 participants who took part in the

survey.

TABLE 6. 22 PERCENTAGE OF CORRECT AND INCORRECT PRE -

ASSESSMENT ANSWERS
No of Students Percentage (%) Correct Percentage (%) Incorrect
7 22. ™ 77.3%

In the TABLE 6.2 a total 0f22.7% (passedl correct answers were entered for queries
as against incorrectly answered queriés% (failed) preassessments, respectively

(seeChapter 7for breakdowi

6.4 Post Evaluation and Experiential Feedback Data
To JIDWKHU VWXGHQWV T S leRpeiiée Brothd EaRses¥mamtk H L U

System, a postvaluationsurvey was conducted through aitefm questionnairelhe
guestionnaire was designed by the researcher, and was vetted and validated by the
supervisoryteam as suitably adequate for the collection of the relevant data with
respect to the systefidesign andhe SQL domain of learningThe questionnaire
contained both structured and unstructured iteitis W structured itemthat can be

ticked and 6unstuctured itemsof openrended entrieshat requires short textual

responseThe TABLE 6.5 contains thestructured data of 11 items, while the Tables
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6.3, 64 and 6.6 +6.9 have the unstructured data entriesobtined from the

administered questionnaires SurveyMonkey (2017)

TABLE 6. 3: QUESTION 1. COURSE OF STUDY

Course Percentage (%)
BEng (Hons) Software Engineering 29%
MSc Database Professional 14%
Enterprise System Professional 14%
BSc Info Tech with BusinesStudies 43%
Total 100%

TABLE 6. 4: QUESTION 2. YEAR OF STUDY?

Year Percentage (%)
First Year 14.3%
Second Year 71.4%
Masters 14.3%
Total 100%

TABLE 6. 5: QUESTIONS 3 #13

Questions (Q) Strongly | Agreed | Undecided| Disagreed| Strongly
agreed disagreed

Q3: The system 14.29% 71.43%| 14.29%

was useful

Q4: The system
helped me to recall | 42.86% | 57.14%
my previous

knowledge

Q5: The system
supports the learnin| 28.57% | 57.14% | 14.29%
of SQL
Q6: I am not 14.29% 57.14% | 28.57%
familiar with SQL
Q7: The system

provided guidance 85.71% | 14.29%
to learning materials
Q8: The system has 57.14% | 14.29% 28.57%

a useable interface
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Q9: I understood
the purpose of the | 42.86% | 57.14%
system

Q10: The tutor was
helpful in 57.14% | 42.86%
introducing the
system

Q11: The tutor was
helpful in providing | 57.14% | 42.86%
assistance

Q12: 7TKH VHYV
organisation was a | 14.29% | 57.14% | 14.29% 14.29%
good learning
experience
Q13: The session 28.57% | 57.14% | 14.29%
was well organised

The followingTables6.6 6.9 presents the opeended responses from participants
of the Preassessment System and the ggsessment sessions:

TABLE 6. 6: QUESTION 14. WHAT WAS MOST INTERESTING ABOUT THE
SESSION'S ORGANISATION?
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TABLE 6. 7: QUESTION 15. WHAT WAS LEAST INTERESTING ABOUT THE
SESSION'S ORGANISATION?

TABLE 6. 8: QUESTION 16. WHAT IS MOST INTERESTING ABOUT THE
SQL SYSTEM?

TABLE 6. 9: QUESTION 17. WHAT WAS LEAST INTERESTING ABOUT THE
SQL SYSTEM?
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6.5 Summary of Chapter

ThePreasessment System has been evaluated, and data was collected in this chapter.
The data collected from a small sample size of 7 database students was presented. The
sample size is the number of participants that volunteered to partake in the survey. Of
no doubt, participant recruitment for the study has been a challenge. Nonetheless, from
the available sample size and system evaluation, it is found that the system has been
DEOH WR LGHQWLI\ JDSV LQ VWXGHQWVY 64/PleXHU\ FRC
assessment dynmediatePrerequisiteClassusing aregular ontologymodel of two

leaf nodes to a class nodeh@apter 5Fig. 5.3) that was implemented. The chapter also
presented the prassessment data and showed how students weesggesed as the
Sysem navigated from one leaf node concept to another underneath their desired
concept. Altogether, the data colied and analyed UHIOHFWYV VWOWGAH QW V] N
SQL query skills quantitative anas well agjualitativedataanalysisFrom the SQL
knowledgeor skills related data, the difficulty faced by a cross section of students have
been unravelled. This can enable the course tutor to meet the learning needs of
students. This knowledge data as presented conforms to Prior (2003) assertion that
SQL is not asy to learn and that students are faced with challenges and difficulties in
writing SQL queriesAt the end of the prassessment sessions, open ended views
were colected asfeedbackfrom students viaSurveyMonkeyThis was for the
elicitaton of facts dout their user gerience In next Chaptev, further discussion is
presented about the passessment data, andiitglications for the teaching of SQL

Also discussed is the strategyRrfe-assessment bMultiple PrerequisiteClasesas

well the proces involved in the development and operations of theaBsessment
System
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Discussions

7. Introduction
Theaim of this researclwas toidentify gaps inV W X G H Q W i $rderHdpb@deQ J

assistance in filling those gaps by pointing students to the materials of the concepts or

unit of lessons that they needed to know. To that effect, the agent basess&ssment

System was proposed and developed $e a classification approach that can
FDWHJRULVH VWXGHQWVY VNLOOV DQG UHFRPPHQG PD
LQ VWXGHQWVY OHDUQLQJ

In a formal school curriculume. univesities, schools (e.g. Manousedésal. 2011)

learning is sequeral and ordered fronknown (learned concepfdo the unknown

(higher concep)s As aformativetype (Conole &Warburton, 2005) of prior knowledge
assessment system, the Bssessment System has its concept of learning structured

in an ordered sequence. WKLY DUUDQJHPHQW GLDJQRVLV RI VW
prior SQL domain concepts is carried out so that support can be provided for further

learning through the planned presessment strategies earlier described in Chapters 4.

7.1 Dealing with The ResearchQuestion

Thepurposeof this researctvas to identify gaps iv W X QdarQing Weffween a target
learning concept of the studentfighHU FR QF H S W dekifed CoAddptVDKHG 3
somepreviously learned concepfthe lower level concept)To achieve this aim, a
research questioRQ was formulated towards the development and realisation of a

formative type of assessment systasn

How canstudents be helped tdantify gapsn their current learning so that

they can bdully prepared for thenext stage in their learning?
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The approach to answering this RQ has been through: the development of-the Pre
assessment System, evaluation of the system, and the collection of students' activities
and skills data from thegent agModelpersistent beliefsafter the agenMind
inspedon (Bordini, Hubner & Wooldridge2007). AgentMind inspections a view

into an agent belief update by the programmer or reseasdgeiChapter 5, Figure

5.3

7.1.1 How System Identied Gapsand Material Recommendation

The System has helped students to-dielfnose their SQL skills. This has been
through a process in which students are prompted to edesi@d_Concegrom a
hierarchy of SQL class concepts or topi&ee Figure 5.19). Thereafter pre-
assessment ons@ prerequisite leafnodes to their chosen concept is carried out. This
is because every student cannot start in the same learning block, as such, there has to
be a different choicéevels of preassessments. While a student may desire to study a
higher comept, the research wanted to ascertain whether the student has a good
knowledge of prerequisites to tesired_Conceptn that perspective, pirassessment

or prelearning diagnosis needs to take students from one J{@wer to the next
higherlevel conept after assessment. This is when students have demonstrated an
appropriate level of skills at the lower level. On one hand, this is similar to the strategy
used in the PAT Algebra SystgRitter et al. 1998 that promote students to a higher
leveklearnng after completing a task at a lower level. In contrast to the PAT Algebra

System and also a number of SQL systems that provides tutorials e.qg.

SQLCourse.coth(see Chapter 2 but not assistance for ersprthe Preassessment

System makes material recommendation for the learning of unlearned ifaildde
concepts after prassessment. The act of making recommendations for the learning of
failed concepts makes the Passessment System different from the systems identified
in literature §éee Chapter Rby the strategies of pi@ssessment and classification

employed in this thesis.
As presented in Chapter 6, the Aassessment System evaluated @HQWV Y| VNLOOV

to learning a higher oresired_Concept During preassessment sessions, as

prerequisite questions were presented to the participants (students) in the study,
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students responded by entering SQL answer queries from question to question:
questions that corresponded to the prerequisite class concepts whose leafnodes N have
EHHQ GHILQHG WR KDYH 1 - P L Q IséeD0Dafdd Frigur€) D O L W\
5.2 As described in Chapter 5, implementation of an ontology of learning concepts in

the Preassessment System can be of at least leafnodes N = 2 per parent class which
KDV EHHQ LPSOHPHQWHG DQG HYDOXDWHG DQG RI

implementation that is presented in this chapter.

While student participants engaged with thest8gn, the System continuously
interacted with students, informing them of the questions they have answered correctly
or incorrectly. From the assessment on incorrect answers, students were able to
identify their own learning gaps. After pessessment exases, some students
realised they were not ready for their higher and inteddeded_Concep#t the end

of each preassessment exercise in which students were classified based on their skills,
learning material URLs were presented, and students vimaeatials on the web that
provided assistance for their learning: That way the system provided assistance to

students to close their learning gaps.

The Preassessment System is one that has been developed to be adaptable to students’
level of learning of SQL. As stated Michalski, Carbonell & Mitchell (2013) the

level of adaptability provided by a system should be that which must present learning
materials suitable to the state of knowledge of the student. Thus, the materials that
were presented to students after theirgesessments were tailored by the System to
either the leafnodes of thaesired_Concepthey intended to learn or to thailed
leafnode(s) of the prerequisite concepts as defined in Chaf dections 4.7.1 and

4.7.2 for theFOL rules definition.The learning materials fordesired_Concepiere

provided when a studepasseall prerequisite questions considered and programmed

under thedesired_Concept

7.1.2 Initial System Development Stages

The Preassessment System has been developed using Jason AgentSpeak language, a
first order logic (FOL) based language. During theyesystem developmental stages,
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questions that Zhang, Kendall & Jiang (2002) described when developing an agent
based system arose, nameijhat agent does what, what agent interacts, and how?

By further decomposing the aforementioned steps, subsequestioms ensued:

f Whatis the MAS going to observe?

f How will it observe?

f How will the MAS make decisions?

f How will it assist students to close the gaps in their learning?

f How and in what performative can agesbmmunicate message®

understandably fulfithe goal of preassessmenseeChapter 4 Figure4.2

As described in Chapter 4, the approach is that the MBServea VW XGHQW{V
desired_Concepispresent leafnode prerequisite questicensd receive answer
responses to the leafnodes prerequisite guestThe means, with which, this was

done was througthe CArtAgO artifact

Jason AOP is language where beliefs representation and message content are in FOL.
Given the beliefs in belief base (BB)gents make decisions sglecting the plan

whose plancontext matchesthe beliefs in their FOL representation. As stated in
Chapter3, Jason agent plan structure is of the form

triggering_eventconditionaction

When thecondition part of a plan is satisfied aftesomepercept or accumulated
messages in beliefs, th@ggering_events adopted and thaction(s)in the planbody

is executed

7.2 Reactive System

In Chapter 5, th®reassessment Systemas described as a system of five agents that

is holisticallya reactve systemThis is because each agent reacts to perceived input(s)
at appropriate trigerring of an eveiihe agentglnterfacecan bereferred to ashe

first reactive layeas it is the agent that observes the CArtAgo artifact. This is followed
by others i.e. agenmgModelling agSupport andagMaterial that takes individual
decisions based on their individual plans and expected percepts. The agent
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agMode(student)is the aly agent whose function is to receive and keep persistent
beliefs of all activities.

7.2.1 Agent Long term and Short term memory

Agents can possess bavimg-termandshortterm memoryWhile the modelled facts
that are initialised as beliefs in the agsiongterm memory, the updated knowledge
as a result ointerragentmessages, can be said to be the dleont memoryAs a
reactive system,he shortterm beliefsis the knowledge from which the agent
recogniss, matches and unifies with the lotgrm beliefs to perform a designated
task. In convention as with volatile storage, agents' gbort beliefs are ephemeral
or shortlived: They are lost when the MAS systenSi®ppedThe longterm belief

is the agent permanent store that keeps updatedshéties beliefs or text knowledge
base uses thEextPersistentBBlass to keep track of all student activities during pre

assessment.

7.3 Agents Communication in The Preassessment System

In the Preassessment System, the essence of communidsfionthe agents to co
RSHUDWH LQ WKH SURFHVV RI LGHQWLI\LQJ JDSV LQ V
the gaps. In communication, there issenderand ahearer, and the content of
communication i.e. the messaffgearle, 1969, Wooldridge, 2002, drau & Finin,

1998. Starting from the student user of the system down to all the agents of the Pre
assessment System, communication precedes readfiithin the SQL Pre
assessment MAS, agents have engagednmmunicative actions order to share or

transfer knowledge. This icarried out througlspeech acts performativéSearle,

1969)in agent plansExamples othe performatives in JasohOP for developing the

Preassessment Systearetell, achieveandaskOne.

In the Preassessment System, agerasmmunicateboth unaryliteral in the form of
p(a), such as

value(V)

desired_Concept(V)

where Vis the percept from environmemtydalso withbinary literalsp(a, b), such as
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hasPrerequisite(X, insert)
where agentsappedvariables in their predicate statement usingpiteglicateand a
variablein a unary representation edesired_Concept(V)r a predicate and one
named literal in the statement e.pasPrerequisite(X, insert) in a binary
representatiorBased on the pblem being addressed in this resedhat comprises
the strategy of learning and understanding some lower concepts of a SQL domain
before progressing to a higher class concBpehasPrerequisiteandhasKBarethe
predicates used for the set of semacdimmunications of facts between agekihile
thehasPrerequisitet,V D OLQN WR L Qderhanl @/ RRYY (HoRdyebt 3
al. 2009, the isPrerequisiteOfis the inverse relation from eange to a domain
individual. As part of, for example, thegent agMateal action, when the
representatiorhasPrerequisitéhigh_concept, low_concept)s received, the agent
uses the inverse relatiorsPrerequisiteQfow_concept, high_conceps atest goal
to verify the relationsip between the given conceptee Chapter 5, section 5.2
Thereafter to thelfasConterX (a, a_URL)est goal(whereX represents one dfext
or Video that ascertains the existence of a belief fact before the release of a learning

material URL.

In the work of Klapiscak & Bordini (2009) evemroperty orprediate relation
between concepts in their FOL representatiorewet shared among the ontological
statements. &the predicatesvere usedn the unification ofsemantic literal tracking
and mapings of atomic facts or literails the ontology But our approach tontology
conceptmatching or unifications quite different from this workThis is because the
predicates are shared amongst many relations. That is, the predieateta¢d to
sewral unary or binary literalsrespectively For example, thalesired Concept

predicatds in multiple conceptrelations and in Prologike syntax are:
desired_Concept(delete)
desired_Concept(insert)

desired_Concept(select)

or thehasPrerequisitg@redicate in thie binary relatiors
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hasPrerequisite(delete, insert)
hasPrerequisite(insert, select)

that are similar to Gelfond (2008) and Zini & Sterling (1999) KB facts collection for
a systemThus, to ensure theght search and match gfedicate gatementin the
collection of beliefs (i.e. the updated beliafgl initial beliefs representatiow)thin a
hearer agent BB, one of the literals, that isither thesubjector object as in
predicatésubject, objedthad their nama:literal specified. Foexample
hasPrerequisite(X, insert)
which made ontological representation and communication more explicit for agents.
This alsofacilitated the execution of the rightans, which includes the appropriate
achievement goalsand otheractionsin the planbody as well as righteplies to a
senderagentwhere replies are required from the use ofasicOne performativesin
contrast to the foregoing, it was realised thaeretwo variablesX andY are given
such as in
hasPrerequisite(X, Y)
binary relation, thenearer agentsexecuted the wrong plan: because of the several

relations in the ontology with the same predidasPrerequisitend sameubjectX.

Considethe followingrepresentatioandits interagentcommunication. In a situatio

where bothatomic literalsare named in the relation

.send(agMaterial, askOne, hasPrerequisite(insert, delete))

theheareragent (e.gagMaterial)clearly distinguished the fact in its beliefs and made

the appropriate and requiregply. But the following message
.send(agMaterial, askO ne, hasPrerequisite(X, Y)) . (1)
gave room for ambiguitgis the agent could not exaattyap X toinsertand Y todelete

for instance, due to multiple representation with the same predicate

has Prerequisite . Thus, for the agent tounify its relational repesentations
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appropriately during communication, the binaglationsuch asn (i) above washen
structured to have at least a nantieztal or concept such as (ii) below:

.send(agMaterial, askOne, has Prerequisite(X, delete)) . (ii)

where variable X is the desired concept of the student. The emphasis is that with at
least one named literal in a binary relation, the actual fact needed to be unified were
matched by the agent and the appropriate plansalscted for execution. THnary
relations such asxplained in(ii) wasthen adoptedor all message communication to

the agenagMaterial For example, see the message withatigieveperformativein

(iii) below:

.send(agMaterial, achieve, hasPrerequisite(delete, Y))..(iii)

in which Y is an atomic variabl¢hat are instantiated by the agent easily without
confusiomabout the appropriate plah is of importance to state that, on receipt of the
message (ii), theeareragentagMaterialinitiates aeply message back to tisender
agent This reply updated and created additiofedtto thebeliefsof thesendermgent
thus causing changes to thender D J H @q@hfalMstate. The semantic operability of
the achieveperformative as given in msage (iii) does not form a belief addition to
the K H D Wdlief§.Vv

Communication ina MAS can beAssertive Directive commissiveor Declarative
(Searle, 1969)Theachieveperformative is thus directive(Searle, 1969%hat gives a
command to théeareragent At the message reception, theareragent adopts this
performative messagesagoalto executé having got the plan to execute it.

Effective communication is bidirectionalbetween two entities that are either similar
or dissimilar. In a MAS communication is established when the message content of
the senderis understood and utilised by thearer, seeChapter 3 Some messages

form belief addition, and some do not. This is dependent opettiermativeacts.
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7.4 Agent aginterface: The Inerface Agent

The process of communicatiamthe MASbegins at the CArtAgQ@urtifactwhen the
agentaglinterfaceobserve percepts. A system that obsernyesceptsor that takes
inputs must have eeactivelayer. The agenaginterfaceis the first reactivegentto
the external world (of the user). In the process of fulfilling its functions within the
MAS, the actions undertaken by the ageginterfaceis described as bothssertive
andDirective (Searle 1969) The agentglinterfaceexerciss its Assertiveproperty,
which is to inform by observing antelling other agent in the MAS about the state of
the environment the partially observableenvironmeni{Wang, 2014)a nonrnatural
environment since agents are not directly situated in the stugiemh Assetive, a
Declarative act which is bringing changes by utterances performed. This is
actualised by &lief change in the worldother agents) due tbeir beliefupdate from

percept communication

7.4.1PerceptObservation

Using thePre andPostcondition(Labrou & Finin, 1998), the task of observingthg

agentaglnterfaces outlined as:

Pre: value(V)[source(percept)yenvironment percept
Post send observed value(V) percept

The Pre condition is the fact that must exist prior to the act of utterance. This is the
percept obtained by the agent. Naduepredicate in theralue(V)is the observation
property configured in the CArtAgO environment (Ricci, Piunti & Viroli, 2044e
Figure. 5.16). ThePostis the fact established after the act (utterance) is performed.
This is an action performed in the plan body of the ag&oing by the nature of the
preassessment MAS application that is meant to support teaching and learning, the
use ofthe single predicatealueas in

Value(V)
by the agenaglinterfacein the collection of percepts has been applied to all percepts.
This includes the desired concepts and all SQL sentences (i.e. correct and incorrect

answer queries) from students.
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For example, consider thBELETE conceptis the choserdesired_Concepbf a
student that was submitted aperceivedby the agentFromamongsthe altenatives
of desired_Conceptd-ig.7.1 below) represented iROL in the plancontext (i.e. pre
condition) the Y D O RELETE ~ satisfied one of the specified conditions for the
agentaglnterfaceto adopt the planThe adoptiont Y D O RELETE ~ of this plan,
triggers the execution of the plandyand the content is communicated to the named

agentagSupport

Fig.7. 1: List of desired SQL concepts contained in a plan context and a tell Performative as means of
Communication.

This percepin the predicatevalue(V) is communicated to the ageagSuppore
the preassessment agerdnd received in its FOlogic form with the source as

annotation
YDOXH 3'"(/(7(" >VRXUFH DJ,QWHUIDFH @

In Figure7.2is theplan WKDW UHFHLYHV VWXGHEpWsWiflerisdtb TXH U\
learn SQL query construct professionally, assessment should besioged, not in
multiple-choice alternatives. Thus the expected SQL answer queries to the System are
opentended. While the correct answers to SQL questions can be predertai
FRPSDUH ZLWK VWXGHQWVY FRUUHFW DQVZHU WKH L
predetermined as there are bound tovéeing answers from studertis the same
questionswhich signak a gap in learning To gauge the level of skills and
competenes, the queries expected in the system are madeeslad But with one
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conditionthat the values submitted to the system must not be empty by the use of a
negationQRW YDOXH 3°

Fig.7.2: Plan for Perceiving the SQL Answ@ueries from the student environment.

As agents communicatenessages, their belief states are updated leading to
experiential knowledge increase. From amongst the updated knowledge, a receiver
agent becomes committédh commissiveact? to executeintentiors which are
contained in its plansThe plan which is executed is determined by the specified

contextin the plans.

7.5 Agent agSupport: ThePre-assessmenfgent

This is theagent responsible for tlexecutivdunctions of the preassessment process
The agenagSupporis the agent Q WKH 0$6 WKDW LQWHUBRIIJDWHYV \
the agent with most number of communicaticsee Chapter 4kigure 4.7 for the
System Overview Diagram

At the observation ofalue(V)by the agenaginterface if the cotent of the variable
V that is communicated to the agexSupporis adesired_Concepthe variable V
is substituted for the variable in the predicate statemesited _Concept(Mn the
agent planKig. 7.3) that is contained in tleend() statement to thagMode) and
agModellingto start the process of classificatigkter testing studentsagSupport
communicates the decision statement reached in every planagehtagModelling
(classifier) that applies the principle oearning by feing toldto classify students.
From Labrou & Finin (1998), the following are tRee thatdescribes the FOL data
structure and the necessary beliefs that must hold before theag@eipporproceeds

with thePostconditiors:
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Pre: quizOfLeafnodes(X)[source(selfjB

Pre: value(V)[source(sender)fpercept

Post Adopt a desired_Concept in the predicate value(V) [source(sender)]
Post inter-communicate the desired_Concept

Post adopt an achievement goal in a plan to retrieve qumfbeliefs and display
Post:adopt a SQL query answer in the predicate value(V) [source(sender)]
Post check whether SQL query answers in predicate value(V)[source(sender)]
Post [passed or failed] decision

Post send a passed or failed predicate messag

The representation

Pre : quizOfLeafnodes(X)[source(self)]

that is annotated witlisource(self)] (see Chapter 3, section 3.12)lare a
collection of initial knowledge of questions from which students areapsessed by
the agentJason agent knowledge can beaiirce(self) , source(percept) :

or source(sender) (Bordini, Hubner & Wooldridge, 2007). Theost are the
actions undertaken by the agent as given. Aside these, somePotteondition
actions are the concatenation adte i.e. date(YY, MM, DD) and time i.e.
time(HH, NN, SS) functions to all the percepts received before their
communication to other agents. Tlencat() is a Jason internal action that-co

joins strings in a specified variable.

7.5.1 The AgentPre-assessmenProcess

The agentagSupportreceives the concepalue(®' (/ (7 (“)[source(aginterface)]
communicated by sourcdsource(aginterface)] The agentagSupporthas been
initialised with thebeliefs ofprerequisite questioras knowledge in unary predicate,

as iown with thePre condition,from where it carfetch or instantiate the required

facts during preassessments sessions. Based on the current knowledge state of the
agente.g.+value(®' (/ (7 (") perceptthe perceived communicative message triggers

theplanto display the prerequisituestions when the peonditionis matchedThe
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Figure 7.3 depicts this process including other detailed communication protocol and
dateandtime stampingRl1 XVHUV Y DFWLY LMthiebegmenkgogerddsireW R W K H
w.r.t. BDI)

Iqui zInsertSelect(InsertSelectQuiz) /D

that the agent wants to realise with a varidbgertSelectQuiz that is matched
with the unary representation in the agent beidfen the agent adopts this g¢alg.
Fig. 7.6)

Fig.7.3: Adoption of the DELETE dsired Concept

As the variable namisertSelectQuiz indicates,the first leafnodequestion
corresponding to thimsertSelect of the immediat@rerequisitelass tdDelete

is releasedsee Figure 5.3The unit of lessons or learning are the leafnodes that
contains the SQL queries. Hence, the programmitgabfievement goabf the agent
agSupporto the leafnodes of the SQL ontology structure.

On receipt of th&QL queryansweli.e. percepto the frst prerequisite question from
the agentaginterface the agentagSupportselects the relevant plan to assess the
VWXGHQWYV 64/ TtXepbsedorfailedhorlda@edicate sttesgiven in

the agentespectiveplans For a given leafnode, each plan compares all SQL query
answers. While the plan for thmassedpredicate decision compares student correct
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answer with the use of equality == operator; the plan fofatihed predicatedecision
compares the incorrect SQL avex using thedifferent\== Prolog operator,als
describedn Chapter3). This type of comparison operators also applies to Jason AOP.
With the \== operator, the agent returisie for all its perceived inputs. The
implication of this is that the agent vzanable to navigate or move from one incorrect
SQL answer plan to another. Now to aid the agent navigation from plan to plan
selection and execution, Jason FOL iterative statements were introduced as part of the
constraints in the agent planntext TheFigure7.4 and Figure7.5code snippets are

two examples of plans: one each foc@rect and incorrect SQL queryanswer,

respectivelywith respect tahelnsert_Select . Notice thelachievement goal

Iq uizinsertValue(InsertValueQuiz) /ID

at the end of the plans in the Figures 7.4 and 7.5.

Fig.7.4: Plan for a Passed RPassessment dfisert Select
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Fig.7.5: Plan for a Failed Prassessment dfisert Select , and giving agent theubgoal
lquizinsertValue(InsertValueQuiz)

This is the agent supoal to be realised and it represents the next prerequisite question
on thelnsert Value (the second leafnode and neighbour toltisertSelect ).
Whenachievement goalare adoptee.g. +!quizinsertValuelnsertValug, questios

are presented to students. Thgure7.6 shows the adoption of thehievement goal

that actualises the release of theert Value questionAs visibly shown in Figure

7.6, the preconditionin theagentplancontextis a necessary condition that must exist

in its beliefs for the agent tdecide orbe committed thisntentionw.r.t. BDI (see
Bordini, Hubner & Wooldridge, 2007
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Fig.7.6: Adoption of +!quisinsertValue achievement gafitplay and communication.

The number of plans for pi@ssessment in the agagSupporthas been determined

by the number of leafnodes considered under a glesimed_Concegguch that every
leafnode has two prassessment plans: one fapassedre-assessmerand other for

afailed pre-assessmentn the DL ontology (Chapter 5), the number of leafnode per
parent class has been defined to HaaénodeN e PLQLPXP FDUGLQDOLW\
Also notethat inthe Figure7.3that, the.send() internal actionhas theell and

askOne performatives. These performativiesve beemsed by the agemtgSupport

to communicate knowledge artd make enquiries, respectively. Thell sends
message®.g. a studentdesired_Conceptcorrect and incorrect answerso other

agents such as the agegModel (student or TextPersistent agentHowever the

askOne in
.send(agMaterial, askOne, hasPrerequisite(V, insert));

is a message that requests the receiver agdtaterialwhether the variable unified

with a literal in the statemeritasPrerequisitg/, inser) LQ WKH DJHQWYYV RQW
beliefs. This is a communication that does not add beliefs to the receiver agent
agMaterial but makesthe agentagMaterial reply to the content that matched the

binary representation. The reply to the agagbupportaused belief addition, and in

turn was used by the agent to display the information to the student user that

delete hasPrerequisite insert

where insert is the prerequisite to be-pssessed.
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Jason isan extension of the AgentSpeak language which is BDI programming
languagdBordini, Hubner & Wooldridge, 2007% G ktral.2011). As noticed in the
plan contextof Figures 7.5 for example, the use of constraints for controlling the
selection of plans in agent programs is not uncommadgham & Singk2013)state

that to make sure that a preferred plan is selected by an agenBDigsbgramsare
often filled with constraints that narrows down the selection of a plan. This accounts
for the number of constraints in the ageagSupportandagModellingin this thesis.

As stated earlier iChapter 3plans are a list of courses of action that are executed in
turns.In thePreassessment System, just as one ggjantriggers anotheagentplan
through intermessage communication, so, within the agay&upport oneplan has
triggered another plan through the useaciiievemengoalsadoption. This is done
until the agentnavigatesthrough the questions corresponding to all the leafnodes

considered under a given desired concagtfi(st described ikigures4.21and 4.2).

7.6 Strategiesf the Pre-assessment System Development

As earlier mentioned, leafnodes &ne concepts which students are-pssessed on,
not the parent class concepts.-Bsgsessment on a leafnode is eitheassedr failed

outcome; such as in

IF (answer is corregt
THEN (actionsfor correct answer
lacheivement goal
IF (answer igncorreci
THEN (actions for incorrect answegr
lacheivement goal
where théacheivement goaif thepair of the correct and incorrect answers to a given

leafnode is towards this same leafnode.

7.6.1 Preassessment By Immediate Prerequisite Classrdgyram
Development

Given the regular ontology (Figure 5.3), in the aggy8upporprogram, there are two

pre-assessment plans per leafnode, and one agent plan ealdsiped Concephat
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begins the prassessment process. Then it means that, in théogpteach parent

class and its two leafnodes has a-tathl of 5 plans. In the ontology, the Union class
concept has no super class. Therefore, as shown in the agent plaassgssament
begins with the leafnodes of the immediate lower class i.€l.dime. Underneath the
Union class, there are 5 parent classes which arddime, Update , Delete ,

Insert and Select where each parent class and their leafnodes have 5 plans,
respectively. Therefore, the total number of-pssessment plans in the agent
agSupporamounts to 25 + 1 = 26 plans, where 1 is the plan that represents the lowest
class concept that has no prerequisite as symbolised with the letter A Rmethe
Assessment Mechanisriigure 4.18. This excludes any plan for the leafnodes

UnionAll ard Union Distinct  because the parent class has no superclass.

f Iterative Control Statement
This section describethe iteration that has been used to endid@gentagSupport
to navigate between its own plans. This began by first initialisingitération
statemento zero in the ageragSupporbeliefs i.e.testCount(0) (Fig. 7.7). For
the ontology of equal leafnodes, the same predicate (also knowmnetor)
estCount () ~ ZDV DSSOLHG WR DOO LWHUD#&g&uppbr- RQW UF
preassessment plans in the strategyPof-assessment By Immediate Prerequisite

Class.

Fig.7.7: Initialising an iteration belief.

Fig.7.8: Testing and updating the iteration in a plan body.
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Because the ontology being considered is a regular ontology of two leafnodes per
parent class, the iteration is also equal to 2, with 1 iterationesgount(1)

being shared by the plans of both a correct SQL query amswarcorrect SQLquery
answer hat corresponds to a leafnode concept. In that light, the execution of the
iteration is thus dependent on either of the answers that is entered by a fadalht

that the number of leafnodes determines the Boolean parameter [P or F] combinations
and nunber of classification ruleseeChapter4, section 8 and 49. Thus based on

a regular ontology of 2 leafnodes, a total of four possible classification categeries
parent class was drawn for the agagModelling On the receipt of answer percept

and execution of a plan by the agent agSupport, the Jason iterative statement is updated
as shown irFigure?.8. The decisn treein Figure7.9diagrammatically presents how
students arelassifed into one of the followg categories: <PP>, <PF>, <FP> or

<FF>given for instancethe DELETEconcept

Fig.7.9: Classified Decision Tree Flow f@RELETEPreassessment

76.2 Pre-assessment By Multiple Prerequisite Classe®rogram
Development

The strategy oPre-assessment By Multiple Prerequisite Classethat in which
additional leafnodes of two more prerequisite classes underneath a given

desired_Conceptis considered for prassessment. This strategy involves the
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navigation of agent plarend itsachievement goasom one plan to another in the
order of SQL learning concepts Figure5.1 and also across multiple classes. To
demonstrate the multiple prerequisite assessment and classification prodeigsirthe
5.4 which is a nomegularontology has been considered for the application of this
strategy. The ontology model mon-regular because the number of leafnodes across
its parent class nodes are not equal in number. To be preciSeldoe class node
has leafnodes N = 4 as agaidsin that has N = 3, and others have N = 2. The
TABLE 7.1 presents an order of multiple class-gseessment from a given desired
class concept, through its prerequisites classes, down to all leafnodes N.

TABLE 7. 1: DESIRED_CONCEPT AND ORDER OF MULTIPLE PREREQUISITES CLASS
FOR PRE-ASSESSMENTS BASED ON FIGURE 5.4

Desired_Concept Prerequisite classes Prerequisite No. of leafnodes N
leafnodes
Select No prerequisite Nil Nil
Insert basPrerequisite.{select} selectOrderBy,
selectDistinct, 4

selectWhere,

selectAll
Delete asPrerequisite.{insert, insertSelect,
select} insertValue,
selectOrderBy, 6

selectDistinct,
selectWhere,

selectAll

Update BasPrerequisite.{delete, deleteSelect,
insert, select} deleteWhere,
insertSelect, 8
insertValue,
selectOrderBy,
selectDistinct,

selectWhere,

selectAll
Join basPrerequisite.{update, updateSelect,
delete,insert, select} updateWhere,

deleteSelect,
delegeWhere,
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insertSelect, 10
insertValue,
selectOrderBy,
selectDistinct,

selectWhere,

selectAll

Union BasPrerequisite.{join selfJoin,
update, insert, select } fullOuterJoin,

innerJoin

updateSelect,
updateWhere,
deleteSelect, 12
delgeWhere,
insertSelect,
insertValue,
selectOrderBy,
selectDistinct,
selectWhere,
selectAll

Desired_Concept Prerequisite classes Prerequisite No. of leafnodes N
leafnodes

For example, on thenion desired_Concepwith the leafnodes (or units of lessons)

as thaunion All  and UnionDistinct that a student intends to learn; the student
would need to be prassessed on all prerequisite leafnodes underneatintbe as
shown in theTABLE 7.1. This type of arrangementasvariance with the educational
principle of Chunking(Casteel, 1988; Anderson, 2008) in which the presentation of
FODVVLILHG OHDUQLQJ PDWHULDOV LV SUHVFULEHG
succeed. This theory is required in the design ofmdtve assessment system for
SQL: a subject area that has been adjudged as challenging and difficult to learn
(Mitrovic, 1998; Prior, 2003). Thus the Passessment MAS is a formative
assessment system that has engaged the principlaiokingin its designto facilitate
effective learning in student8ased on the background literature on the difficulty
experienced by students in SQL, and the results obtained so far from the Pre
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assessment System evaluation, managing this units of learning in smahéities
would enable students to be more successful in their learning of SQL.

To demonstrate the strategyRre-assessment By Multiple Prerequisaiossparent
classeswvith respect to th€hunkingeducational principle of learning, tikégure5.4
was remodelled int&igure7.10. The followingllustration 1, 2, and3 presents this
strategyover anonregular ontology in the prassessmeiprocess. In the Figures 7.10
- 7.13, the red arrows indicate the link between two classes, and the blavlsahe

link between a class and its subclasses.
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f Mlustration 1
As already mentioned, Jason AOP is language that uses flkael@yntax. Prolog is
a FOL language for demystifying complex DL formula (Almendiemenez, 2011)
for separating assertions from DL defined concepts. From(ea) orp(a, b)
binary expressin, theJoin concept and its relationships with other clasbes 7.11)
considered for multiple prerequisites are stated in FOL to produce some initial belief
(seeTABLE7.2) for the preassessment MAS.

In the Figure 7.11Join is a main topic (that representslasired_Conceptwith
SelfJoin , FullOuterJoin andIn nerJoin  as its unit of lessons (i.e. the
leafnodes)UnderJoin  aremultiple prerequisiteparentclasse<C that comprises the
Update and Delete conceptsboth with a toal number oleafnodeN = 4; namely
UpdateSelect, UpdateWhere, DeleteSelect and DeleteWhere . In
the TABLE 7.2 we show the relationship between these d@assd their leafnode
conceptsin the TABLE areagentinitial beliefsof the named concepfasrepresented
in the system)agentachievement goalnd the preassessment procefss the Join
learning target The achievement goale.g. IquizUpdateSelect are the goals
given to the agent to quiz a studdftom plan to plan, theserve as links that coects
the ontological nodesn a treefor preassessmest Like in Prolog programs,
navigation between plansQ -DVRQ HQGV Z|whikh inpleGthadMjicab VvV 3 -~
OR between plan®\lso, insideagent plans are seahents that breaks with semi colo

3 thatimpliesthelogical AND.

Fig.7. 11: Semantic relations of a total of 4 prerequisite leafnode of two prerequisites parent classes
underJoin .
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TABLE 7. 2: THE JOIN PRE-ASSESSMENT PROCESSLLUSTRATION

Initial ontology belief state

Pre-assessment

Agent achievement goal

hasPre(update, delete)
hasKB(elete deleteSelegt
hasKB(elete deleteWhere)

process:
)« 7+ (1
hasPrgbin, updateg IF Join
hasKBpdate pdateSelegt THEN updateSeleci !quizUpdateSelect
hasKBUpdate pdateWherg updateWherg !quizUpdateWhere

deleteSelect
deleteWhere

lquizDeleteSelect

IquizDeleteWhere

f MNlustration 2

In the Figure 7.12 is thalesired_Conceptnsert w

ith InsertSelect and

InsertValue as its unit of lessons(leafnodes).But underInsert is one

prerequisite Select  with

SelectDistinct, SelectWhere,

leafnodes N = 4, namely: SelectOrderBy,

and SelectAll

thatalso represesthe

Select unit of lessons In TABLE 7.3are agent initial beliefs, ageathievement

goals and the preassessment process when thsert

learning.

LV D VWXGHQWYIV WI

Fig.7.12: Semantic relations of a total of 4 prerequisites leafnode feaggessment under the

Insert

175



Chapter 7 Discussions

TABLE 7. 3: THE INSERT PRE-ASSESSMENT PROCESS ILLUSTRATION

Initial ontology belief state

Pre-assessment process
)« 7+ (1

Agent achievement goal

hasPrdfsert selecj
hasKBgelect selectOrderBy])
hasKBgelect selectDistinct)
hasPregelect selectWhere)
hasKBgelect selectAll)

IF insert
THEN selectOrderBy
selectDistinct
selectWhere

selectAll

IquizSelectOrderBy
lquizSelectDistinct
lquizSelectWhere
IquizSelectAll

f Mlustration 3

Pre-assessmeriiased orUNIONasdesired_Conceph which its unit of lessons

(leafnodesyareUnionAll

and UnionDistinct

is over theinstan@s of the

Join prerequisitethat has prerequisite leafnodé = 3, namely:SelfJ oin ,

FullOuterJoin andInnerJoin

(Fig. 7.13). TABLE 7.4 alsoillustrates the

relations between theamit of lessos and the process of agent goal achievement

Fig.7.13: Semantic relations of a 3 prerequisite leafnodes undedrifen desired_Concept
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TABLE 7. 4: THE UNION PRE-ASSESSMENT PROCESS ILLUSTRATION

Initial ontology belief | Pre-assessment Agent achievement goal
State process:

)« 7+ (1
hasPre(union, join) IF union
hasPrgbin, selfJoin THEN selfJoin IquizSelfJoin
hasKB(join, fullOuterJoin) fullOuterJoin | lquizFullOutedoin
hasKB(join, innerJoin) InnerJoin lquizinnedoin

By analogy the arrangement of plans for both Bre-assessmenBy Multiple
Prerequisite Classesstrategy and that of thd’re-assessmenBy Immediate
Prerequisite Classtrategy in the agemtgSupportfollows the same procedure. This
is shown in thepseudealgorithmin Figure7. 14. The Multiple Prerequisite Classes
strategy involves the process of given agaohievemtn goalt navigate more plans
to cover additional prerequisite leafnodes as shiovthelllustrations1, 2 & 3based
onFigure7.10 nonregular ontology. As a result of the variation in the leafnodes, plans
for the respectivelesired_Conceptlass were programmed to usdifierentfunctor
in theiriterativestatement: one per parent class, where
[ Each iterative statement is initialised to 0, and begins at the first plan that
corresponds thegassedr failed) answers of first leafnode prerequisite to the
desired_Concept
f A correct and incorrect plan equaihared one iteration; and
f The iterations asonstraintsn a plancontentandpre-conditions

The iterative statements Figure7.15 are the initialised iterations for the answers of
the prerequisite plan for th&nion , Join , Update , Delete , and Insert
desired_Concept respectively. The iterations are aids for the agent to navigate down
its plan. This was introduced during development, because the agent would
continuously execute only the first plan of the plans corresponding to the incorrect

SQL queryanswers. This approach provided a solution.
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Fig.7. 14: Pseudealgorithm of the preassessment process that depends on the number of leafr
considered underd@esired_Concept

Fig.7.15: Initialisation of iterations as beliefs in agagSupport
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7.6.30pen_Ended Answers Assessment

Programming a MAS for theecognitionof negative factgi.e. incorrect answerggn

pose some difficultyor agent plan selection and execution of goals when the expected
inputs are limitless in scopenboundear operendedexts. It is quite different when

it is of positive facts.e. the correct answers

With positivefacts the expected input answevererepresented in the agenich that
when theperceived percept v8amatchedn a plan relevant plans were selected and
actions in théodyof theplan executed. This is because positigetsareinformation
whose representation are known and can be represented or given to agent for
comparison with incoming percepts. Bu¢gativefacts are unknown and as such
cannot be preleterminedfor representation, yet database student needs to program
SQL like professionalsRHrior, 2003) In order for database students (in thiigdy) to
program likeprofessionalsthey needed to code the@sultsetqueries on the Pre
assessment System. This vaamed at revealing their line of thoughts amaaveling

the technical difficulty facedin SQL by poiring them to relevant materialand to
better inform teaching strategy.

So, withthe operrendednature of SQL queries, comparisons of perceived incorrect
SQL answer inputs are assessed withdifferent\== operato. But this was without
inconsistency in the agent behaviour at the time of System development. This was
when an answer input does not match the positive fact or correct answer=The
operator caused previous or existing beliefs to trigger irrelevans.pla enable the
agentagSupporto select the plans that uses the operator, iterative statements such
ascountForDeletePre(X ) (Fig. 7.15) were introduced in the agent ptantext

This was also coupled with some negated predicate statement suobt as
YDOXH 3,16 (510 block existing or incoming percept from soliciting-un

required plans.

7.7 Agent agModelling: The Task of Classification

Classification in this thesis is the technique used in categorising students' skill status
in order to recommehlearning materials that meets their learning netlds.task of

classification is that of the agemigModelling (the classifie). The process of
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classificationstartswith the inter-agentcommunication of thelesired_Concepof
students to this agerds shown in the Prometheus PDT diagramsChapter 4 e.g

Figure 4.9,andFigure 4.14 This marks the beginning dhe searchiRU D VWXGHQW
class formaterialrecommendatiothat ends with the last of the prerequisite leafnodes
under adesired_Concept

To classify, the agent combines a set of predicate statements such as
desired_Concept(Xpassed(Nandfailed(N) to make a decision for the right level of
skill. The process of rule formation which was describedhapterd with the use of

FOL syntax isthe conjunction of thelesired_Concept(X), passed(and failed(N)
predicate decision messages received by this agent, Wherehe FOL formulas
passed(Nandfailed(N) as in

SDVVHG 37KH VWXGHQW KDV SDVVHG WKH 83'$7( ZLWK 6(/(&7
and

IDLOHG 37KH VWXGHO\O®T kd>sed the DELETE with WHERE
TXHVWLRQ’

are not of the same leafnode in the same agentfhase messages which are updated
beliefs are the premise in which tblassifieragent matches its plaontextsas well
as adopts itsriggering_eventbefore proceeding to execute taetionsin the plan.

Engaging the use of tiere andPostconditions, the task of classifying is stated as:

Pre: desired_Concept(X{¥ource(sender)] //percept

Pre: passed(N¥ource(sender)]percept

Pre: failed(N)[source(sender)fpercept

Post Adopt a plan where aPre are satisfiedand classify

Post send arachieveperformative message

During the Preassessment System evaluation and participants skills' test sessions,
VW XGHQW \ljlisssiatustd Rlesired_Concepivere evaluated, classified, and
appropriate recommendations made. When a gdatextamongst its list of plans is
satisfied, all that is contained in the plandyare actions of messages conveyed by

theachieveperformative. Tiese actions are executed through.sead() internal
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action to the agentagMaterial for the release of learning material URL(S). One
.send() internal action with hasKB predicate represents one material
recommendation, while that dfasPrerequisitgredicate contains a collection of all
the leafnodes of desired_Concepor that of all thdailed leafnodes of a prerequisite,
seeFigures7.16 and 7.17 respectively. Thugpm logic based semantics, for a 4
leafnodedN underneath desired_Concepthe classification rule for the Fig. 7.16 can

be explicitly stated as

desiredConceffC) Nas Ns Ns Ny
. desiredConceff€) ©passedNs) ©passedNs) ©passedNs) ©passedNy)
=> cksiredConcetf).{ N1, N2, Nz}

where the conclusionN;, N2, and N3 are the prescribed leafnodes of the
desired_Concepthat is recommended for learning for all thassedprerequisites
leafnodes passedNs), passedNs), passedNs) and passedN;) in the context or

condition part of the rule.

Fig.7.16. Two multiple prerequisite classes of 4 leafnodes classification. Aggvibdellingsending
hasPrerquisite predicate message.

Similarly, for the Fig. 7.17, the applied logic based classification syntax is
desiredConcefC) Ns Ns Ns Ny

. desiredConceff€) ©passedNs) ©lailedNs) ©HhiledNs) ©ailedNy)
=>failedNs €Ns EN7)
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where Ns, Ns. N7 are the prescribed and recommended leafnodes offailes
prerequisites, namelyailedNs), failedNs) andfailedN7) in the contextor condition
part of therule. Given thatcontextis any information that can be used to characterise
the situation of an entityvhere an entity is a person, place or object (Dey, Abowd &
Salber200Z% Verbertet al.2012. The stated axioms as implemented arertbdeled
learning patls (Bafieres2017 for individual students for a givetesired_Concept

Fig.7.17. Two multiple prerequisite classes of 4 leafnodes classification. Agggvibdellingsending
hasKBpredicate message.

During preassessment, the numbers#nd() internal actionthat is communicated

to the agenagMaterial is determined by the performance of the student. But the
number of classification rules and the paramegtessedand failed combinations are
determined by the number of leafnodes under a giesired_Concegtrogrammed

at design time. The content of tteend() message of this ageagModellingare

binary relation e.g.

.send(agModelling, achieve, has_KB(X, select_o rderby))

in their FOL representations. Thesend() internal actionmessages ranges from
1 to 4 action according to he strategies of th€&re-Assessment By Immediate
Prerequisite Clasand thePre-Assessment Byultiple Prerequisite Classsexplaired
earlier.At the end opre-assessmenthe classifier agent classifies studgnto one of

the classified categosenamely:

f Thedesired_Concepihenall prerequisites arpassedorrectly,
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f Thefailedleatnode whersomeprerequisite is answered incectly, or
f All of thefailed leatnodeswhen all prereqsites are answered incorrectly

with-respecto the number ofleafnode N considered under apreferred

desired_Concept

7.7.1 Generating Parameter Combination for Classification

Each leafnodeOyhas two possible boolean stafpsissedor failed] upon which a
studentispreDVVHVVHG )RU D ODUJH QXPEHU RI OHDIQRGH
desired_Concepthe process of estimating the required number of classification rules

R has been genin Chapter 4But the process of generating the rules via parameters
[passedbr failed] combinations for accurate classification for a number of leafnode N

can also be tedious to deriwee thd=OL notation in Chapter 4Thus to combine the

[passedr failed] parameters for accurate classification with respect to leafndges

theFigure 7.18presentghe algorithm for thelassifieragent.

Fig.7.18: Classification rules generation algorithm

In the algorithm, there is a number of leafnodégiven or considered under a
desired_ConceptFirstly, the first leafnode is mapped to the two given boolean
parameter® andF (i.e. passedandfailed): an operation that generates the first two
rules. Subequently, to obtain further rule combinations, the outcome of the previous
mapping is mapped to the outcome of a current mapping to produce the new

classification rules. This process is graphically showigare 7.19.
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Fig.7.19: Classification rules formation process

The classification rule formation process is found to be suitable for generating the rules
for the two strategies of prassessment, which are:

[ Pre-assessmerBy Immediate Prerequisite Clasmd

[ Pre-assessmerBy Multiple Prerequisite Classes

as outlined in this research.

Given the Figure 7.10,aw to estimate the total number of classification rules R for

the agentagModelling (the classifie) based on the strategy Bfe-assessmerity

Multiple Prerequisite Classeet us applythe equatioras earlier stated in Chapter 4
R=1+A.gQq€*

Since, the strategy is for a noegular ontology, the variablg (of the prerequisite

parent classes to tliesired_Conceptakes a unit valuee. 1. Thus

for thedesired_Concegdtinion ,C=1 andN =3
for thedesired_Conceptoin ,C=1andN =4
for thedesired_Conceptlpdate ,C=1andN =4
for thedesired_ConcefDelete ,C=1andN=2
for thedesired_Concepnsert ,C=1andN =4
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thereforepn a vertical traversal

R=1+[%s6%+ %56°+ %46°+ %g6°+ %56’
R=1+(1*2%4)+ (1*2%2)+ (L*2% 4) + (1L *2* 4)+ (1*2*3)
R=1+16+4+16+16+8

R=1+60

R = 61 number of classification rules

This estimate R = 61 is the number pa§sedr failed] predicate statement that have
been combined for the naegular ontology. multiple class passessments with
respect to the number of leafnodésonsideredor the systemGiven the equation,
the of classification rules R is determined by the number of leafiddeslerneath

some desired concepts.

7.8 Agent agModel: The Store Agent

Updated beliefs are data that are perceived and stored by agemtsntioned earlier

beliefs can be sheterm or longterm for storage of percepts or activities in the

system. While other agents in the MAS has sterh beliefs by reason of the fact that
perceived percepts are lost when the MAS is stopped, the agdatlel (studenfis

the ongWHUP EHOLHI EDVH DJHQW FRQILJXUHGsdeW WKH
Chapter 5,Figure5.14 7KLV LV IRU WKH 0%$6 WR VWRUH DOO V
comprised the SQL skills data presented in some part of ChapterGhapter 7.

7.9 AgentagMaterial

This agent performs the last function of the MAS, which is the release materials for
students at the end of passessment sessions. As already mentioned, material URLs
are released after classification by the classifier aagivibdelling Employing theéPre

and Post conditions (Labrou & Finin, 1998), the following are tRee and Post
conditons ofthis agent:

Pre: hasPrerequisite(x,)jsource(self)]//B
Pre: haskB(y, z)§ource(self))/B
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Pre: hasContent(z, urfyource(self)]//B

Post Adopt a plan witthasPrerequisite(x, Jgource(sender)],
Or adopt a plan witthasKB(y, Zsource(sender)]

Post ?hasContent(z, url)

Post release material url

ThePre conditionsare the ontological binary relations that are initialised as b&iefs

7KH\ DUH WKH SUHPLVH LQ ZKLFK WKH FODVVLILHG V
classifer agenagModellingis matched for a plan(s) to be triggered before the release

of materials. In thdPostconditions argest goalsin the form?hasContent(a
url)  in the planbody, (Fig. 720). Prior to the release of the materials, tast
goals are used by theagent to query its belidhfasewhethera relation existthat
contains the URL links for students after a plan is triggef@®m the semantics of
speech acts (Labrou & Finin, 1998), ttaampletionconditionis the effect the learning
materials will have on studentds asserted in Manousel al. (2011), Chapter 2
recommended learning is an effort and time takicyity; for students to acquire the
requisite skills, the Prassessment Systemas programmed to identify relevant skill

needs of students with support on how to achieve them.

Fig.7. 20: AgentagMaterial use of test gogPhasContent before the retdval URL materials for
students
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7.10 The Pre-assessment Sessions

The followingsection presents and discusses the results gathered from the evaluation
of the Preassessmei@ystem. It comprises the analystsl VW XGHQWYVY 64/ LQS X\
and VW X G H QevaNidtiod Redback.

7.11 Analysis of SQL Query Statements at Preassessment

Sessions

From the inspection of the agent TextPersistent beliefsgéps that existed in
VWXGHQWVY FRQVWU X kentifled. 16 4/ stEpy-step analydis this
6HFWLRQ SUHVHQWY VWXGHQWVYT LOQOWHUDFWLRQ ZLWK
their desired_Conceptto the questions they responded to and their SQL query
statements, and down to the recommendations made. The analysisdot&aitly at

two selectedCase Studiesand tried to unravel the possible factors that may be
responsible for the learning gaps. Also discussed is the inherent implications of these
Casedor the teachingf SQL

7.111 Case Study I: The UPDATEDesired_Concept

The student learning target was thedate topic as shown i(TABLE 7.5, S/N. 6)
Thus,
1. 6WXGHQWTV GHWPDNIEB&RQFHSW

2. Inter-agent Communication desired_Concept("update, date(2015 -
4-7), time(11 - 3- 17)")[source(agSupport)]

3. Prerequisite 1:Delete all penalties who live in the same
town as player 44, but keep the data for player 44

4. Inter-agent Communication quizDeleteSelect("Delete all
penalties who live in the same town as player 44, but
keep the data for player 44., date(2015 -4-7),t ime(11 - 3-

17)")[source(agSupport)]

5. 6WXGHQWTV TXBELETE RRGVRGBLECT * FROM
TENNIS_PENALTIES WHERE PLAYERNO = 44
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6. Inter-agent Communication:responseToDeleteSelect("DELETE FROM
(SELECT * FROM TENNIS_PENALTIES WHERE PLAYERNO = 44),
date(2015 - 4-7), time(11 - 9- 27)"[source(agSupport)]

7. MAS Feedback:you have NOT Passed the DELETE_SELECT

8. Inter-agent Communication:failed("The student has NOT passed
the DELETE with SELECT question.")[source(agSupport)]

9. Prerequisite 2: Delete all penalties incurred by player 44 in
1980

10. Inter -agent Communication:quizDeleteWhere("Delete all
penalties incurred by player 44 in 1980., date(2015 -4-

7), time(11 - 9- 27)")[source(agSupport)]

11. 6BWXGHQWYV TXBELETEHRGVRSEMELCT * FROM
TENNIS_PENALTIES WHERE PLAYERNG= 44

12.Inter -agent Communication:responseToDeleteWhere("DELETE FROM
SELECT * FROM TENNIS_PENALTIES WHERE PLAYERNO = 44,

date(2015 - 4-7), time(11 - 9- 58)")[source(agSupport)]

13.MAS Feedback:you have NOT passed the = DELETE with WHERE .

14.Inter -agent Communication:failed("The student has NOT passed
the DELETE with WHERE question.")[source(agSupport)]

15. MAS Recommendation:URL recommendation to learn both
prerequisite concepts in DELETE

7.112 Case Study Il: The JOIN Desired_Concept

In WKLV &DVH 6WXG\ WKH VWXGHQW {Yih WABIEGHG OHD
7.5 S/N. 10. Thus,
1. 6WXGHQWYYV GHVIDINHGB&RQFHSW
2. Inter-agent Communication desired_Concept("JOIN, date(2015 - 9-
16), time(11 - 01- 15)")[source(agSupport)].

3. Prerequisite 1: Set the number of sets won to zero for all
players resident in Stratford.

4. Inter-agent Communication quizUpdateSelect("Set the number of

sets won to zero for all players resident in Stratford.,
date(2015 - 9-16), time(11 - 01- 15)") [source(agSupport)]

188



Chapter 7 Discussions

5. 6WXGHQWTV TXBRLEQTH MROMQENNIS_MATCHES

6. Inter-agent Communication:responseToUpdateSelect("SELECT *
FROM TENNIS_MATCHES, date(2015 - 9- 16), time(11 -3-16)"

[source(agSupport)]

7. MAS Feedback:you have NOT Passed the UPDATE_SELECT

8. Inter-agent Communication: failed("The student has NOT passed
the UPDATE with SELECT question.")[source(agSupport)]

9. Prerequisite 2: Change the value F in the SEX column of the
PLAYERS table to W (women).

10. Inter -agent Communication: quizUpdateWhere("Change the val ue F
in the SEX column of the PLAYERS table to W (women).,
date(2015 - 9- 16), time(11 - 3- 16)") [source(agSupport)].

11. BWXGHQWTTV TXHRDATEFSESFRRQMR WHERE SEX ='F' TO
SEX ='W

12.Inter-agent Communication:responseToUpdateWhere("UPDATE SEX
FROM P WHERE SEX ='F' TO SEX ='W’

13.MAS Feedback:you have NOT passed the = UPDATE with WHERE.

14.Inter -agent Communication:failed("The student has NOT passed
the UPDATE with WHERE question.")[source(agSupport)]

15. MAS Recommendation:URL recommendation to learn bot h
prerequisite concepts in UPDATE

TABLE 7. 5: SUMMARY OF CORRECT AND INCORRECT ANSWER RESPONSES

NB 3DVVi@G)DLOHG A

S/N | Desired Prerequisitdeafnode N & | Time Student | Time Spent | Classification

Concept Time of Quiz Display Responded | on Task of Students'
(HH-MM-SS) (HH-MM- (HH-MM - Skills [0 or 1]
SS) SS)
SELECT_WHERE
12-10-23 12-13-54 000331 0
INSERT SELECT_ALL 0
12-13-54 12-13-59 00-00-05

189



Chapter 7

Discussions

2. SELECT_WHERE
12-14-40 12-14-46 00-00-06
INSERT
SELECT_ALL
12-14-46 12-15-30 00-00-44
3. INSERT_SELECT
12-17-38 12-22-18 00-04-44
DELETE
INSERT_VALUE
12-22-18 12-22-37 00-00-19
4. SELECT_WHERE
12-29-43 12-32-04 00-02-21
INSERT
SELECT_ALL
12-32-04 12-33-06 00-01-02
5. FULL_OUTER_JOIN
12-42-14 12-59-10 00-16-56
UNION
INNER_JOIN
12-59-10 13-01-19 00-01-29
6. | UPDATE | DELETE_SELECT
11-08-54 11-09-27 00-00-33
DELETE_WHERE
11-09-27 11-12-10 00-02-33
7. | UPDATE | DELETE_SELECT
11-11-31 11-12-10 00-00-39
DELETE_WHERE
11-12-10 11-14-14 00-02-24
8. | UNION FULL_OUTER JOIN
11-28-48 11-28-56 00-00-08
INNER_JOIN
11-2856 11-29-35 00-00-39
9. | UNION FULL_OUTER_JOIN
11-29-48 11-31-43 00-01-55
INNER_JOIN
11-31-43 11-34-04 00-02-21
10. | JOIN UPDATE_SELECT
11-01-15 11-03-16 00-03-01
UPDATE_WHERE
11-03-16 11-05-01 00-01-45
11. | INSERT | SELECT_WHERE
11-11-47 11-12-57 00-01-10
SELECT_ALL
11-12-57 11-1351 00-00-54
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7.12Findings from The Pre-assessment Exercise

From theCase Studies, W LV DSSDUHQW WKDW WKHUH DUH OHDL
query knowledge which might not have been kndavthe students themselvdshis

is evidentfrom the fact that they thought they were prepared fod#sred Concept

they entered to learithey kelievedthat they ould answer the prerequisite questions

to the(ir)desired_Concept These were assessed to Wd@El Passethe prerequisites

in bothCaseStudied and Il (see lines 7 & 13), respectively. These are irrespective of

the time spent on tasks or by the number of attenepgs fwicé made. In all of the
preassessmentases the System recommended the learning of dpgropriate

materials accoiidg to the performance of each of the student

7.13Implications for Teaching

Programming is not an easy subject to stuagh(inen, AlaMutka & Jarvinen, 2005;

Ala-Mutka, 2004). Particularlfor this study, SQL programming can be very difficult
becauseof the activity involved intranslating a natural language question into a
semantically correct SQL expressi@adiget al, 2009. Such underlying factshave
LQIOXHQFHG D QXPEHU RI VIVWHPY UHVHDUFK RQ ZD\V
skills (e.g.Wang & Mitrovic, 2002 Kenny& Pahl, 2005; Sadigt al, 2009. As given

in Prior (2003) napping from a problem statement describing what information is
required from the database into an appropriate SQL statement is not easy

JURP WKH DQDO\VLV RI UHVXOWYV DQG ILQ®mGaVv LQ VW
cases being reviewed in the precediegti®ns, students may have inherent gaps in

SQL query constructs from previously learned SQL concepts without realising it.
Tutors reed to understand this: To handle courses with uttermost diligence so as to

take students through learning with emphasis on the difficult or techniesiraots

(such as the use of operators, SQuery keywords, and subquelewhere
misconception may ae.

Considering theCase Study (Section7.11.1), the preassessment problem that was

posed to the student was a sylery problem? a DELETE SELECT (line 3 or 4)

The student was able to decipher that the problem was @usulp task but
encountered difficulty in the process of organising the query statement. From the
VWXGHQWYV 64/ TX kdihpervoxive g Qivged BUKdAA:
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f thetable-name,
f thewhereclause
f thecolumn_nameand

f theoperator.

On thesubquerypart, theSelect All B(/(&7 ‘'« TXHU\ H[SUHVVLRQ Z
VW XGHQW flivie B h\¥he ¢asg dtHdiessections/.111and7.11.2respectively.

Though on the questioffife 3or4 W KHUH Z Dall pahidltitsW HKRV GRHV QR
imply all fields in the table. So this may have put the student in a tight situation to infer

that this meardll the columns or fieldm the table. But this only refers to thenalties

field. Further,on prerequisite 2lihe 9 or 10) where the problem was Belete

Where task, the student was aware that this is not agsiiy task. However, the

query (ine 11or 12) also missed out on the following information:

f tablenameand

f specified column_name;

LQVWHDG/ VERH«3ZDV DOV Rel¥ct&l'GWKR sFrRides.P Q

In Case Study I{Section7.112), the first preassessment task was alssudr-query
problem (ine 3 or 4). Unlike in Case Study Where the student was able to decipher
that the problem was a subquery problem (even when the system supported some pre
assessment problems with hints on the type of problem), iG#sisStudy the student

was unable decipher this. The SQL query submitted by therdtude asSelect

All 36(/(&7 « VW DineHbRoH &). WFurther to the next prerequisite
assessmentiiie 9or 10), the student had difficulty by submitting the UPDATE query
statement that hadfi@ld or column_naméefore the supposed table _name (which the
studentstat& PV *DQG DOVR XVIOQ 1L @ KVHK HreMX®t B). Shown
EHORZ LV WKH VWXGHQWY{YV DQVZHU

UPDATE SEX FROM P WHERE SEX ='F' TO SEX ='W
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against the correct and expected answer in the System

UPDATETENNIS_PLAYERS SET SEX=' W' WHERE SEX="' F'

$V VKRZQ DERYH LQ WiheldtatewwenGriituvolivonTHiemH ke yword

for the UPDATE query.

This analysis has revealed in detail the area of difficulties faced by students. It also
underscores the area in which tutors of SQL can give greater attention. FiGaséhe
Studies it could be stressed that some students are yet to have a good ¢g8&3p of
query syntax. SQL syntax has a defined format and structure that can be adhered to
when constructing queries. This format gives the order of precedence of SQL
keywordstable _namescolumn_nameand theiroperatorsin a query statement.

The PreassesmentMAS has not only identified gapsin learning buthas also
identified skills gained by studentas ascribedby the modelled parameters and the
logic of classificationn Chapter 4. Knowledge gain was identifiecsomeof the pre
assessment caskased on the regular ontology of 2 leafnodes across all parent class
nodes(seeTABLE7.5). In one of the data stored W KH V déeXi@&dd Qonecgpias

the INSERT topic. After tre preassessments on ti&elect Where  and the

Select All query, the student iV DG MPa&sétH® QG UHFRPPHQGHG WI
the INSERT desired topic entered.

The TABLE 7.5 is a collection of all the data of the activities that took place in the
System. This include the desired concepts, the time spent on each task, and the class
of the answers submitted as assessed by thadBessment System. From the data in
TABLE 7.5 two cases of recommendation for ttesired_Concepbccurred in the
survey (described gmositive abilityin Chaptels); one case of passegre-assessment
(described apartial ability); and all others cases fafiled pre-assessment, described

asnegative ability

As defined in thé=OL syntax (Chapter 4) during the specification of the classification
process, everyailed concept is recommeled for learning via a URL link to the
relevant material; and for glassedconcepts, the student learns his desired concept
(which are the leafnodes to the class node) from relevant URL links toofaildde

concepts are equivalent to the clas®®&nd the passedconcepts the class @k as
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analysed inTABLE 7.5. From the data, the percentage summary of Rhssed
leafnodes concepts against fagled leafnode concepts is shownRigure7.21.

Fig.7.21: Percentage of number passedss.failed leafnode concepts

As stated in Chapter 5, abilities of students can be further classified irgositiye
ability when all SQL answer queriese allpassed2) partial ability when there is a
mix of bothPassd andfailed SQL query constructs; and B¢gative abilitywhenall
SQL queries are assessedaked. The Figure7. 22 represents the details of these

abilities.

Fig.7.22: Percentage oftgdentsabilities
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Recall that the PrassessmemfIAS also keep records ofime spenton tasks by

studens in its TextPersistent BBgent These beliefs were examined to understand
whethertimewas a factoandhad any infIXHQFH RQ VWXGHQIW&&EhSHUIRU
pre-assessent taskIn the TABLE 7.6 is theboolean valies[1 or 0] to visualise the
classificationof preassessment outcomes againsttitme spenton tasksy students

using linear regressionFrom the data,students’ performanceBave not been

influenced by time: the longeime-length spent ot WDV NV GLG QRW LQFUHDV
chances of remembering or overcoming their difficulties in SQL code consifuets.
visualisation of the binary classification is givenFig. 7.23after the dta was split:

50% training and 50% test, respectively.

TABLE 7. 6: TIME-,1'(3(1'(17 9$5,$17 678'(1767 3(5)250$1&( $1$/<6,6

Time spent Boolean classification Time spent Boolean classification

(mm.sg (mm.sg
3.31 0 2.33 0
0.05 0 0.39 0
0.06 1 2.24 0
0.44 1 0.08 0
4.44 0 0.39 0
0.19 0 1.55 0
2.21 0 2.21 0
1.02 0 3.01 0
16.56 0 1.45 0
1.29 1 1.10 1
0.33 0 0.54 1

Fig.7. 23 Time-Independent Variant Student Performance Regression Analysis twagbd data in
TABLE 7.6.
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Based on théigure7.23 the average time spent on the tasks that passedand
thosefailed are largely between 0 and 5 minutes, with one outlier on the 0 class. One
of the objectives of this regression analysis was to make predictions, but based on the

small of amount of data collected, reliable prediction cannot be projected.

Recall that in @apter 4 it was stated ththe pas®d andfailed predicate parameters
were devised not only for thagent classification of studentait to also provide
increased reinforcements to students during thetapsessment feedbacks. From the
experimental suey with students and the observations made during the pre
assessment sessions, negative reward i.efailed feedback does increase
reinforcement. Whersome students noticed they had negative feedbacks due to
incorrect SQL queries, t)gmmediately wargdto have anotheattempt to get their
SQL queries rightLike positive rewards for correct answers, negative rewards for
incorrect incorrect can instigate reinforcement and did provide positive

reinforcements.

7.14 Relevance o€hunking in the Pre-assessment System

Students learn best §hunkingof unit of lessongCasteel, 1988; AnderspRf008).

From the evidence in the students' skill data and the time lapse spent by some students
on task, this thesis concurs to the assertion of P2i@03) that SQL is difficult, and

not easy to learn. As stated$adiget al (2004), and as clearly observed, this was
because of having to translate a natural language problem into the logic of SQL
queries. Thus, the optimal strategy to organise fowmaassessment materials for
students in SQL is by applying the principleG@funkingthat will enable students to
focus more time and attention to the smaller units of the recommended learning
materials after their prassessments. Because organisingrg large number of units

of lessons for prassessments can potentially leathsk overload frontarge amount

of learning materials lieg recommended in the event that severalgssessments are
failed. From the survey, students stayed on tasks ardiestuheir recommended

materials as well as having repeated attemptsioeadyfailed attempts
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7.156\V W H P f&vabatidM\Survey

The aim of the Prassessment System of this study as stated earlier was to identify
JDSV LQ VWXGHQWVY OHDUQLQJ DQG WR GHYLVH D VWL
on how to assist students in filling the gaps. From the data preser@éd e 6,

Section6.3 and the analysis of the precediBgctions7.11 +7.14 the study has

revealed that77.3% of studentsin the surveyhave inherent skills gap in their
construction of SQL queries. In the following Section, the-ddsessment System
postevaO XDWLRQ VXUYH\ GDWD LV SUHVHQWHG DQG GLV
perception of the Prassessment System, the -pesessment sessions, and about
students previous SQL studies.1Aitem structured questionnaire was used to collect

data, includig demographic data.

7.151 Student CourseDistribution Data

With questions land 2(Q1 & Q2, see Chapter 6 and Appendix B.Blcourse
distribution and the level of study of the student participants that took part in the
survery was collectedAs shown in theTABLEs 6.2 and 6.3of Chapter6, 29%
represented studentsSoftware Engineeringt3% inBSclnformation Tecnology with
Business Studiesaand 146 in MSc Database Professionand Enterprise System
Professionalrespectively. The survey camsed of students from both undergraduate
and postgraduate studies withh.£% being Second Yeastudentsand14.36 First
YearandMScstudentsrespectively (TABLES.4).

7.152 User Perception of The Preassessment System and Sessions

Questions3 +9 (Q3-Q9) LQYHVWLIJDWHG VWXGHQWVY ¥d-HZ DERX
purpose and responses were gathered as qualitativeToeBd K 6.5, Chapter6).

QuestionQ3 VR XJKW VW X Gdth @hethey the Systern Rgs useful. Responses
showed thal4.3%StronglyAgreed 71.4%Agreed while 14.36 wereUndecided In

QuestionQ4, it was asked whether the System helped to recall previous SQL learning
experiencs. The responses received are $vAlgreedand42.9% Strongly Agreed

Q5 sought to find out whether the systeupported their learning of SQR8.6% of

the participantsStrongly Agreed57.1% Agreedwhile 14.3% wereUndecided The
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survey also wanted to know whether the participants were not familiar with SQL. The
response @thered revealed that participants have studied SQL previouslyl4vgho
Strongly Agreed but 57.1% Disagreedand 28.66 strongly disagreedespectively
WKDW WKH\ DUH 3127 IDPLOLDU8SZTI%WAHreédbhd bébhavedP SOL FD
they werewell acquantedwith the concept of SQL and database quetieterms of

MAS systemdirecting the course ofhe prelearning assessment85.7% of the
participants Agreed that they were guided by the systemvhile 14.3% were
Undecided

From Question®)9 +Q11, with 42.9% Strongly Agreedand %.1% Agreed it was

made known that participants understood the design purpose of the system, and
acknowledged the role of the researcher in facilitating theagsessment sessions.
7KH ODWWHU LV IR leciioikdh thehbatthb tddkiathe $&ssloms]l O

In Q12, while the data revealed that 14.3Btsongly Agreed57.1%Agreed that the
sessiorwas a good learning experience; 14.Bisagreed In Q13, 28.8% Strongly
Agreed and 57.1%Agreed that the sessions wereell organised 14.3%6 were
Undecided

7.153 OpenEnded User Feedback

Using openendedentries from questionsdto 17 (Q14 +Q17), diverseviews about

the preassessment sessions or the System that could not possibly be captured by the
closeditem questions iMQ3 -Q13 were elicted. From theseesponsessome student

users found the prassessment sessions and system satisfactory while others made

comments on important issues that are salient enough to improve usability design and

usage experiende further work

In TABLE 6.7 studentd] Y LwéiZ sought omwhat was least interesting about the

sessions®ne view was that

S/ DFN RI HTXLSPHQW DYDLODEOH

The AOP language for developing the Passessment SystemJasorAgentSpeak, a
logic based programming language. So, prior to the variouags®ssment sessions,
volunteer participants were scheduled for different times to evaluate the System. But
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LQ WKH FRXUVH RI D SDUWLFLSDQW T \énxrdaehed intdd KH V\V
the time schedule of another participant. This was due to the time some participants
needed to understand their questions, understand the data on the MySQL database

server, and construct their SQL queries.

Initially, the agent based Ressessment System was developed to connect to the
MySQL Workbench database server. Review of System development after the
prototype had the Prassessment System disabled from the database server. This is
because of the need for one system to host trebase, and another for the Pre
DVVHVVPHQW 6\VWHP 7KXV LQ WKH FRXUVH RI WKH S|
systems were made available: one opened for the data on the TENNIS_DATABASE

and the other for taking the passessment exercises. In ttegard, the issue of

:H RQO\ KDG RQH PRQLWRU WR GR WKH ZRUN

was addressed.

Also on theview in TABLE 6.7 that

37KH VA\VWHP LV QRW TXLWH IOH[LEOH D1
error terms. One small error led into decision that we need to
learn WKH PRGXOH «°

Like most formative assessment or sgnostic systems that assesses knowledge,
the Preassessment System is programmed to take in an input or percept when
submitted, then assessment, and then next question. As result, some participants in the
study whdfelt the need to retake their assessment, did so as many times as they needed.
The Preassessment System is flexible and will allow thegeggessment about a given
desired_Concepb take place over and over again. This is recorded in the skills data
cdlected and showed some students took their assessment twice on the same module.
The views from th& ABLE 6.9 that participants

3+DYLQJ WR VZLWFK EHWZHH
ZLQGRZV WR RSHUDWH WKH V
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has to do with the buiih MAS output consoland the input window foparticipants
SQLqueries answerfecall that, agents are components thatbesituated in some
[student]environment in order to fetch or observe percepts. As a result, the input
window was configured fooperrended SQL queriessing the CArtAgO artifact.
Participanty] WikpuW are percieved by the MAS through this artifact, and after
processing by the MAS, outputs are displag@dugh the Jason builh MAS output
console Future work will consider one window for both inprtd outputOne other

important view fromlrABLE 6.9, is that

37KH V\VWHP FRYHUHG OLPLWHG 64/

PRUH DUH DGGHG , WKLQN LW ZLOO E
This is what thestrategy ofPre-assessment By Multiplererequisite Classefas
addressedNheremore unit of lessons are added to parent class modesdulegFig.
5.4,Fig. 7.10), and also, prassessment across multiple class nodes as specified in the

ontology tree.

In TABLES 6.6 and 68, participants expressed satisfactiontbe concepts opre-
learning and teaching through the assessmerfBystemwhere they have to learn
what is appropriate. This oneview from TABLEG6.6, entry no. 3which states

3t is actually a good objective, we will learn what exactly we
need to learn. Because sometimes tutor[s] teach something
which is redundan t since some people already understand it
well

This aligns with one of the objectives of this System: To avoid putting every students
in the samestarting block on the learning laddét any given level the student can
build up the ladderWhile this Systemwould allow students that has solid
understanding of some concepts already to progress to the next or higher level of
learning. Those with mismception and difficulty would be assisted by the System to
identify the weaknegs in their learning, ande assisted to fill those gaps in the
absence of the tutor. When what is already known byssagent Xis being taught all

over again witlStudent Xpresent, this becomesedundant to that student.

200



Chapter 7 Discussions

The purpose of modelling studént] V foiLadaptivedearning in this work is for the
intelligent system and the course tutor to give optimum support for improved
performancesAs required of a typical system of diagnosis and fault detection (in
VWXGHQWYVY FR-agesshieRtQ@ystamt khrbughudthassificateasoninghas
identified and recommended learning appropriate for participants in this evaluation

exercise.

7.16 Summary of Chapter

The Preassessment System, liteoadgoal, which is todentify gaps in learning and
classificationprocess of learning has bepresented in this Chaptefhe Chapter
described the Prassessment System as a reactive system of five atitgyragents.
Where the agerdagSupporis the preassessment agent that ukashievement goals
tthe state an agent wants to accomplibr the preassessment of knowledge. Each
lachievement goatorrespondgo each leafnode in a given ontology tree. For the
recommendation of appropriate learning materials, classification is first carried out
based on thpassedr failed boolean parameters predicate decision statements from
agentagSupport The agentagModeling classifies students before the release of
learning material by agemrigMaterial This Chapter also discussatyorithms, and
generation of classification rideThe generation of the classification is basadhe

FOL rules the formal reasoning repmstation(from Chapter 4 and its application

for the realisation of the classification plans in the aggModelling.

Two strategies, hamelPre-assessment By Immediate Prerequisite Ctas$Pre-
assessment BWultiple Prerequisite Classsthat evolved from thére-assessment
Mechanisnmwere also presented. While the data collected from the implementation of
the former was analysed and discussed; the chapter had the implementation of the latter
discussed. Based on the results from the expatation and background literature on

the learning of SQL, the position of this thesis is that the educational theory of
Chunking (Casteel, 1988; Anderson, 2008) which is to present tasks of learning to
students in smaller units, can support studentsdoesd in their learning of SQL. This

is based on the data gathered in Chapter 6 in which 77.3% aeihthef lessons
(leafnodey were not passedsdée TABLE @, andFig. 7.2]). Yet students stayed on
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tasks to study recommended materials. From the farggorganising and allocating

units of lessons in smaller quantities has enabled students to remain on tasks to study
recommended materials. When one desired learning concept is successfully
completed, another desired concept can be attempted for ledmihg.next Chapter

8, the conclusions for this study shall be presented along with its contribution to
knowledge, and future work.

202



Chapter 8

Conclusions and Future Work

This study has demonstrated pessessment and learning path recommendation
strategies like a fae®-face tutor would do so as to boost competency level of students

before the start of a new lesson.eTtnesis coveretivo strategies of préearning
assessment usirgn agent based approach in order to fill the gaps in learning and
support further learningin this work, the multiagentPre-assessment Systenas
investigated,developed and evaluateds a System aimed at identifying gaps in
VWXGHQWYVT OH ®leaning hai2i@@als réedniine@lation to-fillthe gaps.

From this implementation anetvaluationof data it has been shown thate Pre-

assessment Systazan performits classification function iraccoraénceto its rule

based knowledge representation ssin which VW XGHQWVY $UdteRU OHDU
assessed andhaterialsare recommended for learninghis has followed aPre-

assessment Mechanishat depicts the process or strategy ofggsessment of lower

concepts in order to measure what has been lkéaueessfully by a student before

the start of a higheor desired_Concepintended for learningThe Preassessment

6\ V W hhRdgNgation began by identifying the research problem as a classification
problemLQ D OHDUQLQJ GRPDLQ LQ ZKLFK VWXGHQWVY V

categorised for learning material recommendation.

8.1 Research Development Approach

The research approach to tetady isdual in naturenamely rule based classification
proedure, andagent orientedsoftware engineeringhrough the Prometheus
methodology(Padgham & Winikoff, 2004jor the PreassessmentyStem design
Prometheuss a methodology for developing intelligent agent systesemd has a
customised tool known as the Prometheus Design Tool (R@TdesigningBDI
agents The PDT has been used in the design specification and analysis of-the pre

assessment multiagent systamwell as its rule based representatasoutlined in
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Chapter 4 The gents weraleveloped with individual responsibilignd b function
as components that make up a whole sdsnwith anorganisation, its organisational
parts must be able to interactoperativelywith individualised roles in order to resdi

its design objective.

To solve and answer the research question, a strdchueearchy of learing was
outlined in the domain of SQL. The domain was then analysed after its definition as a
TBox with a description logic (DL) language. The analysiss@néed the inter
relations between the ABox instances i.e. concepts, individuals and roles in accordance
to the given learning structure (Fig. 5.1) which enabled students to have their prior
knowledge assessed. Thereafter, they can progress from onddoeglerf learning to

the next higher levelsee Chapter 5After implementation, he Systemevaluation
showed that the system diagnosed studfstéde of SQL knowledge, captured their
areas of difficulty and pointed them to learning material tseclthegaps in their
learning. Anther benefit of the of #h Preassessment System is thhé learning
activitiesare stored especially the SQL queriesné these can baching resource

for the tutor. Tle tutor canuse this resourd® unravel the the techratdifficulties or
challenges faced by students, and also, pay greater attent@séochallengeguring
teachirg.

The following is a recap of the objectives of thesearch as stated in Chapteant
how they have been addressed:

f TR LQYHVWLJDWH D V\VWHPDWLF ZD\ RI LGHQWLI)\
whichmay hinder them in their next stage of learning. This is to allow students
to selfdiagnose any gaps on their previous learning before the start of a new
module. In that regad, the research team decipbdrthat gaps could be
identified betweertwo ends which are astartpoint and an engoint of pre
assessment. Thied to theflow-chart of the Prassessment Mechanism
(Chapter 4, Fig. 4.19in which a student could enterdasired_Concept.e.
the starpoint), go through some prerequisite assessments to the end of the
leafnodes Nget result(s)and have learning recommended
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f To build a domain ontology of related concepts and use declarative logic based
representation ithe system in the process of learning gap identification prior
to the start of a higher and desired learning by studehidomain subject of
learning wasneeded ashe content of the system. The Se@arningdomain
was chosen. The choice of SQL was basedhe good enrolment records of
students in DB. Which waalsoenvisaged would produce a good number of
volunteer participants for the survéiyhen ahierarchy of topics (concepts) as
a learning structure was developed based on the teaching notes atidBrie
in the department of computing. i§hled to the definition of thentology.
concepts, individuals and their relatiamsng a DL languag€éChapter 5.

f To investigate the communication of ontological concepts in the system in the
process of identift QJ JDSV LQ VW XAS druitidgéht ©asdal 9ydterny J
agent must communicatél'he thesis looked into the communication of
knowledge from environmental percepts, to decision statements, and to the
ABox assertive knowledge in their unary and binamgdicates. Thechose the
tell, askOneand achieve performatives forinter-agent communication in
systemusingthe .send()standardnternal action'see MAS implementation in
Chapter 5,and discussion in Chapter). This is against the.broadcast()
standardnternal action whose messagesome occasionS LGQIW WULJJHU
to fire their plans .

f To develop the tools that allow the system to recommend supplementary study
materials to close the gaps in their current learnifigis covers the design
(Chapter 4)and implementationChapter 5 & 7)of the Preassessment
System.

f To evaluate the effectiveness of the system by assessing how effective it is in
helping real students improve their learnifidnis is where the Prassessment
System was assessanr fiithess of purpose by students. Students used the
system, and selliagnosed their learning. Whestudentsmade errors and
failed a concept, material URLwere recommended. But where all pre
assegsents are passed students were recommended for their
desired_Concepi(See data in Chapter)6They opened the links and studied

materials
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8.2 Contributions to Knowledge

In summary, the following are the contributions of this research:

1. ,GHQWLI\LQJ JDSV LQ VWXGHQWYV T-aestnéQLQJ X\
MechanismAs stated in the objective€hapter 1 the study has investigated
V\VWHPDWLF VWUDWHJILHY WR LGHQWLI\LQJ JDSV
of this objective comprisedwo identified strategiesPre-assessment By
Immediate Prerequisite ClasandPre-assessment By Multiple Prerequisite
Classeghat originated from thBre-assessment MechanismChapter 4. The
educational principle o€hunking(smaller unit of lessons) was applied as the
underlying principle and optimal strategy in developing the agent based e
learning system. The System has supported students to identifying gaps or
gains in their current learning and also making recommendtticlose the
gaps. This is in a subject domain that is ascertained by researchers in literature
DV 3GLIILFXOW DQG FKDOOHQJLQJ’

2. Goal specification using agent orientedftware engineerinfpr developing
e-learning systemThis isfrom requirement spedtation, to agent goal$o
functionality specification, to agent role grouping, interaction, protocols and
capabilities in thelevelopment atheintelligentagent based-kearning system,
seeChapter 4

3. Use of description logisyntaxfor defining an onblogy ofa learning domain.
The study developed an ontology in a learning domain as the content of the
agent based multiagent system using a DL language. The DL defined the TBox
terminology and named the ABox instances in the domain of SQL. Given the
form of a unary predicate(a) and binary relatioR(a, b)or p(a,b) a collection
of agent beliefs (also known as knowledge in first order logic) were modelled
as ground facts These facts have been used by agents in the system for
communication of knowledge the diagnosisRl VWXGHQWVahdSULRU

during recommendation for appropriate learning matesals,Chapter.5

4. Modelling classification features with logic based representati@n

architecture) for agent plansfor the recommendationof appropriate
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knowledgdevel learning materialBased orthe boolean statpassed(N)and
failed(N) parametersandthe desired_ConcefD), first order logicnotations

ZHUH XVHG WR GHILQH WKH FODVVLILFDWLRQ UXOF

classification rules are a collection of axioms that is dependent on the number

of leafnodes underneath a giveesired_ConcefD), see Chapter 4 and
discussion on implementation @hapter 5 & 7

8. 3 Limitation of The Study

As with most researclhis study isnot withoutany challenges. Thisentresaround
the small number ofolunteerparticipans in the survey, and the system constraints
with the Jason AgentSpeak language

8.3.1 Volunteer Population Sample of the Study

This is the aspect of this styiwhere only7 volunteer participanta/ererecruited for
the systemevaluationin a surveyexercisethat spanned across four academic
semesters. This number islbelow the recruitment projection made at the early
stage of tks study by the research tea

8.3.2 System Constraint with Jason AgentSpeak Language

Aside from keeping to the educational principle @hunking (Casteel, 1988;
Anderson, 2008) in the development of the-Bssessment System, it was also

observed that Jason AgentSpdakguage had some limitation sompleting the

execution of the plan corresponding to the fifth or mi@anodes 1 - LQ WKH

sequence of prerequisite assessment, e.g. Figure 5.4. This is where the agent plan that

needed to assess SQL query answer of the fiffagsessment leafnode i.e. N =5 was
not triggered. This constraint halted the adoption of the!laekdvement goaby pre-
assessment agent HW W K HMiBdllhbRedtifirkévealed that the agent received the

required percept for such agent plan to be triggered from the sending agent.
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8.3.3 Alternative Language of Implementation

Jason has been usedtims work to the test our model theory of agent based system
for pe DVVHVVPHQWYV LQ VAiarXie Hhaaksis bf @ Hbnbed biQagerd
oriented programming languag@sOP) and platformsee Section 3.9 and Table 3.1).
This is because Jason wasdigaavailable as open source language that atieur
implementatiorrequiremerg. From mplementationour model theory of logic based
rules for classification reasoning in pessessmentvere verified and validagd
Nonethelessthe following highligts a fewAOP languages and platforntisat are
suitable alternatives to Jason

f Jack Jack is a language with BDI mental model. With its integrated
graphical environment, the Jack Development Environment can be used to
develop the preassessmentnultiagent systemsor distributed agent
application across multiple network devicés. shown in Figure 3.9, the
Prometheusagent analysis and desigmethodology suppast the
generation of skeletal Jack code &traightforward implementation on
JackM,

f Jademiddleware architectureJason runs on JadmsedRQ WKH 3-DGH’
infrastructure. As a middleware platform, Jade can be usgevtlop and
distribute the pr@assessment system on different network haokisle
supports semantic web languages such as XML

f Jadexanguage andhiddleware platformJadexcanalsobeapplied in the
development ofdistributed intelligent agents on the BDI paradigm.
Besides Jadex framework is realised whemagents siton the Jade
middlewareinfrastructure, use it and run on it.ike Jade,Jadex also

supports the XMlweb semantitechnology.

8.4 Further Work

The Preassessment System has been developed with a group of five agents, but with
one agent in charge of the passessments of all the leafnodes. Depending on the
number of concepts and leafnodes, future research intends to look into the

development of more number of agents (swarm of agents), so as to have one agent per
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concept or leafnode in the conduct ofjassessment. This is likely to resolve the
system constraintneountered in Jason.

Two strategies of prassessments have been identified in this study. Further work will
be to conduct more survg\collect more data, and then compare both strategies so as
to evaluatewhich is the better strategy suppmg studentsthrough prerequisite

assessment for further successful learning.

The Preassessment System has operated a single tasking mode. Further investigation
would be to look into multi-taskng approach for parallel percept observation; pre
assessments andskificationOnewayto achieethis is through a web launch of the

Preassessment System.

Hard-coding taining exampledor skills classification can beumbersome when a
large number of nodes are considered forgasessmentBasically,this is when the
booleanpredicateparameters arbeing mapped toeveryleafnode concept that are
included ina pre-assessment actiyit In futurework, multi-agent learningvould be
an area to bénvestigatedin order to haveagens compue and prodee their own

classification plansr rules

6WXGHQWVY SHUIRUPDQFH VFRUH ZDV QRW fRf®@€®Q VLGHU }
work use of performance score is an area to be considered.uBingthe outcome [0

RU @ RI VWXGHQWVY 8aindd& peFdraRdé sea@siddybidratédO

against certain threshold vatu8elow a given threshold, agentsutd direct students

to revisit a previously attempted leafnode question.

The data drawn from the System survey has been small. Future wddoWwiib gather
more data over a large population sangflelatabases SQL studenss thatfurther
regression analysis can be carriediowrder to predict the trend of SQL learning by

students from time to time.

Jason is a programming language with syntax structuaePirologlike syntax Jason

agent communicates semantic literals (unary or binasy)demonstrated in this
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researchThese are literalfhat are in firstorder logic representation. To this effect,
further work will be to explore the connection agentbasedsystem toontology
repositoriesfrom where agents camake sense dhe data toquery and updatthe

repository.

8.4.1 Recommendation

The recommendation for future implementation in order to SROUW VW XGHQV
successful learning of SQL are:

1. SQLformative assessment systesmould be developed for practice such that
DB tutors can have access studentsquery constructs in order to inform
improvedteachingmethods when tutors see the difficultfesed by students
in their queries

2. Prior learning diagnosis should become part of intelligent learning systems.
That is, here should be p#earning diagnosibefore the commencement of a
new or desired learning by students.

3. Students should not lmverloaded with practicef grior learning assessment
This meansthe e@lucational principle o€Chunkingshould beconsidered and
employed in the organisation of prior learning assessments.

4. Learning of SQL syntax structyreelational algebraand naturallanguage
processinghould be prerequisites to SQL codighere necessarstudents
should be well acquainted with the maths of set theory and its operators, and
decomposition of natural sentence into FOL form or notation.

The strategy of prior learnirggsessmestclassification and recommendation
of learning materialo fill -in the gaps invV W X AeaQingsh§uld be adopte
in the development oSQL intelligent tutoringand recommendesystems

before the learning of a relativedesired ohigherconcepts
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