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Abstract

We investigated the ability of human participants to discover novel actions under conditions of delayed reinforcement. Participants used a joystick to search for a target indicated by visual or auditory reinforcement. Reinforcement delays of 75-150 ms were found to significantly impair action acquisition. We also found an effect of modality, with acquisition superior with auditory feedback. The duration at which delay was found to impede action discovery is, to our knowledge, shorter than that previously reported from work with operant and causal learning paradigms. The sensitivity to delay we report, and the difference between modalities, is consistent with accounts of action discovery that emphasise the importance of a ‘time stamp’ in the motor record for solving the credit assignment problem.
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Thorndike (1911) famously distilled the process of action acquisition down to the idea that learning depends on the reinforcement of recent motor output; the 'law of effect'. It has long been recognised that in order for an instrumental response to be acquired in this way, an animal must solve the computational task of determining which portion of its motor output was necessary for causing an event to occur. Because there is no objective way of deciding how far back into the record the animal should look in order to identify the earliest causally relevant behavioural components, previous research has found that learning is continuously attenuated by increasing delay, but with no absolute cut off. The challenge of teasing out causal components from a stream of behavioural variance is known as the credit assignment problem (Minsky, 1961), something that is particularly easy to appreciate in situations where reinforcement is delayed. One common solution for algorithms used in models of reinforcement learning is to cope with delay by maintaining a trace of the successful pattern of activity for an extended period of time, such that it remains eligible for reinforcement at the moment when the outcome eventually occurs (Barto, Sutton & Brouwer, 1981; Singh & Sutton, 1996; Wickens, 1990). Although these temporal difference algorithms have been shown capable of solving many learning delay problems, it remains an open question as to exactly how the credit assignment problem is solved in the animal brain. Experiments
involving the manipulation of reinforcement delay are, therefore, important to understanding action acquisition and eligibility periods because they provide a means of exacerbating the credit assignment problem whilst leaving other aspects of a task unchanged. A basic question which this paper addresses is the duration at which a delay between action and outcome begins to exert an effect on learning.

The subject of action acquisition with delayed reinforcement has received much experimental attention. Studies have employed a wide range of subject species (e.g, humans, Okouchi, 2009; to fish, Lattal & Metzger, 1994), using both resetting and non-resetting delays (Lattal & Gleeson, 1990; Dickinson, Watt & Griffiths, 1992), different forms of reinforcement (cf Shanks & Dickinson, 1991; Van Haaren, 1992; Lattal & Metzger, 1994; Snycerski et al., 2005) and used a variety of dependent variables (explicit judgments of causality, Shanks, Pearson and Dickinson, 1989; percentage of correct responses, Okouchi, 2009; reaction times following priming Elsner & Hommel, 2004; differences from yoked responses, Dickinson et al., 1992; and simple rate of response, Snycerski, Laraway & Poling, 2005). Finally, the means of reporting the effect of delay varies widely between studies. This includes the threshold at which acquisition is considered to have occurred (Snycerski et al., 2004; Snycerski et al., 2005), whether the result is reported as the point at which delay begins to exert an effect (Black, Belluzzi & Stein, 1985), whether learning is even possible (Critchfield & Lattal, 1993) and also the point at which learning is no longer possible (Dickinson et al., 1992).
as a whole, this research has resulted in extremely wide estimates of the general
sensitivity of action acquisition to the effects of delay, with delays as short as 1 s (Black
et al., 1985) being shown to severely disrupt learning at one end of the spectrum, whilst
other studies show that learning is still possible with delays of as much as 45 s
(Snycerski et al., 2005).

However, the effect of delay on action acquisition in much recent research can be
difficult to interpret because there has been a departure from techniques designed
specifically to record acquisition, towards techniques designed primarily to record
response maintenance. The latter are limited in some important respects. Free operant
lever-press procedures, for example, are an excellent methodological option if we are
interested in measuring choice or the decision to respond, but they do not provide direct
performance metrics, such as the time taken to produce an action, the number of errors
produced or the overall efficiency of a given movement. When adopting this approach
for the study of acquisition, the extent to which an action has been learnt is gauged by
recording the frequency of elicitation rather than any direct measure of action
performance. Therefore, when employing maintenance procedures, it can be unclear
how much of the effect is attributable to differences in the ability to acquire a response
and how much down to differences in an animal’s inclination to respond.
Alternatively, discrete-trial procedures are aimed specifically at deriving learning curves that directly describe performance across trials containing single attempts at a task. There is a history of using this approach to investigate the acquisition of novel actions in various forms including puzzle-boxes (Thorndike, 1911), maze tasks (Morris, 1981; Tolman, 1948) and runway tasks (Hill, 1939). Whilst a technical definition of discrete-trial procedures can be offered by drawing a contrast with free-operant techniques (e.g. Hachiya & Ito, 1991), in practice the most relevant characteristic of this approach is the opportunity it provides for intervening with the timing and the spatial properties of performance. Experimenters can treat each new trial as a clean example of an animal's ability to perform the action under investigation, and the timing and body position of the animal can be manipulated across trials and across individuals.

Despite the early methodological focus on response acquisition heralded by Thorndike's work, the majority of theoretical and physiological research of recent years has focused on the decision to respond and other economic aspects of reinforcement learning (much of this work referencing the highly influential study by Schultz, Dayan & Montague, 1997). More recently, however we have raised questions regarding the neural underpinnings of acquisition (as opposed to maintenance or selection) with the idea that a reinforcement learning system centred on the subcortical basal ganglia circuit might be specialised to perform the kind of trial and error action acquisition
originally described by Thorndike (Redgrave & Gurney, 2006; Redgrave, Gurney & Reynolds, 2008). In particular, it is suggested that timing information carried by dopamine neurons might serve to “stamp in” recent motor output before the organism has had time to produce contaminating – non-contingent – motor output in response to the stimulus. This dopamine signal arrives in the striatum at a very short latency, typically 70-100 ms after a stimulus (Schultz, 1998). This is an incredibly rapid transmission time and one which suggests functional significance. Specifically, such a low latency signal would be ideally suited, we have proposed, for allowing the identification of components of ongoing action which are responsible for triggering unexpected outcomes. In this way the dopaminergic signal could be instrumental in solving the credit assignment problem and thus laying the foundation for the discovery of novel action-outcome pairings.

This idea places particular emphasis on the very earliest phase of acquisition, what we might call ‘action discovery’: the period before an action has been added to the behavioural repertoire, during which the animal begins to discover its ability to causally interact with a stimulus. Such learning is thought to rely, in part, on the uninsightful and immediate reselection of behaviours that brought about novel but non-noxious outcomes. As such, acquisition is a type of learning that ought to be especially sensitive to delays of reinforcement as a result of the contaminating motor output that must be discounted during the learning process.
In order to better focus on the very early period of acquisition, we have developed a new procedure to investigate action learning. For a detailed introduction to the current and related procedures, see Stafford et al. (2012). Our task is designed to allow experimental investigation of those processes involved in the initial acquisition of an action, as movements which cause reliable outcomes are identified and bound together. As such, although our task is informed by studies of rate of responding it is conceptually separate.

Obviously a behavioural experiment, such as reported in the current paper, must have minimal bearing on underlying biological mechanisms such as are the subject of the Redgrave and Gurney (2006) theory. This theoretical position does however offer a biological solution to the credit assignment problem. This must be solved in the process of action acquisition. Analysis, such as presented by Redgrave and Gurney (2006), suggests that delays in the arrival of sensory information at a point where it can be combined with a record of motor output will have a strong effect on the efficacy of action learning. The suggestion is that delays for any reason - external or internal to the nervous system - will impair action learning. In other words, even delays which arise due to differences in afferent transmission times may have an effect on action learning.
Perhaps surprisingly, delays of less than half a second have, to our knowledge, received no attention in the specific area of trial and error action discovery and acquisition. We therefore sought to investigate action discovery at a range of delays all beneath 0.5 s in duration, the aim being to determine the shortest duration at which an effect of delay on action discovery is detectable and reveal whether the underlying learning mechanism is genuinely as robust to delayed outcomes as previous research seems to indicate. Furthermore, if learning is particularly sensitive to delay, such sensitivity could also be revealed through differences in the efficacy of reinforcing signals presented to different sensory modalities. There are known differences in sensory transmission times between the sense, which can be detected using direct recording from multisensory areas (Wallace, Wilkinson & Stein, 1996) or behavioural measures such as manual reaction time (Sanders, 1998). In particular auditory transmission times are briefer than visual, suggesting that reinforcement delivered via audition will be subject to a smaller relative delay. For this reason we extended the study to manipulate the modality of the reinforcing signal.

Experiment 1

Method

Participants
51 people (47 female) participated in the experiment. Ages ranged from 18 to 24 years with a mean age of 19 (SD = 1.4 years). Participants were all undergraduate students at the University of Sheffield who took part in return for credits in the department's research participation scheme. All participants reported normal or corrected to normal vision and hearing and were naive to the purpose of the experiment and the independent variable. Ethical approval was granted by the department's ethics committee. In both this experiment and experiment 2 we found no indication of gender differences in task performance.

**Apparatus & Task specification**

The essence of the task is for the participant to find a target area within the range of movements possible with a joystick. The location of the target area is signalled by what we term ‘reinforcing stimuli’. Successfully completing the task requires the participant to combine information from the reinforcing stimuli, memory of how they have recently moved the joystick (this does not necessarily have to be explicit memory) and decisions about how to move next. The criterion which defines successful identification of the target area was termed the ‘escape criterion’.

The experimental program was written in Matlab (Version 2007), using the
Psychophysics Toolbox extensions (Brainard, 1997; Kleiner et al., 2007; Pelli, 1997). A commercial joystick (Logitech extreme 3D pro joystick, P/N: 863225-1000) was used as the input device.

The search space was defined as a square with a side length of 1024 units. Movements of the joystick were physically restricted by a square aperture at the base of the stick and mapped onto movements within the search space in a one to one fashion, with the joystick starting in the centre of the search space at the beginning of each trial. Once released from the grip of a participant, the joystick’s internal spring returned it to the centre of the search space within a tolerance of 10 units.

The size of the target area (the ‘hotspot’) that participants were required to find was determined through pilot tests and ultimately set to occupy 0.91% of the search space. At the beginning of each new trial, the centre of the hotspot was positioned randomly on an annulus shaped region of the search space (Figure 1). The inner edge of the annulus was placed at a distance equal to the diameter of the hotspot from the centre of the search space. The outer edge of the annulus was a distance equal to the radius of the hotspot from the outside edge of the search space at its closest point. These dimensions ensured that the hotspot never overlapped the central starting point or the outer edge of the search space.
Any movement of the joystick into the hotspot region of the search space was defined as a ‘hit’. The occasion of each hit was signalled by a stimulus, which we term the reinforcing signal or reinforcer. In the auditory reinforcement condition this was a
600 Hz pure tone of 10 ms duration. In the visual reinforcement condition this was a screen flash in which the display monitor changed from black to white and back to black, taking 17 ms.

The reinforcement delay followed the occasion of a hit with a delay which was consistent within each trial but could take one of six values between trials; 0, 75, 150, 225, 300 and 375 ms. In order that reinforcing signals should be clearly and discretely presented a refractory period of 25 ms was introduced after each instance of reinforcement during which another stimulus could not occur. The relation of participant actions to hits and reinforcement is shown schematically in Figure 2.
Figure 2. Schematic of path on representative trial (left) and corresponding timeline of registration of hits and display of reinforcement (right).

Path of participant’s movement begins at X and moves through and then back into the target area (shaded). Reinforcement is offset from hits by a delay, D.

Instances of reinforcement separated by refractory period, r.

Generating a single hit was not sufficient to bring the current trial to an end. Instead, the participant was required to hold the joystick in a stable position to terminate the trial. This escape criterion was defined by the number of hits required within 1 s to bring an end to a trial. Just as with the hotspot size parameter, this was set through pilot testing at 15 hits within a second. From an individual participant’s perspective this meant that the aim on any given trial was to find the hotspot and try to maintain the
position of the joystick over this region until having achieved 15 hits within 1 second.

**Procedure**

Participants sat at a desk in front of a joystick, a keyboard, and a 19-inch computer monitor. Before starting the experimental program, the task was briefly described verbally with the goal being phrased in terms of “finding the correct position to place the joystick in”. They were encouraged to move through the full range of joystick positions because pilot testing revealed a tendency of some people to explore only the very edges of the joystick’s travel and not central regions of the search space. Participants were told that the experiment involved no deception and that the correct position could always be found. Finally, participants were informed that if they were having especial difficulty completing a trial, they could press the space bar to abandon the current trial and move on to the next one. Following the brief verbal guidance, the program was started and the participants were asked to follow the onscreen instructions (see appendix 1). After reading the instructions, 3 practice trials commenced automatically. The practice trials involved no reinforcement delay and, as with all trials in the experiment, no feedback or screen graphics were provided during the trial (the monitor display was entirely black until the end of a trial, except for the screen flashes in the visual reinforcement condition). Once the practice trials were completed the
experimental trials began and participants were left to complete all 18 trials.

**Design**

Participants received either audio or visual reinforcement signals, and each reinforcement was presented after one of the 6 delay durations had elapsed from the moment of encountering the hotspot. So modality was a between-subjects factor (auditory, n = 27; visual, n = 24) and delay a within-subjects factor. Each experimental session was made up of 21 trials: 3 of which were practice trials (involving no delay); and 18 of which were experimental trials - 3 at each delay level. The delay conditions were ordered in 3 randomised batches of 6, such that all 6 levels of delay were experienced in each of the three batches. This was done to ensure that the 3 attempts at a particular delay condition were spread over the full testing session.

**Results**

Because each participant had 3 attempts at each delay condition, it was the mean of their successful attempts that was submitted to analysis. Due to the open-ended nature of trials, it was anticipated prior to testing that the data distributions would be non-normal with positive skew. Analysis of the distributions and inspection of the
frequencies confirmed this and all data were corrected using log-transformation prior to analysis (Keene, 1995). Analysis of variance (ANOVA) was used for the main analysis, with Bonferroni corrected, paired-sample t-tests being employed for post hoc comparisons. An alpha level of .05 was used to determine significance.
Two metrics of performance were identified for analysis. The first is distance travelled between the first entry into the target area and the successful achievement of the escape criterion. The second is the number of hits required to complete a trial. As Figure 3 shows, there was a significant effect of delay on distance travelled, $F_{GG}(4.24, 186.44) = 13.29, p < 0.001$. However, we found no effect of modality, $F(1, 44) = 0.051, p = 0.82$, and no interaction $F_{GG}(4.24, 186.44) = 0.79, p = .54$. Post hoc tests revealed that the 0 ms condition differed significantly from the 75 ms condition in both the audio, $t(26) = 3.11, p < 0.05$, and visual, $t(23) = 3.79, p < 0.05$ reinforcement conditions.

![Figure 3. Mean distance (and standard error) for the 6 levels of delayed audio and visual reinforcement. Values are back-transformed from a log transformation.](image-url)
There are some similarities between the metric of hits and the rate of response used in traditional instrumental learning paradigms; however, they differ in the important respect that trial completion in the current task was contingent on achieving a particular hit rate and thus hits does not represent a metric of choice, but rather a true metric of performance. The same pattern as found in the distance measure was found with hits.

The effect of delay on performance was clearer, $F_{GG}(3.83, 168.68) = 27.71, p < 0.001$, and there was no effect of modality, $F(1, 44) = 0.021, p = 0.89$, or interaction, $F_{GG}(3.83, 168.68) = 0.55, p = 0.69$. Again, post hoc tests revealed that the 0 ms condition differed significantly from the 75 ms condition in both the audio, $t(26) = 4.13, p < 0.05$, and visual, $t(23) = 4.18, p < .005$, reinforcement conditions. Figure 4 shows that the effect of delay was to increase the number of hits during the post-discovery period. These results were reflected at the level of individuals, with 41 of 51 participants requiring more instances of reinforcement in the 75 ms condition than the 0 ms condition.
Figure 4. Mean instances of reinforcement (and standard error) for the 6 levels of delayed audio and visual reinforcement. Values are back-transformed from a log transformation.

Experiment 1 shows that action acquisition is sensitive to reinforcement delay of 75ms, a delay an order of magnitude below that previously reported. Two measures of efficiency of action discovery - distance travelled during search and number of reinforcements - show similar patterns across delay conditions. Together they suggest that at higher delays participants were more likely to move through the target area and return to it (perhaps multiple times) before being able to successfully identify its location.
Experiment 2

Despite finding a clear effect of delay in experiment 1, we were unable to detect an effect of reinforcement modality. Clearly not all delays experienced by animals are external and previous work investigating sensory integration and reaction times has shown that audio stimuli are processed somewhere between 40 and 100 ms faster than visual stimuli (Jaśkowski, Jaroszyk & Hojan-Jezierska, 1990; Lewald & Guski, 2003; Senkowski, Talsma, Grigutsch, Herrmann & Woldorff, 2007; Wallace, Wilkinson & Stein, 1996), due to differences in sensory processing latency. Should an internal sensory delay be equivalent to an external, artificial, delay then we would expect to see better performance with an auditory reinforcing signal. Furthermore, our hypothesis about the subcortical machinery responsible for action-outcome learning (Redgrave & Gurney, 2006), gives us cause to think that the action-learning process should be exquisitely sensitive to delays in reinforcing signal, regardless of their origin.

Whilst the results from experiment 1 might simply have reflected a lack of any underlying modality effect, the pattern of data shown in Figures 3 and 4 suggested to us that there might be an effect at the higher delay durations tested, with the audio condition levelling off and the visual condition continuing to decline in performance. We therefore repeated the experiment, this time varying modality within subjects and making changes to the stimulus properties and experimental constraints (see methods).
to increase the control over stimulus presentation in an attempt to increase the
sensitivity of the task to differences in stimulus modality. Finally, we also introduced a
time limit for the search behaviour in each trial to prevent anomalous failures to discover
the target affecting the results and aggravating the participants.

Method

Participants

27 Sheffield psychology undergraduate students (7 male, mean age 19.2 years,
SD = 2.8 years) participated in the study for course credit. All participants reported
normal or corrected to normal vision and hearing and were naive to the purposes of the
experiment.

Apparatus

The experimental program was again conducted within Matlab, and all displays
were generated using a Cambridge Research Systems Visage graphics board which
was in turn driving a calibrated Mitsubishi Diamond Pro 2070sb 22” monitor screen at
100Hz. This apparatus was used for stimulus calibration and presentation in the
experimental tasks. A chin rest ensured the participants remained seated 57cm from the

screen throughout. Depending on the trial condition, encounters with the target resulted in either a 10 ms audio tone (600Hz) or a 10 ms onscreen visual signal. An additional instruction was included, asking participants to fixate on a 0.5° white cross in the centre of an otherwise blank screen during the task to ensure the signal would be visible. A fixation requirement was added to ensure consistent visual stimulation with each reinforcement, in an attempt to lessen variability across subjects and conditions. The visual stimulus was a 2.5° thick white annulus centred on fixation at 9.75°. This shape was chosen to ensure that it didn't give any unwanted and misleading location information. The fixation, instructions and reinforcing signal were all presented at maximum contrast on the screen (white on black), and the audio tone was presented loudly in an otherwise silent room to ensure both signals were presented far above the relevant sensory thresholds. The search space was defined as consisting of 1000 by 1000 units. The hotspot size and its random placement remained the same as in experiment 1. The joystick was also the same as that used in experiment 1.

**Procedure**

The learning criterion remained the same as in experiment 1, but a time constraint was imposed allowing participants 60 s to complete a trial. This rule was included to remove extremely long trials and possible unwanted effects caused by frustration, a particularly important factor due to the repeated measures design and
longer testing session. If a trial was not completed within the time limit it was stopped and the participant was required to repeat the trial. Participants were not given the opportunity to abandon trials.

**Design**

Participants completed two experimental blocks in a single session, one with audio reinforcement and the other with visual; the order of these blocks was counterbalanced, to avoid order effects, with a break in-between. Within each block participants performed 3 repetitions of trials where reinforcement presentation was delayed from successful hotspot encounter at one of 6 delay levels (0, 75, 150, 225, 300 and 375 ms). So both modality and delay were within subjects factors. In total each participant completed 36 trials in a single, 45 minute experimental session.

**Results**

As Figures 5 and 6 illustrate, we replicate our finding that delay between performance and reinforcement has a significant impact on action discovery, this is true for both post-discovery distance, $F(5,130) = 10.4, p < 0.001$, and hits, $F(5,130) = 28.2, p < 0.001$, although the shortest duration at which the effect was detectable was longer with post-hoc tests showing only 150 ms and above being significantly different from 0
ms when hits is used as the metric of performance ($p < 0.05$). We also found a significant effect of stimulus type on both measures of performance: hits, $F(5,130) = 28.2, p < 0.001$, and post-discovery distance, $F(1,26) = 6.77, p < 0.05$. In neither case was there a significant interaction between modality of reinforcement and delay (hits, $F(5,130) = 0.637, p > 0.6$; post-discovery distance, $F(5,130) = 0.293, p > 0.9$).

Figure 5. Mean distance (and standard error) for the 6 levels of delayed audio and visual reinforcement. Values are back-transformed from a log transformation. Task performance is better with an auditory rather than visual reinforcement signal. Delaying the reinforcing signal has a similar effect on both modalities.
Figure 6. Mean instances of reinforcement (and standard error) for the 6 levels of delayed audio and visual reinforcement. Values are back-transformed from a log transformation. Task performance is better with an auditory rather than visual reinforcement signal. Delaying the reinforcing signal has a similar effect on both modalities.

Discussion

As predicted, enhanced stimulus control allowed a difference between
reinforcement modalities to show. Auditory reinforcement signals were consistently more effective for action discovery. One interpretation for this difference is the well known superiority of sensory transmission times for auditory compared to visual stimuli (Jaśkowski, Jaroszyk & Hojan-Jezierska, 1990; Lewald & Guski, 2003; Senkowski, Talsma, Grigutsch, Herrmann & Woldorff, 2007; Wallace, Wilkinson & Stein, 1996).

If auditory information passes to the neural circuitry necessary to encode the coincidence of motor output with stimuli information faster then it should promote binding of motor output to effects. If this was the case, it would further validate the basic sensitivity of the putative action discovery mechanism to small differences in delay.

Despite revealing an effect of modality, experiment 2 was slightly less sensitive to the effects of delay than experiment 1; delays of 150ms were significantly different from delays of 0ms but delays of 75ms did not reach significance. Possible reasons for this difference include a reduction in power, due to the testing of approximately half the number of participants in experiment 2 compared to experiment 1. Another possibility is that the introduction of a search time limit in experiment 2, which would have had the effect of preventing exceptionally long search periods, attenuated the effects of delay. In experiment 1 trials with very long search times (which did however result in eventual success) overwhelmingly occurred in trials with longer delay periods. However that the basic effect of delay persists in experiment 2 suggests that this effect is pervasive on all
aspects of action learning - not merely restricted to those trials for which learning the target takes an abnormally long time. The lower power of experiment 2 to detect an effect of delay could suggest, however, that a non-trivial portion of the effect of delay is manifest in the higher end of the search time distribution (a distribution which is curtailed by the cut-off used in experiment 2).
General Discussion

The current findings demonstrate an exquisite sensitivity to delays, both external and internal, of the mechanisms underpinning the learning of action-effect associations. Theoretical and neurobiological analysis (Redgrave & Gurney, 2006) suggests that such delay sensitivity is to be expected. Previous work on delay in reinforcement found less sensitivity to delay because it focussed on response rate as the variable of interest. Adjusting the rate of a particular, pre-learnt, response is more robust to temporal delay as the relevant motor output has already been determined and so should be robust to contamination within an eligibility period. Colloquially, if you already have representations of the action and the outcomes, the association between them is less sensitive to delays.

Evidence that delay affects learning has a long history in the study of behaviour (Hull, 1943; Grice, 1948). Although we don't see our task as fitting the mold of previous experimental studies of response rate learning, there is an analogue on the issue of contamination of the motor record. Within studies of delayed conditioning, this was addressed by interference theory (Revusky, 1971, but see Lieberman, McIntosh and Thomas, 1979). Debate has revolved around the issue of whether learning with long delays is impaired by the mere fact of delay (i.e. that memory decays inexorably with the passage of time), or whether it is the presence of intervening actions or stimuli
which makes learning temporally separated associations difficult. The latter option is what we could call contamination. The work reported here does not address this issue, although the paradigm is certainly amenable to its study.

**Contrast with existing paradigms of motor learning**

Previous studies of the effect of delay have focussed on response rate as an index of response acquisition. We have argued (above, and in Stafford et al, 2012), response rate is not an appropriate index for the process(es) we are interested in - those of the initial stages of action acquisition. Those studies that there are which study the effect of delay on response acquisition report a relative insensitivity to delay, with estimates of the delay at which acquisition is impaired ranging up from 1 second (Black et al., 1985) to tens of seconds (Snycerski et al., 2005; Lattal & Gleeson, 1990).

In contrast to this literature, our experiments show a sensitivity to delay of action acquisition which is on the order of tens or hundreds of milliseconds. This level of sensitivity aligns with that reported for some motor learning paradigms. For example, in visual tracking tasks, feedback delays as short as 300 ms can have large effects on
performance (Foulkes & Miall, 2000; Miall & Jackson, 2006; Miall, Weir, & Stein, 1985) and tasks involving adaptation to visually displaced targets have been shown to be equally sensitive (Held, Efstatthiou, & Greene, 1966), with some demonstrating an effect at just 50 ms (Kitazawa, Kohno, & Uka, 1995).

A defining feature of these motor learning tasks is the demand they place on motor accuracy. These are unlike response rate tasks, which commonly use button-pressing actions, where no emphasis is placed upon accuracy. There is no special reason why this should be the case. All behavioural tasks rely on some element of motor control. Studies which focus on response rate neglect the problem of motor control in favour of the problem of learning the value of actions. Many studies of motor control, such as tracking tasks, neglect the problem of action valuation in favour of the problem of motor control.

Our task has a motor control demand, but ultimately is more akin to response acquisition tasks than motor control tasks. Feedback on performance is contingent on finding the target, making reinforcement learning the most appropriate computational framework for understanding the task (Barto & Dietterich, 2004). In contrast, it is common for some motor learning paradigms to have feedback is provided regardless of the success of the movement (e.g., as cited above, Foulkes & Miall, 2000; Miall & Jackson, 2006; Miall, Weir, & Stein, 1985; Held, Efstatthiou, & Greene, 1966; Kitazawa,
Kohno & Uka, 1995). In addition studies of the role of feedback in motor learning, such as in “knowledge of results” paradigms (Swinnen, Schmidt, Nicholson, & Shapiro, 1990) also indicates an effect of delay on learning, albeit strikingly different from the one presented here. Leukel & Jenson (2013) provide a recent review of the area, which for reasons of space we cannot explore further here. These paradigms, while related, are best understood using a supervised learning framework (Wolpert, Ghahramani & Flanagan, 2001).

**Learning with delay**

Thorndike spoke of task-relevant actions being gradually stamped in as an animal practiced a particular set of behaviours and this idea has survived with the concept of neural time stamps. If time stamping is used in solving the credit assignment problem it is appropriate to ask how it is implemented in the mammalian brain. Dopamine neurons in the ventral midbrain of vertebrates are known to respond to novel and rewarding stimuli with a latency of approximately 70-100 ms (Bayer & Glimcher, 2005; Guaracci & Kapp, 1999; Horvitz, Stewart & Jacobs, 1997; Ravel & Richmond 2006; Schultz, 1998; Takikawa, Kawagoe & Hikosaka, 2004) and it is widely thought that this neural activity plays a key role in valuation and economic decision-making (Schultz, 2007). However, Redgrave and colleagues (Redgrave & Gurney, 2006;
Redgrave et al., 2008, Redgrave, Prescott & Gurney, 1999) have argued that the speed of this response affords insufficient time for the brain to process identifying characteristics of the stimuli, including those indicating relative reward value. Consequently, they suggest that, instead, this neural signal is an indiscriminate time-stamp which indicates the last segment of the animal's motor record that could have played a role in eliciting a novel stimulus, irrespective of what that stimulus might be. In this way, they propose that the dopamine response is central to the tasks of agency detection, action discovery and the learning of action-effect contingencies.

The proposed advantage of time-stamping so quickly, even before the event has been fully processed and identified, is that it reduces the opportunity for further non-contingent behaviour to be expressed, reducing the credit assignment problem that the animal has to solve. Indeed, Redgrave and Gurney (2006) and Redgrave et al. (2008) have speculated that this is why artificial delays are so detrimental to reinforcement learning. The current results demonstrate that delays of similar duration to the latency of the dopamine timestamp itself can have a significant detrimental impact on action discovery. The importance of time-stamping explains existing results which demonstrate that informative signals which do not provide additional reward can promote response acquisition in rats (Reed, Schactman and Hall, 1991; Reid, Chadwick, Dunham and Miller, 2001; Reid, Nill and Getz, 2010). Schaal and Branch (1988) show that marking signalling can restore decrements in response rate produced by reinforcement delay.
Such marking stimuli can also increase judgements of causality in humans under conditions of delay (Reed, 1992; Reed 1999).

Theoretical analyses have suggested for a long time that the credit assignment problem is a major issue for mechanisms of action learning. Our paradigm which is designed specifically to look at the issue of action acquisition rather than response rate valuation has shown action acquisition to be impaired by delays smaller than those previously reported. This behavKohno & Uka, 1995). In addition studies of the role of feedback in motor learning, such as in “knowledge of results” paradigms (Swinnen, Schmidt, Nicholson, & Shapiro, 1990) also indicates an effect of delay on learning, albeit strikingly different from the one presented here. Leukel & Jenson (2013) provide a recent review of the area, which for reasons of space we cannot explore further here. These paradigms, while related, are best understood using a supervised learning framework (Wolpert, Ghahramani & Flanagan, 2001).ioural evidence aligns with, but does not confirm the function of the short-latency dopaminergic signal proposed by Redgrave and Gurney (2006). What it does suggest is that time-stamping of some form, as indicated by a crucial sensitivity to delay, lies at the heart of action discovery.
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